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Preface

Welcome to the 10th ICCHP 2006!

Since the 1980s, computer technology has become
a key technology for people with disabilities, offer-
ing functionalities to overcome barriers and take
part in more and more areas of society. Starting
with handicraft and trials, a new research and de-
velopment field has been established known today
as ‘assistive technologies’ (AT). Based on standard
information and communication technology (ICT)

the field has increasingly made impact on mainstream areas and establishes ‘e-
accessibility’, ‘e-inclusion’ and ‘design for all’ as key concepts for an open and
democratic society. The progress in ICT and AT significantly pushes forward the
disability rights and independent living movement. The obvious benefits for the
target group help to understand the way we design the emerging information so-
ciety, which determines accessibility for and inclusion of people with disabilities.

The motto of the 10th ICCHP, ‘equality = e-
Quality: Equal Access to the Information Society
Depending on the Quality of ICT and AT,’ re-
flects this development. ICCHP’s mission is to sup-
port this process. ICCHP has been one of the first
meeting places for pioneers establishing the field. It
supports today the interdisciplinary discussion and
presentation of research and development which is
inevitable when aiming at better quality of life for
people with disabilities. ICCHP is proud of its role.
With a focus on scientific excellence, ICCHP has
become an important reference to AT for the mainstream. After more than two
decades the first steps have been made, but lot more is needed to make the in-
formation society a really inclusive one. ICCHP is committed to supporting this
development in the future. Come and get involved!

ICCHP 2006 was held under the auspices of Dr. Heinz Fischer, President of
the Federal Republic of Austria. ICCHP 2006 was supported by several sponsors,
to name only a few:

• European Commission, DG Information Society, eInclusion
• Federal Ministry for Education, Science and Culture
• Federal Ministry for Transport, Innovation and Technology
• Regional Government Upper Austria, Governor
• Regional Government Upper Austria, Department for Social Affairs
• Austrian Computer Society
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Archambault, D. Université Piere et Marie Curie France
Blenkhorn, P. University of Manchester UK
Evans, G. University of Manchester UK
Fitzpatrick, D. Dublin City University Ireland
Kobayashi, M. Tsukuba College of Technology Japan
Pontelli, E. New Mexico State University USA
Sinclair, R. Microsoft USA
Weber, G. Multimedia Campus Kiel Germany

Programme Committee
Abascal, J. Euskal Herriko Univertsitatea Spain
Abou-Zahra, S. World Wide Web Consortium (W3C) France
Andrich, R. SIVA Fondazione Don Carlo Gnocchi

Onlus
Italy
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We thank the Austrian Computer Society for announcing and sponsoring the
Roland Wagner Award on Computers Helping People with Special
Needs.

The Austrian Computer Society decided in September 2001 to endow this
award in honor of Prof. Dr. Roland Wagner, the founder of ICCHP.

The Roland Wagner Award is a biannual award and will be in the range of
3000 euro. It will be handed over at the occasion of ICCHP conferences.
Award Winners:

• Award 0 was handed over to Prof. Dr. Roland Wagner on the occasion of
his 50th birthday.

• Award 1 was won by WAI-W3C. It was handed over to Judy Brewer at
ICCHP 2002.

• Special Award 2003: A special award was handed over to Prof. Dr. A. Min
Tjoa, one of the founders of ICCHP, on the occasion of his 50th birthday in
2003.

• Award 2 was won by Paul Blenkhorn, University of Manchester, and handed
over during ICCHP 2004 in Paris.
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Arthur Karshmer
Wolfgang Zagler

(Editors)
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Julio Abascal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 777

People with Specific Learning Difficulties

TouchStory: Towards an Interactive Learning Environment for Helping
Children with Autism to Understand Narrative

Megan Davis, Kerstin Dautenhahn, Chrystopher Nehaniv,
Stuart D. Powell . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 785

Computer-Assisted Language Learning (CALL) for Dyslexic Students
Cara Nicole Greene . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 793

A New Audio Testing System for the Newly Blind and the Learning
Disabled to Take the National Center Test for University Admissions

Mamoru Fujiyoshi, Akio Fujiyoshi . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 801



XXII Table of Contents

Embodied Agents in Language Learning for Children with Language
Challenges

Dominic W. Massaro . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 809

Web Design for Dyslexics: Accessibility of Arabic Content
Areej Al-Wabil, Panayiotis Zaphiris, Stephanie Wilson . . . . . . . . . . . . 817

Flexibility in Virtual Environments – A Fully Adjustable Virtual
Classroom
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Abstract. The Special Thematic Session (STS) on Accessible Content 
Processing is intended to provide a focus for several different activities which 
can be grouped under this area. The European Accessible Information Network 
(EUAIN) was established in order to bring together the different stakeholders in 
the accessible content processing chain and to build on common concerns. 
EUAIN has now completed a systemic overview of this area and will use this 
information to provide guidelines, training materials and input into standard-
isation activities.  The papers in this STS address many of these issues. 

1   Introduction 

Given the widespread adoption of ICT within the publishing industries, there is a 
general interest in the creation and provision of well-formatted digital documents. For 
those people who are dependent on accessible information, this interest is of central 
importance, and it is this convergence of interests that offers exciting opportunities for 
these different stakeholders. This workshop will examine the ways in which this 
convergence is helping to build consensus and create new standards and technologies 
for the provision of information in formats, which are more accessible for everyone. 
This thematic session focuses on this emerging area and try to provide a context for 
many of the changes now being seen at social, organisational and technical levels 
throughout the publishing world. For those involved in producing information in 
alternative formats this raises some formidable challenges. As technologies converge, 
and accessibility is gradually incorporated into mainstream creation, production and 
distribution environments, what then is the role of specialist organisations? And what 
about the needs of end users? 

2   The EUAIN Network 

The EUAIN project (European Accessible Information Network) (www.euain.org) is 
funded by the eInclusion thread of the European Commission 6th framework IST 
programme and co-ordinated by FNB Amsterdam. EUAIN has four key objectives, 
namely: 
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• To bring together all the players in the information provision and e-
publishing chain in order to achieve the critical mass significantly to enhance 
the provision of accessible information at a European level  

• To create a self-sustaining network which can offer the necessary expertise, 
shared knowledge, technological tools and distribution platforms to all those 
involved in the provision of accessible information and in particular to 
provide a collaborative platform for content creators to find information, 
tools, advice and solutions. 

• To raise awareness and stimulate the adoption at local, regional, national and 
European levels of the emerging formats and standards for the provision of 
accessible information and to find ways of ensuring that technological 
protection measures do not inadvertently impede legitimate access to 
information by people with print impairments. 

• To stimulate and support the adoption of new distribution channels and 
appropriate business solutions in order to help achieve faster, prompter and 
less expensive production and distribution of accessible information 

3   Special Thematic Session  

The special thematic session on accessible content processing attempts to cover 
several key areas, namely: 

• Modelling accessible content processing 
• Structuring information 
• Creating workflows for content creation/production/consumption 
• Technical protection measures and copyright issues 
• Enabling technologies, standards and tools 
• Integrating accessible processing within mainstream environments 
• Benefits of approach: accessibility on demand 

This diverse range of topics represent the emerging themes that have come to the 
attention of the EUAIN network as the key areas of discussion around the subject of 
Accessible Content Processing. The STS features several presentations that deal with 
tools and technologies for the creation and processing of accessible content. These 
technologies cover a diverse range of formats and technologies which when included 
in frameworks and environments for accessible content processing, provide a means 
of integrating these technologies with mainstream workflows.  

4   Areas Covered by STS 

Dominique Burger (BRAILLENET) proposes a model for Accessible Information 
Networks based on the experience of the “Serveur Hélène” project and on-going 
research within the EUAIN network. It outlines the main components of the model 
adopted which supports contractual policies with publishers, as well as technical tools 
for improving the accessibility of the files provided. 
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Deborah Fels (Ryerson University) presents a framework for enhancing captions 
that uses animation and a set of standard properties to express five basic emotions. 
Using an action research method, the framework was developed from a designer’s 
interpretation and rendering of animated text captions for two content examples. 

Mirko Horstmann (University of Bremen) describes an approach to generate 
semantic descriptions of entities in city maps so that they can be presented through 
accessible interfaces. The solution we present processes bitmap images containing 
city map excerpts. Regions of interest in these images are automatically extracted 
based on colour information and their geometric properties are subsequently 
determined. The result of this process is a structured description of these regions 
based on the Geography Markup Language (GML), an XML based format for the 
description of GIS data. This description can later serve as an input to innovative 
presentations of spatial structures using haptic and auditory interfaces. 

Vidas Lauruska (Siauliai University) showcases a system that investigates 
graphical information for blind people using a digitiser. The SVG language with 
additional elements is used for describing of maps. Non-speech sounds are used to 
transfer information about colour. A sound alert is issued for the boundary between 
two regions.  

Matthias Leopold (DZB) presents software that is able to generate Braille Music 
Notes fully automatically, thereby focusing on flexibility, readability, quality and 
translation speed. The software is designed to be used within a team of professional 
Braille note transcribers and to take over much of the tedious part of their work. 
Moreover the software can be used as a stand-alone product. 

Shinichi Torihara (Keio University) proposes an "oblique" listening system in the 
English language for the blind and visually impaired by controlling the speed of Text-
to-Speech based on parts of speech in which the important parts are synthesized 
'relatively' slower while the unimportant at the maximum speed. In the system 
evaluation experiment, English-speaking natives with visual impairments were 
required to listen to three short passages of Text-to-Speech at the three types of speed 
and answer the questions of comprehension after the base-line speed was calculated 
from the measured maximum speed of recognizing 'a word' and that of recognizing 'a 
sentence' for each subject.  

The STS also intends to place these technologies within a wider context. In order 
to do this, the STS also provides examples of endeavours where such integration has 
already taken place.  

Claus Gravenhorst (CCS Content Conversion Specialists GmbH) discusses the 
basic need for accessible information. The METAe Project and its results are 
presented, as related to the digitisation of printed materials, the advantages of 
harvesting structural metadata during the process, an overview of the digitisation 
technology and workflow in the docWORKS conversion solution from CCS.  

Klaus Miesenberger(University of Linz) outlines the co-operation between 
Austrian school book publishers and service providers for people with special needs 
which aims at making books available in electronic formats. In this project the 
following has been established: 1. a minimum set of structural elements which 
documents from publishers have to contain to make them usable for the production of 
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books in alternative formats (e.g. Braille, large print, ebooks) 2. know-how and 
handouts for publishers on how to implement structured design with these elements 
using standard desktop publishing (DTP) systems (InDesign, QarkExpress)  
3. examples of new books and re-designing existing books to learn how to perform 
accessible document design in practice 4. training materials, workshops and seminars 
to transfer the developed know-how to other publishers and design agencies 5. a 
general agreement which gives the right of transferring books in electronic format to 
students with disabilities 6. a Document Rights Management System including to 
prevent the data to be misused in practice 7. a workflow for the co-operation between 
schools/teachers, service providers, publishers and the ministry. 

An important testbed for many of the technologies and practices described in the 
EUAIN network is that of educational and academic publishing.  

Toshihiro Kanahori presents an overview of an integrated system for scientific 
documents including mathematical formulae with speech output interface, named 
``ChattyInfty.'' This system consists of recognizer, editor and speech interface for 
scientific documents. Using this system, visually impaired people can read printed 
scientific documents with speech output. The author proposes a new additional 
function of this system which recognizes PDF documents. Using this function, 
visually impaired people can also read PDF documents including mathematical 
formulae with ChattyInfty. If PDF documents have embedded text, the PDF 
recognition engine does not only recognize PDF documents as page images but also 
utilizes the text information to verify its recognition results, to improve the 
recognition results.  

One important area of the EUAIN network is the conformance with emerging and 
existing standards. George Ioannidis (TZI) provides an overview of the work being 
done by the Document Processing for Accessibility Workshop that is co-ordinated by 
CEN/ISSS and summarizes its findings so far. This focuses on standards and 
initiatives that have been elaborated and concerns document management and 
accessibility issues especially for the publishing industry. The paper also provides an 
outline of the planned work and invites interested parties to take an active role in 
shaping the workshop. 

George Kerscher (DAISY consortium) provides an update on the "traditional" 
activities of libraries for the blind, and reveals the essential roles that many libraries 
for the blind are playing in the standards, open source software, and the consumer 
products arena that will lead to that vision of the future. 

Some more generic presentations which directly address accessible information 
processing bring the various topics together in order better to illustrate how the 
subject can encompass the various requirements of all stakeholders represented and 
ensure that these requirements can be integrated and communicated.  

Radek Oslejsek (Masaryk University) deals with the problem of generating a 
picture of a scene by means of describing it in terms of natural language ontologies. 
The corresponding graphical format, being formally represented in the form of the 
Pawlak information system, involves a full semantic description of the picture. 
Therefore, the pictures generated in this way are ``blind-friendly'', i.e. they can be 
automatically fully described. 
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Mikael Snaprud (Agder University College) describes the combination of research 
topics from two projects focusing on web accessibility testing, and on metamodelling 
and high-level specification languages. This combination leads to a novel approach to 
accessibility assessment that should improve the understanding of accessibility issues, 
and explore the potential for generating executable accessibility tests based on 
accessibility constraint models. 

The STS also hosted a keynote panel session to discuss the concerns emerging 
from the thematic session. A number of keynote speakers, including George Kersher 
(DAISY Consortium), Robert Martinengo (Centre for Accessible Publishing) and Rob 
Havertly (Microsoft) will participate. This panel discussion was entitled: “Is there 
still a role for specialist accessible information providers?” 

More information about the work of EUAIN and all current materials are available 
from the EUAIN portal (www.euain.org). 
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Abstract. We present the software Hodder which is able to generate
Braille Music Notes fully automatically. Thereby we focus on flexibility,
readability, quality and translation speed. The software is designed to be
used within a team of professional Braille note transcribers and to take
over much of the tedious part of their work. Moreover the software is
able to be used stand-alone.

1 Introduction

Braille music notation is a means of displaying music notes to blind persons. It
has been invented by Louis Braille and is nowadays established as an interna-
tional standard for music notation for the blind.

Because producing Braille scores is very costly, there has been nearly no Braille
note production in Germany and some other countries for many years. However,
in 2000, the German Central Library for the Blind in Leipzig has restarted to
produce Braille notes.

In 2003, we started with DaCapo1, a project which aims at speeding up the
Braille score production by developing and using suitable software. Thus, we will
establish an enduring Braille score production in Leipzig.

1.1 The Need for Automatic Note Transcription

The simplest way of producing Braille scores is to write them by hand. This is
not the slowest way, but it is error-prone and the quality of its results depends
on the qualification of the transcriber. Another problem is the inflexibility of the
produced notes: imagine a piece of music which has to be transposed for some
reason (for instance, someone might like to play Mozart’s clarinet concerto –
which is written for a clarinet in A – with his/her clarinet in B). Manual trans-
position involves a complete rewriting of the notes, whereas any sophisticated
1 The project is externally financed by the German Federal Ministry for Labour and

Social Affairs (http://www.bmas.bund.de).
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Fig. 1. Example on references, parallel shifts and short written accents: Translating
literally from ink print results in 176 Braille forms. Inserting references and short
written forms (specialities of Braille music notation) can reduce this to 29 Braille
forms. Measures 5, 6, 7 are an exact copy of measures 1, 2, 3. This can be easily and
very shortly expressed using Braille music notation. It is also possible to efficiently
encode that all notes are played accentuated instead of attaching accents to each note.
Only four braille forms can indicate to the blind musician that the left hand is playing
the same as the right hand. This way he can save reading time and is supported in
learning the notes by heart.

music software can transpose the notes in a matter of seconds and absolutely
error-free – even after they have been transcribed to Braille.

1.2 The Challenge of Braille Note Production

Blind musicians have other needs than sighted ones, because they are not reading
scores visually but using their fingers. Because of the limited information that
can be perceived at a given moment, Braille music notation offers a variety
of special notation forms (mostly abbreviations) to increase the readability of
the notes. These notations are very different from standard music notation. See
figure 1 for some examples.

A system which is designed to automatically translate ink printed notes into
Braille notes will have to deal with this issue, i.e. it is absolutely crucial not to
simply return a “literal translation” but to assure readability of the Braille notes
by using the special notations.

The problem with this is, that – depending on the context – there are of-
ten different alternatives of choosing the exact notation form. The final choice
depends on many factors such as the context of the music and a human tran-
scriber’s experience. It is thus not well defined and leaves room for interpretation.
A translation software will have to incorporate much of a human transcriber’s
experience and flexibility in handling different contexts. In the rest of this paper,
I will introduce Hodder, a system for automatic Braille note transcription with
a special focus on readability and flexibility.

2 State of the Art

During the last few years, there have been some propositions on how to make
music accessible to blind musicians.
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Some of these were beyond the standard Braille music notation: Talking Music
[9], the hapto-graphical representation of music [2] extended by the use of force
feedback mouse [5] or the haptic printing of ink notes using wax, as proposed by
the universities of Würzburg and Augsburg [4].

In the world of Braille, two main ideas of automatic Braille score production
have emerged:

1. The first idea is to produce a one-to-one copy of the ink printed notes in
Braille (i.e. a “literal translation”) and then to let a professional note tran-
scriber insert all Braille note specifics afterwards. This is not expected to
be much faster than writing notes by hand nor is it much more flexible. It
is, however, less error-prone since part of the work is done automatically.
Installing the Braille note specifics can be supported by external software
like the Braille Music Editor [3].

2. The second idea is to extend and modify that concept. The Braille specifics
are not added after having set the notes but before. Therefore an ink print-
like meta format is defined which allows to enter those specifications [7].
The focus of this approach is on controlability. There is no implementa-
tion yet, but the concept is more flexible than the first solution in that all
translation-specific options will not be lost when the translation has to be
repeated.

In the next sections, I will propose an extended solution combining elements
of the ideas described above. The main intention is to maximize speed, quality,
flexibility and – above all – readability of the produced notes.

3 Development of a Braille Music Meta Format

I have extended the data structure BrailleMusicXML proposed by Christian
Waldvogel [6] by the possibilities, to represent both, ink print and braille music
notes at the same time, while the original proposition was limited to represent
ink print, only, providing possibilities to describe Braille like a super layer over
the ink print. The reasons for our extensions are as follows

– We want to be able to transform Braille scores to ink print for services, music
note verification and visualisation. Therefore we have to be able to represent
pure Braille as well as ink print.

– We assume to be more independent of future developments if the main trans-
formation processes can be done completly on BrailleMusicXML

– With respect to time limitations and capacities our proposition can be easier
implemented than the second idea mentioned above.

4 The HODDER System

I have developed the software Hodder implementing above described concepts.
Hodder is designed to be an autonome Braille score transcriber having strong
points but also limits like all Braille score transcribers.
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The goal is Hodder to be integrated into a team of professional Braille score
transcribers. The (dis)abilities) of Hodder will be learned and understood by
it’s “Collegues”. For that reason the confidence in Hodder will raise time by
time and the production speed will increase because of saving time for verifying
Hodder’s output.

4.1 General Architecture

The core of Hodder’s architecture is BrailleMusicXML as defined by Chris-
tian Waldvogel and extended by myself. Note transformation is understood as a
logical process transforming an ink print close music representation to a Braille
music close representation and vice versa. See figure 2. Apart of the core there
are interfaces to different formats. Those formats can be added via interfaces to
the Hodder system. Additional ink print formats could be MusicTEX, Midi or
new developments. Additional Braille interfaces could produce different Braille
music setting formats as well as library specifics.

Fig. 2. Overview over the architecture of Hodder: The ink print formats CapXML
and MusicXML as well as Braille are connected by interfaces to BrailleMusicXML while
almost all transformation are happening on BrailleMusicXML itself

4.2 Transformation Rules

As explained above, the core of the system consists of logical transformation
rules which ensure the readability of the Braille output by introducing special
Braille notations and abbreviations (again, see figure (1) for some examples).

The rules for short Braille notations are not well defined within the Braille mu-
sic notation manual [8], but rather embedded within examples reflecting special
musical situations.

In addition, these examples are somewhat redundant because they contain
many musical situations, which can, in principle, be handled in a very similar
fashion, i.e. by the same set of rules. As an example, consider the following
abbreviation candidates:
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1. repetition of beats (simile) and other parts of a measure (simile)
2. repetition of single (simile) or more measures or voices (simile)
3. references within a musico-logical section or overall score
4. parallel shifts (left plays same as right hand)
5. sequence abbreviations (repeat but starting on another step)

All these situations can be handled by the following basic rule:

(Part1, CompressedPart2) = compress(Part1, Part2) ←
similar(Part1, Part2) ∧
CompressedPart2 = ... % Compress Info Tag...

(Part1, Part2) = compress(Part1, Part2).

This rule simply states that, if two parts (whatever their exact nature may
be) are similar, the second part should be compressed. Of course the actual work
will now be to construct a good and general similarity measure for the two parts.

For that reason, the first step in designing a transformation rule system must
be to (conceptually) make the rules from the manual explicit so that they can
be expressed by logical rules as indicated above.

Since there are often many ways to do so, it would be desirable to define
standards on how Braille music scores should be written. These standards can
and should be extended by options offering alternatives and exceptions. We have
included alternatives in the Hodder system, in order to provide flexibility with
respect to the transcribers’ and musicians’ whishes.

5 Findings

We are already using Hodder to set Braille notes. The software is continually
tested and improved within a note production context. Because of the high
quality output, the production speed is nearly doubled in comparison to manual
transcription.

In the process of developing and using the system, a lot of interesting questions
and problems have arisen. In the following, I will list a small selection of our
findings:

1. Controlability: Interviews with users have revealed that they want to have
as much control over options of the transformation process as possible. How-
ever, these options were not actually used much (or misused) in reality. For
that reason, I have installed countless auto decision makers which take over
control whenever the user does not. Thus, users have the feeling that they
can control everything if they want to, but they are not obliged to do it.

2. Limitations of Scanning Software: The recognition of graphical objects often
poses problems. The output of scanning software tools like Capella [1] often
contain simple graphical objects instead of musico-logical notations (XML).
Hodder is not always able to interpret those objects in a correct way au-
tomatically. We are, however, working together with the developers of the
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OCR Software and have already made improvements to the specific needs of
the translation software Hodder.

3. Quality of output : All in all, it can be said that the output of inner con-
tent (musical and musico-logical notations like notes, simile etc.) are nearly
95-100% error-free. Outer content (questions of arrangement, dispatching
special words, different assignments) still causes problems. Therefore we are
focussing more and more to those questions.

6 Future Work

1. In the future we want to be able to accept not only scanned files but also
the sources of the publishers. Therefore we will have to extend the range of
ink print input files (primarily MusicXML). Furthermore, the software has
to learn to cope with incorrect input (auto corrections, hints to the user etc.)

2. Out of whole partitures we want to be able to automatically extract voices for
the different musicians. Imagine a choir where the different singers soprano,
alto, tenore and basso need their own notes while the choir leader needs all
notes in a special, different format, the score format.

3. In opposition to ink print the readability (speed and understanding) of
Braille scores is dependent of the involved informations. E.g. while fingering
in ink print could easily be ignored they could use an amount of space and
reading time in Braille scores and also complicating learning by heart in
cases when they are not needed. We want to offer notes to the specials needs
of the blind musician which we call notes on demand.
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Abstract. Presentation of graphical information is key problem during teaching 
of visually impaired children. The developed system is devoted for investiga-
tion of graphical information by blind user using a digitiser. SVG language with 
additional elements is used for describing of maps. Non-speech sounds  are 
used to transfer information about colour. Alerting sound signals is issued near 
two regions boundary. 

1   Introduction 

Visualisation is commonly used within almost every scientific field. For teaching 
blind children or students other information presentation ways must be found, which 
replace visual information. Solution is to transform visual information to stimulus 
which could be perceived by others human sensor systems, which are functioning 
normally. We selected approach that transformation to auditive signals must be pre-
ferred. The aim of this study is to create cheap system for maps sonification. 

1.1   Visual Information Transformation  

There are many attempts to develop systems for blind people to explore graphical ob-
jects. Tactile (embossed) maps were designed for this purpose. Until recently, the use 
of tactile maps has been very limited, as most of the maps have been produced by 
hand, for example using string and glue. Recent developments facilitated the produc-
tion of cost effective maps. For examples: printers, new types of papers and new types 
of ink. 

Other approach is based on transformation of visual information to auditive signal. 
As example is coding scheme based on a pixel-frequency association [1]. In agree-
ment with cochlear tonotopy, sinewave frequencies associated to pixels should be 
equally distributed along an exponential scale to be perceived as approximately equi-
distant. 

In the TeDUB project ("Technical Drawings Understanding for the Blind")[2] the 
system was developed, which aim is providing blind computer users with an accessi-
ble representation of technical diagrams. The TeDUB system consists of two separate 
parts: one for the semi-automatic analysis of images containing diagrams from a 
number of formally defined domains and one for the representation of previously ana-
lysed material to blind people. The joystick was used for navigation through draw-
ings. Very interesting approach and ideas are combining haptic and auditory [3].  
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1.2   SVG Format 

Nowadays vector graphics format is widely used to store digitized maps. Often rich 
interactive maps are published in web using SVG [4] file format. SVG (abbreviation 
for Scalable Vector Graphics) is an XML markup language for describing two-
dimensional vector graphics. It is an open standard created by the World Wide Web 
Consortium. The available fill and stroke options, symbols and markers enable higher 
quality map graphics. 

Most suitable software for browsing interactive SVG maps  is plugin Adobe SVG 
Viewer, available for all major platforms and browsers (Linux, MacOSX, Solaris, 
Windows) which can be downloaded free from the Adobe SVG homepage [5]. Exist 
and commercial products as MapViewSVG from ESRI [6]. 

The analysis of SVG technology for application in education is presented A. Neu-
mann paper [7]. Already were attempts to apply SVG formats of maps for blind  
users[8]. 

2   Method 

Our aim was to develop widely available graphical information presentation system 
for blind user. We tried to use most common and cheapest hardware and open source 
or free software components.  

First we consider the system hardware. Computer mouse is optional graphic-input 
device. The device use relative motion, so when the user hits the edge he or she need 
merely pick up the mouse and drop it back. It is convenient during usual work with 
computer applications, but maps exploration system is one of exceptions. In our ap-
plication we need devices which give absolute coordinates. For graphical input we se-
lected digitiser (tablet). Other hardware is a standard PC computer with soundcard 
and Microsoft Windows operation system and load speakers. 

For graphical information description we selected SVG language because of rea-
sons as was described earlier. Because we aimed achieved high interactivity, we don’t 
use standard products with SVG implementation as Adobe SVG Reader. We devel-
oped software using Visual C++ environment from Microsoft Visual Studio.NET.  

As a XML based language, SVG supports foreign namespaces. It is possible to de-
fine new elements or add new attributes. Elements and attributes in a foreign name-
space have a prefix and a colon before the element or attribute name. Elements and at-
tributes in foreign namespaces that the SVG viewer does not know, are ignored. 
However, they can be read and written by script. Foreign namespaces are used to in-
troduce new elements (e.g. GUI elements, scalebars) and for the attachment of non-
graphical attributes to SVG graphic elements [7]. The SVG file, prepared for our sys-
tem could be seen on other SVG viewers. 

3   Maps Sonification System 

Important and coherent points during design process were to choose structure for 
parsed SVG code storing and define additional elements to SVG specification.  The 
hierarchical structure for maps information storage is shown in Figure 1. Entire 
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document is represented as node Map. Some text information could be assigned to en-
tire map. Map consists of regions. Every region is described by external contour with 
its attributes, as line colour and filling colour. For each region musical melodies are 
prescribed. The sound is produced when digitizer pen is over selected region. Op-
tional text field could contain information for about the region. The information is 
presented for user by synthesised voice, when user gives command to listen attached 
to region information. 

 

Fig. 1. Hierarchical structure for parsed information storage 

For easier navigation through the map, the alerting system about region boundaries 
was implemented. System permanently tracks, how far user input coordinates are 
from region contours. In region near boundaries an alert signal is issued. When user 
input is closer to boundary then the volume of signal is increased. 

The parsing of SVG document was implemented using XML parser Expat [9]. 
Graphical rendering was implemented with Windows GDI functions. We used 
DirectX for non-speech sound output. Speech synthesis currently is implemented us-
ing free product Microsoft SAPI 5. For us seems that application became more attrac-
tive, when we tonical sounds replaced by short musical melodies. The WAV file 
could be assigned during editing of SVG file. In other case the melodies are selected 
from application library. 

4   Conclusions  

In the paper we have demonstrated that SVG format became important for implemen-
tation of interactive maps. The software prototype, which uses SVG format files as 
input was implemented using Microsoft Visual Studio.NET. Usability test is our near-
est future task. To improve speech synthesis quality and include language choice 
menu is other task. It seems that MBROLA tool [10] is suitable for the purpose.  
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Abstract. This paper presents the Document Processing for Accessibility 
Workshop that is held at CEN/ISSS and summarizes its findings so far. It  
focuses on standards and initiatives that have been elaborated and concern 
document management and accessibility issues especially for the publishing in-
dustry. The paper provides also an outline of the work to be done and invites in-
terested parties to take an active role in shaping the workshop.  

1   Introduction 

The Workshop (WS) on Document Processing for Accessibility (DPA) is an initiative 
carried out in the framework of the European Committee for Standardization (CEN) 
and its domain of Information Society Standardization System (ISSS) [5]. The DPA 
workshop was initiated by the EUAIN [1] (European Accessible Information Net-
work) project. EUAIN is a Co-ordination Action project (contract number 511497) 
co-funded by the INFSO DG of the European Commission within the RTD activities 
of the Thematic Priority Information Society Technologies of the 6th Framework 
Programme. 

Given the widespread adoption of Information and Communication Technologies 
(ICT) within the publishing industries, there is a general interest in the creation and 
provision of well-formatted digital documents. For those people who are dependent 
on accessible information, this interest is of central importance, and it is this conver-
gence of interests that offers exciting opportunities for these different stakeholders.  

CEN/ISSS WS/DPA will examine the ways in which this convergence is helping  
to build consensus and create new standards and technologies for the provision of  
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information in formats that are more accessible for everyone. CEN/ISSS WS/DPA 
has three key objectives [2], namely: 

1. To bring together all the players in the information provision and e-
publishing chain in order to achieve the critical mass significantly to enhance 
the provision of accessible information at a European level.  

2. To provide guidelines on integrating accessibility components within the 
document management and publishing process rather than as just a special-
ized, additional service. 

3. To raise awareness and stimulate the adoption at local, regional, national and 
European levels of the emerging formats and standards for the provision of 
accessible information and to find ways of ensuring that technological protec-
tion measures do not inadvertently impede legitimate access to information 
by people with print impairments. 

The DPA workshop has at the moment around 50 members, and additional 40 per-
sons interested in its outcomes. The readers interested in taking an active role in the 
DPA workshop are invited to register at: http://www.cenorm.be/cenorm/business-
domains/businessdomains/isss/activity/ws-dpa.asp. One of its first tasks was the 
elaboration of standards and initiatives for document management and accessibility 
[3] that are relevant for the publishing industry and the publishing process. This 
elaboration was based on a questionnaire that was distributed to the members and the 
interested parties and will be presented in the next sections. Before that, we will pre-
sent why standards are important in the field and at the end draw our conclusions and 
highlight issues that have emerged. 

2   Why Standards Are Important and Useful?  

Standards are needed for many reasons, but probably the most relevant one is that 
they tell manufacturers how to make their products accessible in a detailed, coherent 
way. Legislations promote the existence of standards, and they advocate for “accessi-
ble” technology or information. But it’s standards that give the technical specifica-
tions of how this accessibility can be implemented and tested. 

The existence of standards though does not imply that accessibility will be imple-
mented in the same way or with the same results in all products. The existence of a 
number of standards for producing the same product (a document) may occasionally 
lead to two different levels of accessibility for the same “accessible” final product. 

It is also important to note that the higher the level of accessibility we want to ap-
ply to a document, the higher the cost. Therefore, it is of great importance to decide 
beforehand the level of accessibility to apply to a certain document according to dif-
ferent variables: (a) the depth of the structure that the document allows/needs to make 
it sufficiently navigable; (b) the level of navigability actually needed by the potential 
user/s; and (c) the resources available to make a document accessible. 

One can distinguish between formal (or de jure) standards and de facto standards. 
The former are those who have been “formalized” by standards organizations, while 
the latter are technical solutions that have been adopted informally by users due to its 
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usefulness and/or reliability. Among these de facto standards, we also have two cate-
gories – proprietary standards and open standards (outside vendors’ control, freely 
developed and updated by independent programmers). 

CEN/ISSS WS/DPA relies on the existence and the promotion of accessibility 
standards to prove that accessibility can be built from the first stage of production, 
that Design For All can be applied to emerging standards so that all the features 
needed to grant accessibility to the final product are built into the system right from 
the beginning, instead of the traditional approach of adding those features later. 

3   Relevant Standards and Initiatives  

In this section the relevant existing standards and activities gathered so far with the 
help of a questionnaire to interested parties and members of the DPA workshop and 
can be used to make content accessible will be briefly presented. For a more compre-
hensive analysis the reader is referred to [3]. 

3.1   ANSI/NISO Z39.86 (DAISY) and NIMAS 

This standard for creating digital content in structured multimedia is developed and 
maintained by the DAISY Consortium [10]. Using XML text files and MP3 audio 
files, with the DAISY format we can create a range of text only, fully synchronized 
text and audio and audio only books that are fully accessible and navigable for blind 
and visually impaired users as well as persons with other disabilities, such as dyslexia. 
The DAISY version that is now being used more widely is 2.02, though NISO has 
already ratified the 2005 revision of Z39.86, which will become version 3.00. 

The DAISY format was first aimed to substitute analogue “talking books”. Today, 
the standard allows for different types of books, so that they can include not only the 
audio rendition of the printed text but the text itself and/or images to go with the text. 
A sub-set of the DAISY standard was proposed as the National File Format and in 
2004 it was declared a “National Instructional Materials Accessibility Standard” 
(NIMAS). 

3.2   WAI (Web Accessibility Initiative)  

The Web is an increasingly important resource in many aspects of life: education, 
employment, government, commerce, health care, recreation, and more. It is essential 
that the Web be accessible in order to provide equal access and equal opportunity to 
people with disabilities. An accessible Web can also help people with disabilities 
more actively participate in society. 

The Web offers the possibility of unprecedented access to information and interac-
tion for many people with disabilities. That is, the accessibility barriers to print, audio, 
and visual media can be much more easily overcome through Web technologies. 

One of the roles of the Web Accessibility Initiative (WAI) [21] is to develop guide-
lines and techniques that describe accessibility solutions for Web software and Web 
developers. These WAI guidelines are considered the international standard for Web 
accessibility. 
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3.3   Web Content Accessibility Guidelines (WCAG 1.0) 

These guidelines [17] became a W3C recommendation on May 5th, 1999. There’s 
already a working draft for WCAG 2.0 [18]. They explain how to make Web content 
accessible to people with disabilities and are intended for all Web content developers 
(page authors and site designers) and for developers of authoring tools. The primary 
goal of these guidelines is to promote accessibility. However, following them will 
also make Web content more available to all users, whatever user agent they are using 
(e.g., desktop browser, voice browser, mobile phone, automobile-based personal 
computer, etc.) or constraints they may be operating under (e.g., noisy surroundings, 
under- or over-illuminated rooms, in a hands-free environment, etc.). 

3.4   WCAG 2.0 (Web Content Accessibility Guidelines 2.0) 

Web Content Accessibility Guidelines 2.0 (WCAG 2.0) [23] covers a wide range of 
issues and recommendations for making Web content more accessible. This document 
contains principles, guidelines, success criteria, benefits, and examples that define and 
explain the requirements for making Web-based information and applications acces-
sible. "Accessible" means to a wide range of people with disabilities, including blind-
ness and low vision, deafness and hearing loss, learning difficulties, cognitive limita-
tions, limited movement, speech difficulties, and others. Following these guidelines 
will also make your Web content more accessible to the vast majority of users, includ-
ing older users. It will also enable people to access Web content using many different 
devices - including a wide variety of assistive technology. 

3.5   AIIM PDF-Universal Access Working Group 

AIIM (The Association for Information and Image Management) holds a number of 
standards committees and working groups that draft recommended practices for differ-
ent activities. These drafts are being reviewed and revised until agreement to be sub-
mitted to ANSI for approval. The PDF-Universal Access Working Group [4] deals 
specifically with how PDF documents can be fully accessible. The starting point is that 
PDF files can be accessible, they just need to incorporate a number of guidelines on 
how to convey the information that traditionally has been only useful for sighted users.  

3.6   CEN/ISSS Dublin Core Metadata Workshop (MMI-DC) 

The Dublin Core is already a de jure standard in the United States of America, under 
the name ANSI/NISO Z39.85. The CEN/ISSS Dublin Core Metadata Workshop [6] 
will pave the way for this standard to be also considered as such in Europe, where is 
already being used as a de facto standard.  

3.7   CEN/ISSS Design for All Workshop and Assistive Technologies in ICT 

There are two main means of ensuring that people with disabilities benefit from ICT. 
The first of these is based on the principle of Universal Design (American) or Design 
for All (European) [7], [11]. This principle lays down generic guidelines for designing 
mainstream products and services, which will accommodate a ‘broader average’ of 
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users. This means designing mainstream products and services that meet the needs of 
most users including many of those with disabilities or older people. However, de-
signing for the broader average will not always accommodate the needs of those with 
severe disabilities or very particular user requirements. Access to technologies for 
such users can best be achieved by the second means - designing special products and 
services or in many cases adapting, or interfacing, existing products or technologies to 
meet the user’s specific requirements. The technology based on universal design and 
on special products and services for older people and persons with disabilities is 
called ‘assistive technology’ (AT).  

3.8   COST 219ter 

The COST Programme [8] has been working on European CO-operation in the field 
of Scientific and Technical Research. Within COST, Action 219ter [9] has been 
working since it was established in 2002 in the field of Accessibility for all to services 
and terminals for next generation networks. The Action not only focuses on telecom-
munications and tele-informatics, but also in the level of accessibility of different 
types of contents, such as sophisticated multimedia contents, etc. 

3.9   EDeAN (European Design for All e-Accessibility Network) 

Created in accordance with one of the specific goals of the e-Europe 2002-2005 Ac-
tion Plan, EdeAN [12] is mainly engaged in raising the profile of Design for All and 
emphasizing its importance in achieving greater e- Accessibility. EDeAN consists of 
a number of Special Interest Groups with the objectives to engange in benchmarking, 
standardization and proactive assessment in the filed of accessibility. 

3.10   OASIS Open Document Format (ODF) Standard 

On May 1st, 2005 the Open Document Format for Office Applications (OpenDocu-
ment) became an OASIS standard [16]. The OpenDocument is based on XML and 
performs all functionalities that we need in our office documents. Being XML-based, 
these documents might be used by other XML-driven applications, like DAISY or 
NIMAS.  

3.11   OASIS Darwin Information Typing Architecture (DITA) Standard 

The Darwin Information Typing Architecture [15] became a formal OASIS standard 
in May 2005. The DITA specification defines not only a set of documents types for 
authoring and organizing topic-oriented information, but also a set of mechanisms for 
combining and extending document types. DITA is a working and widely adopted 
example of content re-use based on XML. 

3.12   ISO/IEC JTC1/SC29 (MPEG-4/MPEG-7/MPEG-21) 

The MPEG standards are revised and approved under the supervision of SC29 [13], 
the Committee that deals with the standardization of the coding of audio, picture, 
multimedia and hypermedia information within the Joint Technical Committee 1 
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(JTC1) of ISO (International Organization for Standardization) and IEC (International 
Electrotechnical Commission). 

MPEG-4 is a direct consequence of the need of streaming high-quality multimedia 
through the World Wide Web. Now, MPEG-4 is much more than that and is able to 
use low bandwidths to transport video and audio to a number of different devices, 
from Digital TV to a mobile phone.  

MPEG-7 is a standard for description of multimedia content. It will be used for in-
dexing, cataloguing, advanced search tools, program selection, smart reasoning about 
content, etc. It allows the management of high amounts of content locally stored, on-
line and in broadcasts. 

MPEG-21 is an emerging standard with the goal of describing a “big picture” of 
how different elements work together to build and infrastructure for the delivery and 
consumption of multimedia content. It includes a universal declaration of multimedia 
content, a language facilitating the dynamic adaptation of content to delivery network 
and consumption devices, and various tools for making DRM more interoperable. 
MPEG-21 is about managing content and access to content. 

3.13   ISO/IEC JTC 1 Special Working Group on Accessibility 

As identified in its long-term business plan and to be responsive to international, 
regional, national, and end user requirements in the area of accessibility, JTC 1 has 
established a Special Working Group on Accessibility [14] in order to (a) determine 
an approach, and implement, the gathering of user requirements, being mindful of the 
varied and unique opportunities (direct participation of user organizations, workshops, 
liaisons); (b) gather and publish an inventory of all known accessibility standards 
efforts; (c) identify areas/technologies where voluntary standards are not being ad-
dressed and suggest an appropriate body to consider the new work. 

3.14   Accessibility Properties for Learning Resources (APLR) 

It is desirable to meet the needs of encoding Accessibility Meta-data for Learning 
Objects in Europe that APLR [20] harmonize and integrate with an ongoing work in 
IMS [19], Dublin Core Accessibility, ISO/IEC JTC1/SC36 [22], W3C WCAG (and 
XHTML), W3 Device Independence Working Group, an ongoing revision of IMS 
Content Packaging likely to include material suggesting how accessibility-related 
alternatives can be packaged and other Meta-data efforts including, not detailed here 
but highly significant, groups working on interoperability of content repositories. 
Achieving harmonization across all these groups is a very difficult task.  A core set of 
these activities for which progress on harmonization may be more immediately ob-
tainable would include the IMS work, Dublin Core and SC36.  

4   Conclusion  

There are several standards and initiatives addressing accessibility and it clear at least 
in the publishing area that structured information is the first big step towards high-
quality accessible information. A document whose internal structure can be defined 
and its elements isolated and classified, without losing sight of the overall structure of 
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the document, is a document that can be navigated. Most adaptive technology allows 
the user to access a document, and to read it following the “outer” structure of the 
original. If that structure is left to a range of visual cues, like bold capital letters for 
the title of a chapter and bold italics for the heading of a subchapter, the adaptive 
device will surely flatten that visual structure, leaving a document with no structure at 
all. But if the same document has also an “inner” structure that makes possible for the 
adaptive device to distinguish between a paragraph and a footnote, between a chapter 
and a subchapter, then the level of accessibility of the whole document will be greatly 
enhanced, allowing the user to move through it in the same way those without dis-
abilities do when looking at the printed document, following the same “logic”. 

In an ideal world, any document made available in electronic format should con-
tain that inside structure that benefits to everyone. Highly-structured documents are 
becoming more and more popular due to reasons that very seldom have to do with 
making it accessible to persons with disabilities. Some of the largest publishers are 
converting their old electronic texts into full XML documents so that it will allow 
them to look for certain bits of text that they can reuse in further editions, as well as to 
help them to avoid double-production of the same text. Whatever the reasons behind 
those decisions are, the use of highly-structured information is of great benefit to 
anybody accessing them for whatever purpose. 
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Abstract. Due to limitations of conventional text-based closed captions, ex-
pressions of paralinguistic and emotive information contained in the dialogue of 
television and film content are often missing. We present a framework for  
enhancing captions that uses animation and a set of standard properties to ex-
press five basic emotions. Using an action research method, the framework was 
developed from a designer’s interpretation and rendering of animated text cap-
tions for two content examples.  

1   Introduction 

While many factors contribute to the moulding and propagation of North American 
culture, television and film are, arguably, the most prominent and pervasive media, 
influencing, informing and entertaining the audiences they attract. Whether this influ-
ence is strong or weak, these two media give individuals access to information that is 
readily and easily available. The majority of North Americans have little difficulty 
accessing the medium’s message as it is presented using audio and visual content. 
People who are deaf or hard of hearing, however, experience limited access to these 
media and, because of this, are unable to fully participate in the common cultural 
experiences that television and film offer. Technologies that facilitate the transmission 
of audio content to people who are deaf/hard of hearing need to be more adequately 
developed to allow these individuals to enjoy television and film. Current North 
American closed captioning does provide some access to the sound information. 
However, it is limited and does not sufficiently meet all needs of this community. 

Closed captioning for analogue television (EIA-608 standard) is the standard 
mechanism used to provide access to television and film (Field, 2000). The current 
form of closed captioning uses simple text-based format, with a modified character set 
built into the television decoder chip. It consists of a single mono-spaced font, a sin-
gle font size, a short set of text colors, and a black background (VITAC, 2003). Ini-
tially, the system was limited simply to white uppercase letters. Since this original 
specification, several options have been added, permitting use of mixed case letters, a 
small set of text colors, along with a few special characters (e.g., music notes). These 
additions, however, are frequently absent, since users have become habituated to and 
prefer uppercase captioning and a white font. It is only recently that caption writers 
have developed an interest in using mixed-case words. 

Teletext has been prevalent in Europe for decades, offering text-based information 
such as the news, weather in addition to subtitling.  The teletext service allows view-
ers to access “pages” of information using their remote control, and specific “pages” 
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are dedicated for captioning purposes (NCAM, n.d.). Unlike line 21 closed caption-
ing, the current standard in North America, teletext subtitling offers more flexibility 
and features such as color and animated icons due to a higher data transmission rate 
(NCAM, n.d.). In fact, viewers of teletext are quite accustomed to seeing these addi-
tional features used to convey information beyond dialogue, such as speaker identifi-
cation through the use of different colored text. 

Jordan, Albright, Branner, & Sullivan (2003) suggested that although audiences 
were generally satisfied with captioning quality for analogue television, missing 
words, spelling errors and captions moving too quickly caused dissatisfaction. Instead 
of just using text to provide all sound descriptions, it may be possible to use symbols, 
icons, animation or moving text as ways to express sound information. These alterna-
tive techniques could be used to decrease the amount of text-based captioning re-
quired and, consequently, reduce the rate at which captions move. These alternatives 
could also be used to capture some sound information such as music and sound ef-
fects that cannot easily be described using text (often because there is no time or 
space in text captions for additional descriptions). 

To understand the full message being communicated with existing closed-
captioning models, the deaf or hard of hearing caption viewer must rely on visual-
only cues such as body language and gesture, and combine this information with 
words and short text descriptors shown within the captioning. Mehrabian, (1968) 
suggests that successful human-to-human communication consists of words, non-
verbal linguistic modifiers (paralanguage), and visual cues or gestures with a majority 
of the meaning of that communication being derived from paralanguage, and visual 
cues and gestures. Cruttenden (1997) also discusses the importance of prosodic or 
paralinguistic features of length, loudness, and pitch in imparting meaning to spoken 
language. It is therefore important to ensure that paralinguistic information is captured 
in captions or teletext so that more of the meaning of the text can be understood. 

Fels, Lee, Branji, & Hornburg (2005) have begun to investigate the use of alterna-
tive displays for expressing emotion, music and sound effects for digital television. 
Initial results are very positive as viewers who are deaf and hard of hearing seem to 
have a different and more satisfactory experience of the captioned video content. In 
addition, these researchers have developed software technologies that allow for emo-
tive elements to be indicated in a script or text and then automatically rendered into 
graphical captions. However, they have only explored the use of graphics and icons 
for captioning and not other forms such as animation and animated text (or kinetic 
typography).  

In this paper, we present a framework that relates the properties of kinetic typogra-
phy to the emotions present in speech. This framework was developed using a crea-
tive design approach with two example pieces of content and was informed by a 
model of basic emotions. 

1.2   Kinetic Typography 

Kinetic typography refers to animation and movement of type in order to add mean-
ing, tone of voice, or emotion to written words. The goal is to approximate varying 
levels of meaning inherent in spoken word as opposed to written text. A person’s 
voice, for example, is affected by many variables such as tone, rhythm, pitch, and 
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volume--all of which affect meaning. Animated text can also convey similar expres-
sion of content through motion. 

Existing research on kinetic typography focuses on three key areas: studies exam-
ining its effect on experienced emotion; research linking concept of “voice” to ani-
mated text; and development of software to simplify its creation. Current research into 
kinetic typography and its effect on experienced emotion is relatively recent. Using an 
accepted mood rating scale (Plutchik, 1980; and R. Plutchik & Kelleman, 1989) and 
video taped facial expressions, Stone, Alenquer, Borisch (2004) compared emotional 
responses to static and animated words. Their results showed a small increase in emo-
tional response to moving words. However, in this study only words were presented 
to subjects with no context. It is difficult to assess emotional responses out of context 
because as Mehrabian (1968) suggests paralinguistic information is an important 
element in communication systems. 

Wang, Prendinger, Igarashi, (2004) used real-time galvanic skin response meas-
ures, which detects arousal using skin conductivity. Study results showed that the 
emotional response of the user was heightened for kinetic type compared with static 
type. 

Research is also being carried out on how animated text can be used to convey a 
sense of “voice” to the written word. Forlizzi, Lee and Hudson (2003) present an 
overview of research into the relationship between voice, emotion and kinetic typog-
raphy. Generally, they explore the success of kinetic typography’s capacity to convey 
tone of voice; examining paralinguistic and prosodic, or linguistic, features. Forlizzi, 
et al (2003) found that it is difficult to portray paralinguistic features such as a 
“husky” vocal quality, but found more success with conveying linguistic features such 
as pitch, loudness and tempo.  

1.3   Primitive Emotions 

In our research it was necessary to use a simplified model of emotion to characterize 
the emotional elements present in television and film dialogue. Psychological models 
of emotion such as those proposed by (R. Plutchik, 1980) and (Ekman, 1999) suggest 
that all emotions can be reduced to a set of five to eight primitive emotions. These are 
anger, sadness, happiness, fear, surprise, disgust, anticipation and acceptance, al-
though there is considerable variation of the number and labels of these primitive 
emotions (Acton, 1998). In more than 50% of the studies cited by Acton (1998), an-
ger, sadness, happiness and fear are common denominators. These emotional catego-
ries thus formed our simplified model of emotions for captioning. We also found that 
a disgust category (suggested as a primitive emotion by Plutchik, 1980) was required 
for our emotion model as it appeared many times in the example video content, and 
required a unique animation style. 

2   Creative Process 

Because the literature offered little guidance on how to associate animation with spe-
cific emotions, we decided to use a more design-oriented and intuitive approach that 
involved an experienced graphic designer and creative team. This action research 
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approach consisted of generating a set of alternatives, selecting one concept based on 
group consensus, application of that concept to captioning content, refinement and 
then final production. While there were natural limitations to this creative process, it 
seemed the most useful and productive method at this initial stage. The following 
account is a brief description of the process undertaken by the creative team 

Although subjective in nature, there did seem to be some movements that sug-
gested a specific emotion to the creative team. We found that these movements 
loosely paralleled patterns of speech intonation. Juslin & Laukka (2003) found that 
rising vocal contours were associated with anger, fear and joy in most studies they 
surveyed. Motions that echoed this pattern seemed to suggest similar emotions. For 
example, type that increased quickly in size and “vibrated” rapidly suggested fear. 
Slower movement using the same style seemed to indicate less fear. These apparent 
shared perceptions formed a good starting point for the generation of ideas. At this 
stage, we focused on generating many alternative and specific example concepts. We 
began with rough sketches and from these produced many simple “test” animations. 
This period of ideation lasted several weeks.  

Next, we examined the work more critically and distilled the concepts to the strong-
est directions. We then applied them to video samples and presented this work to the 
full research team consisting of three individuals with some experience in closed cap-
tioning and audiences who are deaf or hard of hearing. Here, for the first time, we 
solicited critical input from people who had little experience and exposure to animated 
text and its intended meaning. Their reactions were essential in informing the direc-
tions to take, and in judging the potential effectiveness of the various alternatives.  

Once agreement was reached on which alternatives to adopt, they were then ap-
plied to the text captions of two one-minute examples of video content. As we pro-
gressed through this task, it became evident that some emotions did not lend them-
selves easily to animation. For example, the motion representing sadness was not 
consistently rendered, nor was it accurately interpreted by the group. In one instance, 
for example, motion was used to move type “up” on the page, to complement dia-
logue which said “we’re all going to die!” said with an increasing pitch in the voice. 
The motion was meant to convey that sense of “dying” but was too tenuous a link for 
understanding. To correct it, we discussed linguistic cues that suggested sadness and 
settled on falling intonation. This then became downward motion. These and other 
ideas were then applied and the animation was refined until there was agreement on 
the final animations. This refinement stage continued for several more weeks, until 
the final animations were complete. 

We believe that this creative process has resulted in animations that communicate 
several basic emotions; however formal user testing is still required to determine 
whether an audience who is deaf and hard of hearing can consistently interpret the 
emotive meaning of these animated text styles. 

3   Framework of Emotive Captions 

Once two content pieces were captioned using the expert’s approach, we attempted to 
create a framework relating animation properties to the set of eight basic emotions as 
described by Plutchik (1980). However, three emotions surprise, anticipation and 
acceptance did not produce unique animation properties but existed within the other 
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five. As a result, only five emotions, anger, fear, sadness, happiness and disgust com-
prised the framework. 

The animation properties consisted of a set of standard kinetic text properties. 
These are: 1) text size; 2) horizontal and vertical position on screen; 3) text opacity or 
how see-through the text is; 4) how fast the animation moves/appears/disappears 
(speed/rate); 5) how long it stays on the screen (duration); and 6) a vibration effect. 
Vibration is defined as the repeated and rapid cycling of minor variations in size of 
letters and appears as “shaking” of the letters.  

All of the properties are defined for three stages of onscreen appearance; 1) onset 
or when the text first appears or begins to animate; 2) “the effect” occurring between 
the offset and onset stages; and 3) offset or when the animated text stops being ani-
mated or disappears from the screen. In addition, the intensity of the emotion can  
affect all of the properties. For example, high intensity anger has a faster appearance 
on the screen and grows to a larger text size in the effect stage than text that shows a 
 

Table 1. Summary of the relevant animation properties for anger, fear, sadness, happiness and 
disgust 

 
Emo-
tion 

Relevant Properties (Effect) Intensity of Effect 

Fear 
 

Size: Repeated and rapid expansion 
and contraction of the animated 
text. 
Rate: Expansion and contraction 
occur at constant rate. 
Vibration: Constant throughout the 
effect. 

Low: Size of animated text is 
the same as non-animated text at 
onset. Low level vibration.  
High: Size of animated text is 
larger than non-animated text at 
onset. High level of vibration. 

Anger 
 

Size: Abrupt expansion and con-
traction of the animated text 
(through one cycle). 
Vibration: Occurs at largest size in 
cycle. 
Onset: Fast onset 
Duration: Pause at largest size in 
cycle and vibration occurs here.  

Low: Size of effect is smaller. 
Slower onset.  
 
High: Size of effect is larger. 
Faster onset.  
 

Sad 
 

Size: Vertical scale of text de-
creases 
Position: Downward vertical 
movement from baseline. 
Opacity: Decrease in opacity  
Offset: Slow offset. 

Low: faster offset 
 
High: slower offset.  

Happy 
 

Size: Vertical scale of text increases 
Position: Upward vertical move-
ment from below baseline. Follows 
a curve (fountain-like). 

Low: Slower onset. Offset text 
size is smaller.  
High: Faster onset. Offset text 
size is larger.  
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lower intensity anger condition. The text will also seem considerably larger than the 
surrounding text. Many of these properties are defined relative to the original size of 
the non-animated text and they would be identified as a default value by the caption-
ing standard that is applied. 

Table 1 summarizes all of property descriptions for each primitive emotion. Where 
an animation property is not defined, a default value would be used. For example, 
where onset speed is not specifically defined, this would be the default onset speed 
defined by the captioning software. The framework also allows for other emotions to 
be added and the related animation properties defined accordingly. 

Figures 1 and 2 illustrate these concepts for a high intensity anger caption and a 
low intensity fear caption with the most salient properties identified. The animations 
would appear during the time that the captions were present in the video material. 

1. Onset: Starting size 2. Size: Vertical scale of text decreases 

3. Size: Vertical scale of text increases 4. Size: Vertical scale of text decreases 
 

Fig. 1. Example of high intensity anger over four frames of play. The text size shrinks for its 
default onset size, expands and shrinks again defining one cycle. Vibration occurs when the text 
is at it largest size. 

Animations created using this framework could be applied to words, sentences, 
phrases or even single letters (grain size) in a caption to elicit the desired emotive 
effect. In our examples, we demonstrated that the intended emotive effect could be 
consistently applied for different typefaces (e.g., Frutiger, Century Schoolbook).  

However, whether an audience gains a better understanding of the emotive context 
of the content from animated captions remains to be evaluated. In addition, important 
questions relating to the practical application of this approach are: 1) whether there is 
a relationship between the intensity of the emotion, the grain size to which the  
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animation should be applied to reflect that emotion, and the quantity of dialogue con-
tainingthat emotion; and 2) how much animation is enough to bring improved under-
standing to an audience but not to cause distractions due to over animated text. 

 
1. Size: Expansion of text. Vibration: Con-
stant  

 
2. Size: Contraction of text. Vibration: 
Constant 

Fig. 2. Example of low intensity fear. Initial text size is default size. Text size then expands and 
contracts rapidly for the entire duration that the text is on the screen. 

4   Conclusion 

Although these concepts remain to be evaluated with users, we have shown that it is 
possible to animate captions in a way that represents an designer’s interpretation of 
those emotions. Based on the application of this approach to two different pieces of 
video content, we developed a framework that associates basic or primitive emotions 
with the standard properties of animation providing a consistent method for applying 
animation to text captions. Next steps in this process involve user testing with existing 
examples, and examples from different genres of content to refine the framework and 
then creating animation tools to implement the framework with standard video editing 
tools, caption editors and online tools such as Flash. 
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Abstract. This presentation outlines the co-operation between Austrian school 
book publishers and service providers for people with special needs which aims 
at making books available in electronic format. A project has been working on 
a) a minimum set of structural elements to be incorporated by publishers, b) 
know-how and handouts for publishers how to implement structured design us-
ing standard desktop publishing (DTP) systems, c) examples of new books and 
redesign existing books, d) training materials, workshops and seminars to trans-
fer the know-how to other publishers and design agencies, e) a general agree-
ment which gives the right of transferring books in electronic format to students 
with disabilities, f) a Document Rights Management System, g) a workflow for 
the co-operation between schools/teachers, service providers, publishers and the 
ministry.1 

1   State of the Art 

1.1   Accessibility and Structured Document Design 

Computers have changed the way we write, distribute, store and handle information. 
The Gutenberg Age in publishing which was exclusively based on typeset and printed 
documents seem to be over. Computer Supported Publishing and Electronic Publish-
ing are state of the art and using Information and Communication Technology (ICT) 
offers new possibilities to give access to information to people disabilities using As-
sistive Technologies (AT).  

The Gutenberg Age led to and excluding tendency as documents had to be repro-
duced in alternative formats. Only a small part of these documents was made avail-
able and the specialty of access and handling of these alternative formats can be seen 
as one of the fundamental reasons for exclusion [1, 2]. 

ICT and AT and therefore electronic documents are of a basic inclusive tendency. 
Only in the moment of access the media and handling qualities are put in place at the 
Man-Machine-Interface including AT. Presentation and handling become independent 
from the content. People with disabilities can use the same document as all other 
people – an inclusive tendency. 
                                                           
1 A second part of the project focused on accessible design of online materials, additions to 

standard printed documents. We do not report on this part of the project here. 
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This potential for people with disabilities is based on structured document design, 
the use of mark-up and descriptive languages which forms this independence of con-
tent, media and handling [2,3,4]. TeX [5] has been a first application revolutionizing 
the publishing sector and opening possibilities to access electronic documents or to 
automate the production of alternative formats. Other important examples of early 
approaches (in the 60ies and 70ies) were done using SGML [6] or EMACS [7] which 
provoked a series accessibility work [3,7,8] in the 80ies and 90ies. The following 
steps towards hypermedia and the World Wide Web [e.g., HTML, XML, XHTML] 
more and more see accessibility as an integral part. Accessibility converges with 
mainstream requirements of a more flexible and adaptable access to information. The 
DAISY consortium [9] and the World Wide Web Accessibility Initiative WAI [10] in 
particular, but also other approaches like e.g. TEI [11] or the International Digital 
Publishing Forum [12] (formerly the Open eBook Forum) work towards standards 
offering an open, flexible and therefore accessible access to documents. 

Nevertheless the publishing sector does not support these standards and therefore 
the accessibility potential today. But due to the need of using their sources for differ-
ent publishing purposes in the future (e.g., print, online, CD/DVD) publishers start to 
take up these possibilities of “Multi Channel Publishing” [13] which by their nature 
converge in many aspects with accessibility requirements. The DAISY consortium 
and nowadays the EUAIN project [14] are examples of initiative to mainstream ac-
cessibility into the publishing process. 

1.2   Situation in Austria 

Since several years the school book production in Austria tries to use these possibili-
ties to make books accessible to students with disabilities and to put an according co-
operation with publishers in place. 

In Austria, the Federal Ministry for Social Affaires and Generations is providing 
educational materials like schoolbooks and other materials for primary and secondary 
education for free. Blind and visually handicapped students – and hopefully soon in 
the future other print disabled students - can order books in accessible formats. Ac-
cessible formats are 

• Braille books 
• Enlarged copies of the original (color, up to A3 format) 

Publishers, till this project, did not agree on handing over and distributing digital 
copies of books. The development of Braille books starts from printed books with 
scanning, OCR or, when lots of graphics and/or formal structures like math are used, 
with typing. In this process structure was added to the book, headings were defined 
and lists and other structural elements were assigned to the text. This has been a very 
time consuming process.  

A more efficient alternative would be  

• to use the electronic source documents from the publishers to create an accessible 
version for students with special needs and 

• to hand over electronic versions of books to the students which they then them-
selves in co-operation with their teachers could adapt to their specific needs.  
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This would also be the basis for extending the user group to other groups of stu-
dents with disability. The work would orient much more to a design for all approach 
which might in the long run also support the publishers in using their document 
sources for different purposes (e.g. print, online, DVD publishing). Due to this addi-
tional focus the project establishing the co-operation with publishers was called 
“Multi Channel Publishing” [13] what outlines the convergence of interests and 
shows that producing accessible formats is much more an integral part of the general 
publishing process. 

An introductory study conducted by the Institute Integriert Studieren in 2003 on 
PDF source documents from the publishers showed that these PDF’s are only of very 
limited or no use for 

• students and 
• the production process of accessible versions 

due to the lack of structural definition. The quality of the PDF, depends on the quality 
of the structural design of the source document. Only if the original document uses a 
good structure it is transferred to PDF or any other format in the conversion process. 
The quality of the documents was that bad that most of the time text was not exported 
in the right order. The study showed that structured document design is not practiced 
at publishers’ or design agencies’ site as it simply is not needed at the moment. In-
stead of using the features to structure the content authors or typesetters just use vis-
ual styles.  

These results motivated to start a project which addressed the issues listed in the 
summary. Publishers are interested to take part as a) the new anti discrimination legis-
lation [20] will ask for accessibility of school books and b) they experience general 
problems in the publishing process when they want to use sources for different pub-
lishing purposes (e.g. print, online, CD, audio/multimedia). This convergence of in-
terests led to a strong partnership for the project named: 

2   The “Multi Channel Publishing” Project [13] 

Five publishers take part in the project. Each of them is responsible for designing or 
redesigning one of their books based on a predefined set of structural elements. This 
basic structural design defined in the project guarantees that the electronic version of 
the book can be used for the production of alternative formats. An analysis of the 
publishing process at publishers’ site showed that service providers can only start 
from the final print ready version as the content, which is approved by public authori-
ties, changes till this point. This final version today is most of the time a PDF gener-
ated from a DTP Tool (e.g. Adobe InDesign [15] or QuarkXPress [16]). Due to this, if 
electronic sources should be usable for services providers, structured design has to be 
implemented into the DTP work. 

2.1   Definition of Structural Elements for Electronic Versions of Books 

To be able to collect the data of the source document and convert it into a XML File, 
we used the element Set of the TEI-Standard [11], in particular the TEI Lite DTD. 
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The TEI's Guidelines for Electronic Text Encoding and Interchange were first pub-
lished in April 1994. This set of meta data is widely know by publisher and guaran-
tees compatibility or convertibility to other definitions in use like DAISY [9]. Using 
TEI keeps the process close to the upcoming XML database schemes which publish-
ers might use in the future using database structures for processing their documents. 
The TEI Lite DTD still consists of over 120 Elements for the tagging of books, most 
of them important for librarians. To simplify the work for all participating parties, a 
subset of those elements was selected. This subset consists of structural elements 
which are of general importance for structured document design and automatic con-
tent processing. This subset does not ask for special knowledge of accessible versions 
but can be seen as the basis for structured document design in general. Using this 
subset guarantees that the sources (or PDFs) can be used as a starting point for the 
production of accessible versions. In generals this sub-set of the TEI Lite DTD com-
prises structural meta data elements for: 

• Headings 
• Divisions / Subdivisions 
• Images 
• Tables 
• Notes 
• Page breaks 
• References 

It also comprises administrative meta data elements (e.g. Edition, Year of Publish-
ing, Author(s), Publisher,…). The experience in the project showed, that this DTD 
Subset is sufficient to structure the content of the schoolbooks. Publishers after a short 
training were able to do the work by themselves. This subset also proved to be in 
accordance with new publishing systems based on XML databases. 

2.2   Authoring Tools 

After the definition of the XML DTD, knowledge was developed how the authoring 
tools could support efficiently marking up documents in the right way during the 
layout process. Further on routines for exporting the defined structure and layout data 
into XML. The two most widely used authoring tools were examined in detail: 

Adobe InDesign. InDesign from Adobe Inc. is a desktop publishing application 
(DTP) which can work with XML files. It is possible to import XML into InDesign 
and then prepare the document for output e.g. printed book. This feature is an impor-
tant step toward multi-channel and cross-media publishing. Tests with Adobe In-
Design CS 2 showed that it is possible to tag the text of the layout document. Further 
investigations are done to efficiently map layout to the structure. InDesign supports 
the mapping of text-formats to XML-Tags but the structure had to be added after-
wards. The mapping feature can be used, if the text is in a proper layout. Otherwise 
the user has to mark the specific text area (e.g. one chapter) and then to assert the 
XML tag to the text. 

QuarkXPress. QuarkXPress is another desktop publishing application (DTP)  
produced by Quark Inc. With QuarkXPress users can import and export XML  
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Documents. With Quark Digital Media Server content can be stored in a central data-
base. It then can be used in multiple forms according to the principles of multi-
channel publishing. 

Quark XTensions software, which are plug-ins, can automate functions and eliminate 
repetitive steps with palettes, commands, tools, and menus. Tests with QuarkXPress 6.5 
Passport (international Edition) showed that QuarkXPress was not able to import the 
TEI-DTD. To tag the text of the book, a new, flat DTD had to be written. With the new 
DTD the mapping from layout formats to XML tags was possible. The content then is 
exported into a XML file. This is the basic version for the accessibility work. 

2.3   Example Books 

The post-processing tasks are necessary, because, as mentioned before, the exported 
files in some cases have no structure and there are also parts of some books that could 
not be exported (e.g. graphics, made in the authoring systems). The post-processing 
tasks were: 

• Adding Structure to the XML 
• Revise elements, that were not exported properly 
• Describe Images 

The result after the completion of the work is a valid XML version of the book. 
The next step is to convert the XML via style sheets into the target format. The 

style sheets for the conversion are freely available on the internet [17]. They allow to 
convert the XML file into a HTML file with one/multiple pages and also to convert 
the XML file into a PDF file. 

2.4   Training Materials, Seminars and Workshops 

Training materials have been developed which are now used in workshops and semi-
nars to transfer the knowledge to as many publishers as well as design agencies as 
possible. 

2.5   DRM-System 

DRMs are important to get access to documents owned by publishers [18,19]. To 
make sure that the books are not used outside the designated user group a DRM Sys-
tem was customized. The system consists of a secure-reader-software and a USB 
dongle, which acts as the key. Every student gets a key and the software. The key has 
a code, which allows the student to read the book, if the key is plugged into the com-
puter. This system has the advantage, that the user is not bound to one specific com-
puter or peace of hardware. He can read the book for example at school but also in a 
learning group or at home. How the students get their books and a detailed workflow 
between publishers and the service providers is described in the next paragraph. 

2.6   Workflow 

To start the process, a teacher of a student with special needs orders a book in an 
accessible format. If the schoolbook service provider does already have the book in its 
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stock, it will be provided directly to the student. Otherwise, the service provider asks 
the publisher for the electronic version of the book. The publisher sends his TEI-XML 
file to the service Provider. The service Provider produces the accessible version of 
the book. Printed (Braille/enlarged) copies are sent by standard mail. If an electronic 
document is ordered, the service provider encodes the files with the DRM system 
using the data from the USB dongle of the student. The book is placed on a server, 
where the student can download the book. When the student has the reader software 
installed and the dongle plugged in, he can open the book and read it. 

2.7   Agreement Between Publisher and Service Provider 

To ensure that the process works efficiently, an agreement between publishers and 
service providers has been worked out. The core articles of the agreement are: 

• The publishers provide their electronic source documents 
• It must be ensured, that the books are only given to persons with special need 
• A DRM system must be used therefore 
• It must be a “closed” system with registered users 

The agreement will be signed by every publisher and service provider. If a service 
provider needs a book from a publisher he can ask for it under the condition of the 
framework agreement. 

3   Conclusion 

The most important result of the project is the fact that handing over digital copies of 
print published documents will take place in the future. 

The project showed that it is technically feasible to create XML versions of books 
by using the print ready version of a document. The experience also showed that the 
quality of the XML after just using the functions provided by the authoring tools is 
not good enough. A lot of work has to be done afterwards by cleaning and revising 
the XML document. The persons who are performing this work will have to have 
some basic XML skills. It will also be a challenge to convince the publishers to create 
documents that can be exported into XML without a lot of additional effort. In some 
areas at the moment there are only limited possibilities to sources from publishers, 
especially in areas, where books consist mainly of pictures, graphics and other visual 
content. Another challenge is the integration of non-text content like mathematical or 
chemical expressions. 

Working with source files of publishers also showed that the quality differs a lot 
depending on the awareness and skills of the staff in well structuring and formatting 
the source files for multi channel publishing. It might well be that it is more efficient 
in the production of alternative formats to start with scanning and OCR. 

The project made obvious that all publishers pass their layout data to the print of-
fice by using PDF. An important task in the future will be, to allow authoring systems 
to create PDF files that are either accessible or allow a conversion back into a useful 
format. 

In any case these are only first, but important steps towards multi channel publish-
ing. More work is needed for a more efficient production of different versions of one 
source document. 
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Abstract. This paper describes the combination of research topics from two 
projects focusing on web accessibility testing, and on metamodelling and high-
level specification languages. This combination leads to a novel approach to 
accessibility assessment that will improve the understanding of accessibility 
issues, and explore the potential for generating executable accessibility tests 
based on accessibility constraint models. 

1   Introduction 

Access to web content for all is crucial for building an inclusive information society. 
Information on the web should be accessible to all users, independent of disabilities or 
choice of web browser. In order to improve accessibility, the EIAO [1] project 
evaluates web content according to accessibility. This will raise the awareness for 
accessibility, and hopefully in the long run increase accessibility.  

However, the evaluation of web pages is only trustworthy if the measurements are 
transparent to the users so they can understand how a ranking is established. We see 
two supplementary ways to achieve transparency: 1) the consistent use of Open 
Source software, and 2) explicit models of tests.  

The SMILE [2] project is concerned with explicit representation of semantic 
information, such as description of formulae or algorithms. This is done using a 
metamodelling approach with an explicit description of the semantics of a language 
using a model of the language.  

Building on experiences and results from the EIAO project, we apply the 
methodology of the SMILE project in the area of the EIAO project. Describing the 
issues with a metamodel-based approach [3], we will be able to model accessibility 
aspects directly. This work will result in a platform for experiments with accessibility 
constraints. 

2   The EIAO Project 

The EIAO project is designed to develop a European Internet Accessibility 
Observatory (EIAO). It comprises a set of Web accessibility metrics, an Internet robot 
for automatic collection of data on Web accessibility and deviations from Web 
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accessibility standards, and a data warehouse providing on-line access to measured 
accessibility data. In this way, the EIAO project will contribute to better  
e-accessibility for all citizens in Europe by providing a systematic and automatically 
updated overview of the current compliance with Web accessibility guidelines. EIAO 
is carried out within the Web Accessibility Benchmarking (WAB) Cluster [18] 
together with the projects Support-EAM [4] and BenToWeb [5], also co-funded by 
the European Commission1. The cluster consists of 24 partner organisations in 
Europe. 

Web accessibility is on the European agenda through the eEurope action plans 
2002/2005 on European and on national level. eGovernment policies in many 
European countries require compliance with WAI [6] standards, and the private sector 
increasingly has to deal with Web accessibility. Existing automatic Web site tests are 
mainly used to evaluate and improve single Web sites. Benchmarking of, for example, 
all public sector Web sites or large collections of Web sites are not available. The 
objective of the European Internet Accessibility Observatory EIAO is to develop a 
framework for an automated Web accessibility assessment. The EIAO assessment 
system can provide valuable input to European benchmarking and can effectively 
support Web accessibility analysis and policies. Together with the EU projects 
BentoWeb and Support-EAM, the EIAO project forms a cluster that develops a 
Unified Web Evaluation Methodology (UWEM) [15]. 

3   The SMILE Project 

The SMILE project accepts the current challenge of semantic information processing. 
Providing a methodology combined with a framework, SMILE allows us to enrich 
data with semantic interpretation (context knowledge); this is a key technology for 
providing tools for IT-based information processing. Using an extended project-
specific metamodel approach, SMILE supports turning low-level information into 
higher-level information in new contexts by generating tools that produce and process 
this higherlevel information. 

The capability of the SMILE methodology and of the framework will be 
demonstrated by solving problems in different application domains. The entirety of 
the identified practical problems forms the requirement base of SMILE; the solution 
of these problems will prove SMILE’s feasibility. 

The SMILE methodology can be seen from the meaning of its name: Semantic 
Metamodel-based Integrated Language Environment. The parts of this name have the 
following meaning in the scope of SMILE. 

Semantic refers to the underlying idea to represent the semantics of languages and 
language constructs in an explicit way. This builds on the existing language 
description frameworks (e.g. grammars) and extends then to cover all aspects of 
modern computer languages. 

Metamodel-based means that the approach is relying on modelling on all levels. 
We do not only use models for the actual systems, but also for the languages to be 
used for describing the systems and even for languages describing languages, etc. The 

                                                           
1  The project is co-funded by the European Commission DG Information Society and Media, 

under the contract IST-004526. 
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important point is that the high-level descriptions of systems and languages should be 
complete. Our approach is Integrated, because we handle all the information in the 
same way, be it languages or systems. We describe the meaning of the constructs 
unambiguously in the (meta)model, and use this high-level description to generate 
tools. 

Languages are in the focus of our project, because most of the activities can be 
related to languages. We are concerned with formal languages, and try to lift the level 
of formality so that all important aspects of the languages can be captured. 

We build a complete Environment, such that the tools used within the SMILE 
project are finally built using the SMILE technology. A very important issue is that all 
parts of the SMILE description capabilities will be supported by tools: tools handling 
the description (reading, generating, editing) and tools transforming the description 
into other formats (e.g. code generation). 

Currently we have succeeded in building the basic framework of SMILE according 
to [7] together with a simple user interface. Further work will include the creation of 
all the other components necessary for semantic modelling. 

4   The Approach 

The main idea is based on a combination of the accessibility rating according to EIAO 
with the modelling approach of SMILE. Modelling is especially important for web 
content, because accessibility requirements and web technology are constantly 
evolving. High level modelling of accessibility requirements can support more rapid 
generation of new test modules and improve the understanding of the accessibility 
barriers for web documents in a wireless environment. 

UML models with OCL-like constraints [8] can be used to model requirements for 
accessibility testing [9]. Accessibility constraints will be attached to web document 
models that represent the relevant standards; such models guide the accessibility 
testing of web documents that are seen as instances of the mentioned models. 

One approach to accessibility testing of XHTML documents was presented in [16]. 
The approach defines a three-level metamodel architecture where each level is to be 
represented in the SMILE-framework: 

Metamodel. A simple metamodel that defines the most basic object-oriented concepts 
like class, property and composition (a small subset of the UML metamodel). 

Model. A subset of the XHTML-specification [17] represented as a UML model 
instantiated from the metamodel. The model is extended with OCL constraints that 
define accessibility requirements to be fulfilled at the model instance level. 

Model Instance. An XHTML-page is represented as an instance of the model. The 
OCL accessibility constraints are evaluated at this level to expose accessibility 
violations. 

The EARL Evaluation and Report Language [10] developed by W3C, will be used 
for reporting deviations from standards and accessibility requirements. 

The approach presented here is different from the one presented in [16]; it is meant 
to be more robust when it comes to deviations from the XHTML standard and it does 
not require a full model of the XHTML specification. The approach is based on the 
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observation that an XHTML-document can be seen as a tree if we ignore external and 
internal links. Links could be handled with ordinary associations on the model level 
and links on the model instance level, but we have postponed this issue for a later 
version. By doing this simplification only the following object-oriented concepts are 
needed: class, property and composition. 

The following subsections presents the constraint modelling technique by giving an 
example and how to implement the tool is also briefly described. 

4.1   The XHTML-Document and the Accessibility Constraints 

We used the three constraints defined in [16] as examples of accessibility constraints. 
These constraints are derived from the WCAG 1.0 Guidelines [11]: 

1. Each image has to have a valid alt tag associated with it to provide text equivalents. 
2. Only one of HTTP-EQUIV or NAME is allowed as attributes to a META tag. 
3. The color of the text should have enough contrast with the background color. 

Checkpoint 2.2 in the WCAG says that it is important to ensure that the foreground 
and background color combinations provide sufficient contrast when viewed by 
someone having color deficits or when viewed on black and white screen. 

These constraints are formulated in OCL as follows: 

1. Context Img Inv: libAcceptableAltTag( alt ) 
2. Context meta Inv: name.size() > 0 xor http-equiv.size() > 0 
3. Context font  
    Inv: libAcceptableContrast(textColor, getBody(this)->any(true).background) 
    -- We need an auxiliary recursive function that finds the body for this definition. 
    Context block 
    def: getBody(b : Block) : Set(Body) = 
    if b.body->size() = 1 then body else b.getBody(composite) endif 

The functions libAcceptableAltTag and libAcceptableContrast are library functions 
defined in the framework. We use the web page with the following XHTML code as 
example: 

<!DOCTYPE html PUBLIC "-//W3C//DTD XHTML 1.0 Transitional//EN" 
"http://www.w3.org/TR/xhtml1/DTD/xhtml1-transitional.dtd"> 
<html xmlns="http://www.w3.org/1999/xhtml" xml:lang="en" lang="en" > 
<head> 
<meta http-equiv="Content-Type" content="text/html;charset=utf-8" /> 
<meta name="generator" content="gedit" /> 
<title>Test</title> 
</head> 
<body bgcolor="yellow"> 
<img src="http://www.eiao.net/kickoff_s.jpg" alt="" /> 
<br /> 
<font color="black">Participants at the EIAO Kickoff meeting in 
Grimstad, 
2004-10-14.</font> 
</body> 
</html>  

The first constraint will expose that the document has an empty alt-tag which is in 
conflict with the WCAG 1.0 Guideline 1. The second constraint will test the instances 
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of meta and find that this constraint is fulfilled. The third constraint refers to the font 
context; the call libAcceptableContrast("black","yellow") will give the result true; so 
this requirement is fulfilled for the font-element in the document. 

4.2   The Three Level Metamodel Architecture 

Inspecting an XHTML-document, or more generally an XML-document, reveals that 
you have elements, some elements have attributes and some have content (elements 
inside another element). In our approach an XML-document is related to a model 
instance and a model in the following way: 

XML Element. An element in an XML-document is seen as an object of a class with 
the same name as the element-name. 

XML Element Attribute. An element attribute in an XML-document is seen as a slot 
with the same value as the value specified for attribute; the slot is seen as an instance 
of a property with same name as the attribute; the property is a property of a class 
with the same name as the element containing the attribute. 

XML Element Content. The content of an element is in a composition-relation to the 
containing element; the content is seen as part of the element. 

There is no special translation of hyperlinks. Fig. 1 shows how the chosen 
XHTML–document is represented as a model instance, also the model and metamodel 
is shown. 

The translation schema demands a metamodel that can support class, property and 
composition. The presented metamodel fulfils this demand and is an extremely simple 
reflexive metamodel2. 

Multiplicity is not defined; we simply see the multiplicity as fixed to zero-to-many 
on the part side of a composition and zero-to-one on the composite side of the 
composition (this can be specified as well-formedness rules in OCL). Constraints can 
be attached to classes in the form of text, e.g. constraint number two (described 
above) will be attached to class Meta on the model level! The metamodel defines that 
compositions are named; this is ignored at the model and model instance level 
because no names are given.  

4.3   The Process of Defining and Evaluating the Constraints 

The metamodel is defined in advance and it is this metamodel that dictates the 
translation schema and conceptually it defines our “world view”. Obviously the 
metamodel does not have to be in place (built as a complete level in the framework) 
unless it is accessed which is not the case in the presented approach; as far as we 
know other metamodelling frameworks would require that the meta-model is in place, 
but not the SMILE framework. 

On the model level only the classes, properties and compositions referenced by the 
constraints need to be modelled by the user, e.g. the user only needs to define class 
meta with attributes name and http-equiv if constraint two (see above) is the only one 
to be defined. 

                                                           
2  A metamodel is reflexive if it defines all the entities it uses for its own definition. 
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Fig. 1. The Metamodelling Architecture Presented with the help of UML (the model level is 
only partly shown) 

We have developed a reader that reads an XHTML-document and converts it to a 
model instance as defined above; the reader is at the same time building a model, e.g. 
an element named meta gives a class meta on the model level as described in the 
subsection above.When the reader has done its job, the predefined model (which 
contains the constraints) is merged with the model that has been automatically 
created; at this point the constraints are tested on the model instance and a report 
describing the accessibility violations is created. 

4.4   Benefits 

Modern techniques for doing semantic validation of XML data are in nature 
declarative and typically based on XML-technology, e.g. Schematron [13] based on 
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XPath, and xLinkit [14] based on XPath. Formalisms based on XSLT and XPath are 
considered hard to write, understand and maintain (see [12]). 

Schematron is more suitable for simple rules. Therefore we used Schematron in the 
first release of EIAO for expressing the basic building blocks of the accessibility tests. 
In order to express the higher-level tests, we will use a higher-level formalism, 
probably based on OCL. 

[12] was published at the same workshop as [16], it describes a general approach 
for semantic validation of XML data based on metamodelling; the paper describes 
some strengths that also apply to our approach. Please find below a non-exhausting 
list of the advantages. 

• Only one formalism is used (UML/OCL) and the constraints are specified at a high 
level of abstraction. 

• It is partly graphical (UML). 
• Deviations from the XHTML standard are allowed. 

Some more benefits are added by our approach: 
• We allow testing of XHTML-documents against constraints on fragments of 

models, i.e. we do not need the full specification of the XHTML standard.  
• The parts of a document that conform to common deviations can be tested for 

accessibility; this is done by including model elements describing common 
deviations and attaching accessibility constraint to those elements. 

• We apply special library functions in the OCL accessibility constraints, e.g. 
functions for testing foreground against background colors. 

Our project is at the time of writing not yet completed (some important parts of 
OCL are not yet supported). In particular we want to investigate extensions of the 
navigation possibilities in OCL, e.g. “navigating through” objects of types that were 
unknown at model time (deviations from the standard), e.g. looking for background 
colors defined by elements of unknown type. However, we think we can already 
claim with some confidence that this approach to web accessibility assessment allows 
a flexible description of accessibility criteria and their evaluation. 

5   Conclusion 

Accessibility requirements and web technology are constantly evolving. High level 
modelling of accessibility requirements can support more rapid generation of new test 
modules and improve the understanding of the accessibility barriers for web 
documents. UML seems to be the natural choice for this modelling. The basic 
representation and instantiation technique from the SMILE project is very useful 
when it comes to the implementation of these ideas. 

Starting from the prototype tool we have created, we will extend the subsets of 
XHTML and WCAG 1.0 covered. We will integrate a complete OCL interpreter into 
the SMILE framework, such that it is possible to express more constraints than just 
simple comparisons. Moreover, we will extend the library of functions needed to do 
sensible checks for accessibility. 

This work was the result of successfully bringing together two relatively unrelated 
projects at AUC. The synergies between the SMILE and EIAO projects proved 
fruitful for the high-level description of accessibility requirements. 
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Abstract. We proposed our integrated system for scientific documents
including mathematical formulae with speech output interface [1], named
“ChattyInfty.” This system consists of recognizer, editor and speech in-
terface for scientific documents. Using this system, visually impaired peo-
ple can read printed scientific documents with speech output. In this
paper, we propose a new additional function of this system, which recog-
nizes PDF documents. Using this function, visually impaired people can
also read PDF documents including mathematical formulae with Chat-
tyInfty. If PDF documents have embedded text, our PDF recognition
engine does not only recognize PDF documents as page images but also
utilizes the text information to verify its recognition results, to improve
the recognition results. Recent commercial OCR software usually pro-
vides PDF output. Combining it with our PDF reader, users can get
integrated recognition results of any such commercial OCR with Infty’s
results of mathematical formulae. This system also provides simple in-
terface customized for visually impaired people. It enables them to read
scientific document (as image files / PDF) in minimum steps of key
operation.

1 Introduction

A lot of scientific documents are provided as in PDF. If a PDF document has
embedded text, visually impaired people can read it. However, some components
of a document, for example, chemical formulae, mathematical formulae, and
so on, often do not have proper embedded text information, which are very
important parts of scientific documents. For example, mathematical formulae
are recognized as ordinary text and they are given cryptic text (table 1), or they
are either skipped and have no hidden text (table 2). In the both cases, the
mathematical information can not be read out by screen reader.

We are developing a scientific document reader with speech interface, named
“ChattyInfty” (fig. 1). ChattyInfty can recognize not only ordinary texts but
also mathematical formulae. The recognition results can be output into LATEX,

K. Miesenberger et al. (Eds.): ICCHP 2006, LNCS 4061, pp. 48–52, 2006.
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Table 1. The hidden text for mathematical formulae does not have correct mathemat-
ical information. The black painted parts have hidden text in the upper area. In the
lower area, the hidden text is shown.

Consider the metric Q defined in 0 by
\du + i*du\ .. _. .
= J Q^T L if Z£|(c), -oo.<c<oo.
It is not difficult to show (cf., e.g., Ohtsuka [7]) that,

Table 2. The mathematical formula on the middle line is skipped and there is no
hidden text for the formula

the weight A in g then
where A runs through the dominant weights (see [MSI]).

MathML, HTML, text embedded PDF (via LATEX with dvipdfm) and so on, and
can be edited with speech navigation which reads aloud not only ordinary text
but also mathematical symbols and structure in principle and assign manners of
aloud-reading of them. Using this system, visually impaired people can access
to printed scientific documents and authorize them.

In this paper, we propose a new additional function of ChattyInfty which
can recognize text embedded PDF documents and add mathematical formulae
information to them. From a text embedded PDF document, its image file is
generated and its text information is extracted as a text file. Then, the im-
age file is recognized by ChattyInfty by utilizing the text information to cor-
rect the recognition results. We can also combine ChattyInfty with other OCR
system which can output recognition results in text embedded PDF, and get
higher quality recognition results. Using this system, we can add mathemat-
ical information to PDF documents and access them with speech navigation
(fig. 3).

ChattyInfty provides simple interface to recognize and read PDF documents.
Using the interface, a user can access to printed or PDF documents in the fol-
lowing steps:
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1. selecting document files (PDF or page images) to recognize on Windows
Explorer,

2. opening Context-Menu and selecting ‘Recognize by InftySystem’ (fig. 2).

Then the selected documents are recognized, and the recognition results are
opened by ChattyInfty. A setting dialog application is also provided to change
some parameters (language and resolution of images) for the recognition (fig. 2).
These interface and application are made of standard Windows components, so
general screen reader can navigate them.

Fig. 1. Snapshot of ChattyInfty

Fig. 2. Context-Menu for recognizing by Infty (left) and the recognition interface for
advanced recognition (right)
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2 Outline of PDF Recognition

This system recognizes a text embedded PDF document as follows (fig. 3);

1. extracting a text information from a PDF document as a text file,
2. converting the PDF document to a Multi-TIFF image file,
3. recognizing the image file by ChattyInfty,
4. correcting the recognition results by matching with the extracted text infor-

mation,
5. outputting the recognition result file in our original XML format and con-

verting it into other formats selected by user.

The detail of this method is described in [2].

Fig. 3. Recognition process of PDF documents by ChattyInfty

3 Future Plans

In this paper, all information in PDF – font information, special characters,
bounding rectangle, etc. – could not be used, because only embedded text are
used. More improvement can be expected by utilizing document information
directly from PDF files.

This system uses other OCR system via PDF files. It is probably possible
to integrate the best recognition results of several OCR systems, or to up-
date digital libraries whenever OCR systems are upgraded with the advance of
technology.
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Abstract. We propose an "oblique" listening system in the English language for 
the blind and visually impaired by controlling the speed of Text-to-Speech 
based on parts of speech in which the important parts are synthesized 'relatively' 
slower while the unimportant at the maximum speed. In the system evaluation 
experiment, English natives with vision impairments were required to listen to 
three short passages of Text-to-Speech at the three types of speed and answer 
the questions of comprehension after the base-line speed was calculated from 
the measured maximum speed of recognizing 'a word' and that of recognizing 'a 
sentence' for each subject. We controlled the Text-to-Speech speed: base-line, 
'oblique listening' speed, and simple high speed, by which the duration is equal 
to the one by our system but without any speed variation. The results show that 
the “oblique" listening system is better than a simple high speed system even 
though not exceeding the base-line. 

1   Introduction 

Normally sighted readers skip more words if they are speed-reading or skimming.  
The findings from the eye tracker study show that readers make longer pauses at 
points where processing loads are greater, which implies the important parts of the 
text. According to the reading literature, almost all content words are fixated and the 
short function words tend not to be fixated [1]. However, the blind and visually im-
paired must rely on a conversion from text to speech. The problem with this is that 
speech sounds generated from text are sequential and linear. If one listens to speech at 
speeds faster than the average spoken rate, one will not be able to understand it very 
well [2]. We propose an "oblique" listening system in the English language for the 
blind and visually impaired. In general terms, our proposed method works by control-
ling the speed of Text-to-Speech based on the different parts of the text. The impor-
tant parts of the text are synthesized to speech at slower rates, while the less important 
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parts of the text are sped up to the maximum speed of the system. In this paper, we 
will describe English “oblique” listening system, and report the results of its system 
evaluation taken by English natives with vision impairments. 

2   "Oblique" Listening System 

2.1   Purpose of the System 

In obtaining the information by listening, it is very difficult to listen to and understand 
much information at the same time because speech sounds are sequential and linear. 
Then we have to speed up the rate of the text by TTS(Text�to�Speech) to obtain 
much more information. The faster the text needs to be played, the more difficult it 
will be for one to understand it [3]. The persons with vision impairments need such an 
effective spoken language information processing system by auditory interface as the 
“oblique” listening system. 

2.2   Characteristics of the English Language 

In English, sentence stresses are located in a sentence. It takes equal time to pro-
nounce from a stressed word to its following stressed word. This is what we call 
“Stress-to-Stress Isochronism” [4]. The words with the stress are spoken stronger and 
slow, and are important in most cases. We apply for the characteristics to control the 
speeds. 

2.3   Specification of Important Words 

We define important words as follows [5];  

(1) Noun 
(2) Verb 
(3) Predicative adjective 
Your daughter is pretty. 
(4) Expression of number and quantity 
He took a few biscuits. 
(5) Negative expression 
The girl isn’t a student. 
Nobody contributed more to the understanding of dreams than Freud. 

2.4   Configuration of the System 

The system for "oblique" listening consists of following two programs. The input 
parameters of the program are (a) text file specified with '[', ']' for important words (b) 
maximum speed of recognizable words for each subject(unit is WPM(word/minute)) 
(c) maximum speed of recognizable sentences for each subject(WPM). The output file 
includes words tagged with calculated speed rate. The input of the TTS program is 
text file embedded in speed tags. The program synthesizes through MSAPI (Microsoft 
Speech API) and stores the result as wave file. We use English TTS engine, IBM 
OutLoud for our system. We will show the system configuration in Fig. 1.  
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Fig. 1. System configuration 

3   Measurement of the Recognizable Speed 

Great individual differences are observed for listening to the human speech or Text-
to-Speech (TTS) at high speed. Especially, the visually impaired are reported to have 
a big difference of recognizable speed according to their experience of being habitu-
ated to listening to TTS or not [6]. In our study, we decided to measure two kinds of 
the recognizable speed for words and sentences because the system is aimed at listen-
ing comprehension of both sentences and important words in the text. 

3.1   Subjects 

Subjects were 20 English native speakers: 12 visually impaired who used TTS system 
almost everyday, that is, who had experience of using the system of two or more years 
for one or more hours per day and 2 visually impaired who did not use such a system 
and 5 normally sighted. We call the former "experienced users" and the latter "stan-
dard users." The ages of subjects were as follows: 3 twenties, 4 thirties, 10 forties, 2 
fifties, 1 sixties. 

3.2   Measurement of the Maximum Speed of Recognizable Words 

Selection of the Words used for the TTS System. 200 frequent words were selected 
from "Core Vocabulary of International English" [7]. Specifically, among the content 
words, one-syllable words, two-syllable ones, and three-syllable ones were selected 
from those with the highest frequency to sum into 200. Considering the balance of 
each part-of-speech used in our system, 42 adjectives, 92 nouns, and 66 verbs were 
selected, which consist of 60 one-syllable words in total (7 adjectives, 31 nouns, and 
22 verbs), 79 two-syllable words in total (14 adjectives, 34 nouns, 31 verbs), 61 three-
syllable-and-more words in total (21 adjectives�27 nouns, 13 verbs). 

Procedure. The TTS materials were used in the measurement in the manner of 20 
gradually lowering speed stages from 800WPM (800 words are spoken per minute) to  
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420WPM with the interval of 20WPM. We used personal computer, IBM ThinkPad 
Windows2000, and the subjects were instructed to hear the TTS through the head-
phones.  

In order to measure the approximate maximum as the 1st phase, we used one word 
with two syllables at each speed one by one from the highest speed. Then the subjects 
were asked to speak out the spelling of the word that was heard, and the correction 
was judged. When the subjects answered correctly, the subject heard 4 English words 
at the 20WPM higher speed and the correction was judged again, taking the error for 
the test of the 1st phase with only one word at a time into consideration. Since the 4 
words have variation with one to five syllables, 4 English words at 20WPM higher 
speed were used. When the subject answered to the 4 words correctly, the same pro-
cedure was repeated at the 20WPM higher speed. Thus we define the maximum speed 
that the subject can speak out the spelling of the word correctly as the Maximum 
Speeds of Recognizable Words. 

Result of the Experiment. As for the average of the maximum speeds of recogniz-
able Words, the significant difference (T test p> 0.0255) between the visually im-
paired group (701WPM) and the normally sighted group (592WPM) is seen together 
with the significant difference (T test p> 0.0009) between the "experienced users" 
(722WPM) and the "standard users." (586WPM) 

3.3   Measurement of the Maximum Speed of Recognizable Sentences 

Material. 100 frequent words, which are defined as concreteness nouns, were se-
lected from "Core Vocabulary of International English"[7] regardless of the number 
of syllables from the highest frequency. We asked the subjects to listen to English 
sentences one by one and tell us what the sentence describes by choosing one word 
from the 4 choices. 3 choices except the correct answer are selected from the refer-
ence [8]. Each choice has some similarity with the correct answer. 

Procedure. The TTS materials were used in the measurement in the manner of 20 
gradually lowering speed stages from 600WPM to 220WPM with the interval of 
20WPM. We asked the subjects to choose one word from the 4 choices. The reason 
we set 600WPM at the highest speed is because the speed is regarded as somewhere 
near the maximum speed of recognizable sentences by preliminary experiment. 

When the subjects answered correctly, as we did in the measurement of the maxi-
mum speeds of recognizable words, we presented the sentence at the 20WPM higher 
speed to the subjects and asked them to speak out the correct word which describes 
the sentence choosing from the four answer choices given by the experimenter. Since 
it was well predicted that the sentence yields a little difference due to the easiness of 
comprehension, the subject heard 4 English sentences at the +20WPM higher speed 
and the correction was judged again. When the subject answered to the 4 sentences 
correctly, the same procedure was repeated at the 20WPM higher speed. Otherwise 
the same procedure was repeated at the -20WPM lower speed. Thus we define the 
maximum speed that the subject can choose the right choice of the sentence correctly 
as maximum speed of recognizable sentences. 
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Fig. 2. Distribution of the measured maximum speeds and the base-line speed 

Results. As for the average of maximum speed of recognizable sentences, the signifi-
cant difference (T test p> 0.0007) between the visually impaired group (569WPM) 
and the normally sighted group (472WPM) is seen together with the significant dif-
ference (T test p> 0.0001) between the "experienced users" (578WPM) and the "stan-
dard users." (483WPM) 

3.4   Definition of Speed for Three Systems 

We define that base-line speed is easy, comfortable and efficient speed for each sub-
ject. Base-line speed is a standard or measurement and is used for comparison in the 
other speeded-up systems. The slowest speed in maximum speed of recognizable 
sentences the "standard users" was 440WPM. The speed, 440WPM divided by two is 
similar speed to the default speed (180WPM) of the TTS engine. Therefore, we define 
that base-line speed is maximum speed of recognizable sentences for each subject 
divided by two [9]. That is, base-line speed differs from subject to subject. In other 
words, the twice speed where each subject is usually listening to text is maximum 
speed of recognizable sentences for each subject. For "oblique" listening system, we 
use two kinds of speed to synthesize. The faster speed is maximum speed of the TTS 
engine (800WPM). The slower speed of important portions is defined as maximum 
speed of recognizable words for each subject divided by two. This definition is the 
same reason as we define base-line speed. The simple high speed system has the same 
duration or playback time as the corresponding "oblique" listening system. 

4   Evaluation Experiment of the Oblique Listening System 

Materials. The speech to which subjects listened consists of three short TTS passages, 
400 words, and the 6 recorded questions 4 of which include 3 answer choices spoken 
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by an English-Japanese bilingual. All the passages had such characteristics as requiring 
no expert knowledge but allowing no answer inferred by common sense, and selected 
mostly from the textbooks of English as the second language. The number of passage 
presented for each subject was decided to be three in consideration of the cognitive 
load and fatigue of a subject. The following three text types, 1) autobiography, 2) ex-
pository, and 3) narrative, were selected in order to avoid the inclination suggested by 
the findings from the pretest. 6 questions for every three passages were asked to the 
subjects in order to examine their comprehension after presenting every TTS passage, 
The first and the second questions were TRUE/FALSE questions which examined 
whether the sentence fit for the content of the passage. Each of the third and the fourth 
question was consisted of one sentence extracted from the passage and two more sen-
tences in which one target word was replaced by another different word in the different 
category, that is, 3 answer choices in total, and subjects were asked to choose one of 
them. In the fifth and the sixth questions, there were one sentence which was not com-
pletely the same as the one in the passage but had almost the same meaning and two 
other sentences the meaning of which was different from the content of the passage, 
and subjects were asked to choose the correct sentence which fit the content of the 
passage from those three choices. All the third, fourth, fifth, and sixth questions had no 
target word which was realized rapidly by the oblique listening speed control.  

Procedure. Experiment was individual testing carried out in the quiet room with the 
presence of experimenters. All the questions and choices for the text comprehension 
test and the instructions, which were spoken by an English-Japanese bilingual, were 
presented auditorily from the headset attached to the personal computer as well as the 
TTS passages realized by our system. Subjects were asked to listen to every single 
passage just once and twice to any single question and choice. The presentation order 
of three passages, questions, and choices was the same among all the subjects, but 
three types of speed, such oblique listening, as base-line, and simple high speed, the 
last two as control conditions, and three kinds of passage were counterbalanced 
among the subjects and the control was intra-subject which required them to listen to 
any of the three TTS passages at any of the three types of speed.  

 

Fig. 3. Percentage of correct responses to Passage 1 
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Results. Concerning each passage, the comparison among the intra-subject condi-
tions, by comparing the mean percentages of correct responses to each type of speed, 
shows a significant difference between "oblique listening" condition and that of "sim-
ple high speed" condition in Passage 1(one-tailed t test, p=0.0491). (See Fig. 3) 

When comparing the mean percentage of correct responses to each passage, there is 
a significant difference between Passage 1 and Passage 3 (one-tailed t test, 
p=0.0147)and another between Passage 2 and Passage 3 (one-tailed t test, p=0.0185) 

To all the passages, there is no significant difference both between the percentages 
of correct responses of the visually impaired group (15 subjects) and those of the 
normal sighted group (5 subjects) and between that of the experienced users and the 
standard users. Also, concerning every passage, the subjects with good performance 
and those with poor performance tend not to be in the same group by chance. 

5   Discussion 

In Passage 1, we can find the significant difference between "oblique" listening sys-
tem and simple high speed system. In Passage 3, in the other hand, although we can-
not find the significant difference between the two, the mean percentage of correct 
responses of simple high speed system is slightly higher than that of "oblique" listen-
ing system. The reason is why Passage 3 must be relatively easy to understand. From 
the characteristics of passage, Passage 3 is a narrative text or story. It is assumed that 
it would be easy for the subjects to understand and memorize the semantic content out 
of the passage. Throughout the passages, we cannot find the significant difference 
between the subjects with vision impairments (15 persons) and the sighted subjects (5 
persons). The reason is that the systems adjusted to each subject in speed setting. We 
consider that the difference of speed doesn't lead to that of understanding. Therefore, 
although the difference of speed is significant, the difference of the results does not 
occur after the normalization. We consider that it is very adequate to assign speed to 
TTS engine after measuring maximum speed of recognizable sentences and words for 
each subject. 

6   Conclusion 

We proposed an English rapid listening system for the blind and visually impaired by 
control-ling the rate of TTS based upon the different parts of speech. They feel the need 
for an improved system in order for them to gain access to widespread interdisciplinary 
knowledge. Our proposed system will help them benefit from the advantages of so-
called "diagonal" reading currently available only to sighted people able to read print. 
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Abstract. This paper deals with the problem of generating a picture of a scene
by means of describing it in the terms of natural language ontologies. The corre-
sponding graphical format, being formally represented in the form of the Pawlak
information system, involves a full semantic description of the picture. Therefore,
the pictures generated in this way “blind-friendly”, i.e. they can be automatically
fully described. A simple example of such a picture generation is presented here.

1 Introduction

Developing methods and algorithms that could help visually impaired people to man-
age, recognize and process graphical data is a challenging problem and simultaneously
an important task. Up to now, most of the approaches (e.g. [2,3]) to this problem deal
with tactile graphics. However, blind users have to cope with electronic graphics on the
web. Web information is one of the most important information sources and graphical
data constitutes a substantial part. To create and recognize pictures may seem to be too
difficult a task for blind users, but in practice we can often see that the will, determi-
nation and ability of blind users overcome many complicated obstacles. Nevertheless,
graphics still presents a major problem.

In this paper, we describe and discuss the idea of developing graphics through di-
alogue, in a way that is fully accessible to blind users. Simultaneously, the graphics
developed in this way is encoded by a format which enables the picture to be described.
Therefore, the format of the picture provides simultaneously the information describing
the picture.

Why should a blind person try to create pictures? One reason may follow from the
need to illustrate personal web pages. Another case is when the blind users want to send
an illustrated message or e-mail, e.g. birthday congratulation, to their seeing friends. Be-
cause our pictures are self-describing by their format, they are convenient for all blind-
friendly web pages and they are also suitable for blind-friendly computer games. And
the authors are sure that the visually impaired will find much more other applications.

2 Modeling Picture Description by Means of Pawlak Information
Systems

We apply the notion of information systems to describe the properties of the basic ele-
ments that we use to model dialogue communication [4]. Formally, information system
(in the sense of Pawlak [5,7]) is defined as follows.

K. Miesenberger et al. (Eds.): ICCHP 2006, LNCS 4061, pp. 61–68, 2006.
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Let U, T, V be nonempty sets and let f be a mapping assigning to any pair of el-
ements u ∈ U and t ∈ T an element from V . Then the ordered quadruple S =
(U, T, V, f) is said to be an information system. The elements of U are called objects,
the elements of T attributes, and the elements of V values of attributes. For our pur-
poses, we will assume that the objects will be uniquely identified by their names. Two
objects u, v are called interchangeable if f(u, t) = f(v, t) for all t ∈ T . It is assumed
that the sets U, T, V are finite.

Using this formal model offers some advantages. First, we can apply the theory be-
hind this general schema to solve relevant problems (e.g. to find the minimal set of
attributes that distinguishes a set of objects [5]). Second, we have a simple and flexible
scheme for further analysis. Third, the data in the form of Pawlak information system
can be easily derived from most of the forms of ontologies. And finally, this formalism
enables us to introduce a metrics to the set of objects which consequently gives us the
possibility of utilizing sophisticated search methods in dialogue strategies.

Our main interest is in how to perform a dialogue for finding a suitable object. There
are two basic strategies appropriate to this task.

(a) Users are asked to specify all values of all attributes. Then they can eventually give
a new name to the object enlarging the set of all objects.

(b) Users are asked to specify the object by its name. This can be done either by the
user initiative, directly specifying the object, or by the system initiative, reading
some (or all) possible objects and asking the user to choose one.

It is clear, that both strategies can be used depending on what the user knows about
the database of objects. If users are not sure whether the searching object is in the
database or are not sure about its name, they will prefer the first strategy. If users know
the name of the object, they will use the second strategy.

In many situations, both strategies can be efficiently combined. The idea is in ”ap-
proximating” the searched objects by the second strategy (b) and then applying the first
strategy (a).

To enable an efficient implementation of the mixed searching strategy, we introduce
a metrics on the space U :

Let u, v ∈ U and let c(u, v) be the number of the attributes in which both objects
differ (or, more precisely, in which the corresponding values of attributes differ). Then
we define d(u, v) =

√
c(u, v).

It is easy to see that the function d is symmetric, i.e. d(u, v) = d(v, u) for every u, v
and that it satisfies the triangle inequality, i.e. d(u, v) ≤ d(v, w) + d(w, u) for every
u, v, w. Further, it holds d(u, u) = 0.

Generally, it need not be always true that d(u, v) = 0 implies u = v. This condition
is violated if there are two different objects that are interchangeable. Therefore, if there
are no different interchangeable objects, d is metrics, otherwise it is pseudometrics. In
either case, the function d fulfils the substantial properties to be utilized in searching
methods developed for searching in metric spaces [11].

Generally, the methods for searching in metric spaces are based on indexing the data
by finding representants of data clusters. Based on the data structure, we can choose a
suitable method. In our mixed dialogue strategy, representants of clusters are used to
approximate the searched object.
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Another feature enhancing the efficiency of the dialogue strategies is a suitable use
of subobjects. Subobjects are objects that contain a special attribute value not defined.
For instance, if the ontology describes a human being, the subobject HEAD may be
the objects for which all attributes not describing the head have the value not defined.
Subobjects are used to enable a more structured approach in defining the object. The
final generated object must not be a subobject.

Finally, to each object and each attribute, the set of consistent attributes and attribute
values can be prescribed. For instance, for the objects WOMAN , the attribute beard
is not consistent. This approach enables omitting the inconsistent values in the lists of
attributes and attribute values for a concrete object.

Instead of going into more technical details, we present a very simple example: The
task is to define and generate pictures of a fairy-tale characters known as MANKA and
RUMCAJS (both these characters are well known by kids in Czechia; RUMCAJS
is a merry robber, something like Robin Hood, and MANKA is his brave wife, see
Fig. 1).

Fig. 1. Rumcajs and Manka

Assume a suitable ontology behind the corresponding system and let the parameters
of the system be as follows.

Attributes: body width, body height, breasts, nose, eyes, hair style, beard,
trousers skirt;

If u ∈ U , let V al(u) be the set of the values of the attributes of u that differs from
the value not defined.

V al(body width) = {normal, thick, thin}
V al(body height) = {normal, tall, small}

V al(breasts) = {normal, small, big}
V al(nose) = {normal, small, big}
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V al(hair style) = {baldheaded, rumcajs style, long hair, braid}
V al(beard) = {beardless, moustache, whiskers, fullbeard}
V al(eyes) = {normal, small, big}

V al(trousers skirt) = {trousers, skirt}

Hence, for our example we get the following set of the attribute values:

V = { normal, thick, thin, tall, small, big, baldheaded, rumcajs style, braid,

beardless, moustache, whiskers, fullbeard, trousers, skirt, not defined}

The attributes and their values define the objects of the system. We will assume, that the
objects WOMAN, MANKA and RUMCAJS are among the objects of the system.

In this example we assume that the user is familiar with the basic notions (object,
subobjects, representative, attribute etc.).

Dialogue fragment RUMCAJS 1:

S: Will you choose the name of the object or its attributes?
U: Name.
S: What is the name of the object?
U: RUMCAJS.
S: (System generates the picture)

Dialogue fragment MANKA 1:

S: Will you choose the name of the object or its attributes?
U: Attributes.
S: Will you define subobjects, representative or all attributes?
U: All attributes.
S: Choose the body width. It can be normal, thick or thin.
U: Normal.
S: Choose ...

(systematically asks all the attribute values and then
generates the picture)

Dialogue fragment MANKA 2:

S: Will you choose the name of the object or its attributes?
U: Attributes.
S: Will you define subobjects, representative or all attributes?
U: Representative.
S: Will you choose the representative by name or from the list?
U. By name.
S: What is the name of the representative?
U: WOMAN.
S: Will you make some changes?
U: Yes.
S: Will you define subobjects, representative or all attributes?
U: Subobjects.

1 S = system, U = user.
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S: Will you choose the subobjects by name or from the list?
U: From the list.
S: The subobjects are: Head, Body, and Dress.

Choose one, please.
U: Head.
S: The attributes of the Head are: eyes, nose, hair style.

Choose one, please.
U: hair style:
S: Standard hair style for WOMAN is long hair.

You can change it to braid.
U: Change to braid.
S: Another changes?
U: No.
S: (generates the picture)

In this dialogue fragment, the representative WOMEN was used to create MAN -
KA. In our example, MANKA differs from WOMAN just in having braid; this is,
of course, just to keep the example as simple as possible.

Notice that the system does not ask for the inconsistent attribute values (the attribute
beard and the attribute value baldheaded). This does not mean that it is not possible to
use them for some objects, it just means they are not included in the standard lists.

3 Graphics Format

The basic concept for creating virtual scenes, including 2D pictures, is composition.
Complex object is composed of more simple components which create a hierarchical
representation, a so-called scene graph [6,8]. The parent–child relationship in the hi-
erarchy does not mean only the relationship between a complex object and its logical
component. The relationship also describes a geometric dependency: a child is trans-
formed in the space relative to the parent. This geometric relations predestine an exact
structure of the hierarchy which can differ from the hierarchical structure used by the
dialogue system. For example, a human is composed of a body, head, legs etc. But the
head is positioned relatively to the body and then it should be the child of the body
object in a scene graph. We therefore need some generic structure that will enable us to
build various hierarchies with minimal restrictions.

Virtual objects contain various characteristics. Apart from relative transformation,
it is typically a shape (i.e. geometry) and appearance (e.g. color, texture, transparency,
etc.). For the interconnection with the dialogue subsystem a virtual object should also
have some kind of lexical description.

Fig. 2 shows a possible object-oriented decomposition. This diagram is a standard
UML class diagram [1,9] analysing the static dependencies between classes. Generic
class GraphicsObject covers any virtual object on a painted picture. Composite
class represents the ramification in the scene graph (an object composed of more simple
objects), Primitive class represents leaf objects with no children. Attributes describe
detailed visual characteristics and can be associated with either complex object or its
components. In the figure there are several examples of attributes with clear meaning.
Note that these attributes are not directly related to the attributes of the dialogue system
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GraphicsObject

Primitive Composite

Attribute

Geometry Color Transform Synonyms

0..n

Fig. 2. Scene Graph Decomposition

discussed in the previous section. Graphics attributes correspond to either subobjects in
the dialogue system or their attributes.

The configuration of classes in Fig. 2 corresponds to the COMPOSITE pattern [10]
with all its good features that make the decomposition very simple but still general. We
have the freedom to build complex objects bottom up. We could make a new complex
object by selecting existing virtual objects, changing their attributes and collating them
together in a proper hierarchy. A newly created object can be reused in the same way
for building even more complicated objects.

4 Strategies for Building the Picture

A graphics subsystem has to be able to depict a picture as requested by a dialogue sys-
tem. The picture requirements are specified by a set of lexical attributes that determine
the appearance or even the presence of graphic components, e.g. the presence and color
of a skirt in the case of female being. Every lexical attribute and subobject therefore
has to have its graphical representation stored somewhere in a database. The task of
the graphics subsystem is to select the desired objects from the database and possibly
change their graphic attributes.

The second task of the graphics system is to collect the elements in a proper way. The
concrete set of attributes taken from the dialogue system is related to a concrete type
of picture. For example, the set of attributes that describes a human being is different
from the set that describes a car. A graphics system therefore has to know how exactly
build the final picture in each case, i.e. how convert the set of lexical attributes to the
hierarchical scene graph.

GraphicsSubsystem

accessDB

buildSceneGraph

drawSceneGraph

PictureStructure

inspectStructure

HumanBeing House Car

GraphicsObject
<<instantiate>>

buildPicture

Fig. 3. Graphics Subsystem
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Fig. 3 shows object-oriented decomposition of graphics subsystem using STRATE-
GY design pattern [10]. A GraphicsSubsystem class covers the main functionality
of the graphics system, i.e. access to a database and building as well as visualizing a
scene graph. Knowledge about the internal structure of the type of picture is moved
to a separate class hierarchy represented by the abstract class PictureStructure.
Concrete subclass provides information about the logical structure of the image type,
the inspectStructure() method, as used by the dialogue system. In the figure there is a
few concrete examples including a human being, house and car images.

The PictureStructure class is also able to build scene graphs on the basis of
the requirement of the dialogue system. During the painting process the graphics sub-
system forwards requests from the dialogue system to a concrete strategy. The strategy
then interacts with the graphics subsystem in order to retrieve graphics components
from database and builds the scene graph. Finally, the scene graph can be easily ren-
dered on the screen.

5 Conclusions and Future Work

This paper has presented a brief outline of the underlying ideas and architecture of
a system for generating pictures via a human–computer dialogue. This approach en-
ables visually impaired people to create their own pictures that can be used in web
presentations, emails, publications etc. Another benefit of such dialogue generation of
pictures is that the corresponding graphical format contains a full description of the
picture.

The generation of the graphics by means of dialogue has been discussed and tested
by students and blind users during the 2005 course on Assistive technologies at Fac-
ulty of Informatics, Masaryk University Brno, and in cooperation with Teiresias Centre
(Support Centre for Students with Special Needs) of Masaryk University. The results of
the testing shows that the approach is promising and interesting.

Future work will be directed towards developing methods for enlarging and inte-
grating basic ontologies, enhancing dialogue strategies and to implementing graphical
systems for basic graphical primitives acquisition. An interesting problem we face is
how to inform the user about a picture optimally. Another major task is the integration
of modules that would add aesthetic principles to generated pictures.
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Abstract. In this paper, we describe an approach to generate semantic descrip-
tions of entities in city maps so that they can be presented through accessible
interfaces. The solution we present processes bitmap images containing city map
excerpts. Regions of interest in these images are extracted automatically based on
colour information and subsequently their geometric properties are determined.
The result of this process is a structured description of these regions based on the
Geography Markup Language (GML), an XML based format for the description
of GIS data. This description can later serve as an input to innovative presenta-
tions of spatial structures using haptic and auditory interfaces.

1 Introduction

Many of our daily tasks require knowledge about the layout and organisational struc-
ture of physical environments. These tasks include navigation and orientation as well
as communication about geographic locations and are most often supported by maps.
A map can be seen as a two-dimensional representation of a real world environment
with a reduced amount of information that is created for a specific context and goal.
Information stored in maps can be used to build a mental model of the physical space
and to understand geographical entities and relationships.

Maps use graphical representations to visualise an areas’ spatial layout and the se-
mantic entities it contains such as parks, gardens, buildings and streets. Most of the
existing map material is stored and managed in Geographic Information Systems (GIS)
by the publisher and typically includes the modelling of the geographic area and the
different elements and layers that belong to it. However, in many cases an end user only

K. Miesenberger et al. (Eds.): ICCHP 2006, LNCS 4061, pp. 69–76, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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receives a bitmap of the map in which all semantic entities only exist implicitly, en-
coded as coloured pixels. This almost complete loss of semantic information excludes
many people from using the geographic maps as an orientation and exploration sup-
port: Visually impaired and blind people cannot see the layout of the map, illiterate
people do not have access to the text included in maps, people with motor deficiencies
cannot point to tiny elements on the map as there is no option to zoom into them in
a semantic fisheye fashion. Unfortunately, visually impaired people rely even more on
the information stored in maps than sighted people because building a detailed mental
model is required as a preparation for tasks like navigation and orientation in unfamiliar
environments.

A number of techniques can be employed to make maps accessible. The most widely
used method are tactile printouts of the maps, which can be produced on swell paper or,
in a more complex process, with thermoforming.

However, tactile diagrams suffer from their relatively low resolution and the limited
ability of the finger tips to recognise fine structure. Patterns that symbolise different
areas on a map are therefore limited to a few distinguishable textures. Furthermore, lines
of Braille text are usually 6mm high and cannot be reduced in size and thereby further
clutter the tactile image. The result of these problems is that existing maps usually have
to be completely redesigned in order to present them in a tactile format. There is no fully
automatic process for a conversion as one might think. Nevertheless, tactile maps are
an important aid for blind people to make themselves familiar with new environments,
as is shown in [6].

Projects like TACIS [1] or, more recently, BATS [2] have tried to overcome the limi-
tations of tactile maps with combined tactile and auditory output. Like most approaches,
which use specialised, non-visual presentations to convey information, they rely on the
conversion of existing material, which often means that a laborious manual process
must be applied if this material is not already in a structured format that includes seman-
tic descriptions. The TeDUB [3] system therefore aimed to semi-automatically interpret
simple diagrams for an accessible presentation using image and knowledge processing
techniques.

Our approach to the problem is a software system that extracts semantic entities
from maps provided as bitmap images. The software first identifies coherent regions
of similar colour and classifies them as one of several known types. Next, nearby re-
gions are grouped to form single entities. For each of these, a structured representation
of its shape and its type is generated in the standardised Geography Markup Language
(GML). This description scheme then forms the semantic annotation of the map, which
can be used in various ways, e.g., for non-visual representations like haptic, tactile or
auditory display as well as any multimodal combination. With this information the user
can build a mental model and familiarise with a physical environment. The proposed
use-case is that of exploration of a given area for an overview, rather than for exact
navigation. This first implementation is therefore meant as an alternative to tactile ori-
entation maps. Our proposed solution focuses on city maps. However, most ideas can be
applied to other map types. Maps may later enter the system through a scanner interface
for printed material or as bitmap images from web pages.
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2 Requirements for the Software

In this section, we identify the requirements for a system that extracts semantic infor-
mation of existing city maps automatically and provides this information in a format
that can be used by other systems for a non-visual representation for blind and visu-
ally impaired or otherwise print impaired people. The analysis addresses three topics:
The kind of information that has to be conveyed to the user, the requirements for ex-
isting maps from which to extract the information, and the interchange format for the
information.

2.1 Entities of City Maps

There are no known open standards as for what objects a city map should consist of,
publishers tend to establish their own standards. Therefore we have compared several
city maps of various online and print publishers and have found the following set of
typical objects:

– Parks and gardens
– Water (lakes, rivers, seas)
– Streets of various types
– Squares and Places
– Quarters and other organisational structures
– Monuments, sights, points of general interest (hotels, shops, . . . )
– Public buildings (churches, schools, town hall, . . . )
– Public transportation information (stations, routes, . . . )
– Bridges and tunnels
– Additional objects to help interpreting the map (keys, scale, north arrow, . . . )

Most of these items are associated with additional attributes like their names or one-
way directions for the traffic. Moreover, a city map implies the location of objects rela-
tively to other objects based on a mapping from the real world. The city map mediates
shapes of certain objects-types. With the help of a scale a user can measure distances
and determine sizes of objects.

In order to familiarise with a city and to get an initial overview, large objects, their
shape and location as well as distances between objects are more important than small
streets and single buildings. Furthermore, too much information at the same time will
make it more difficult for the user to build a mental model of the depicted city. There-
fore, the presentation should only include larger objects or groups of smaller objects of
the same type, which are geographically close to each other. E.g., single houses should
be grouped to blocks, several blocks to residential areas.

In order to reduce the amount of information, which is presented at the same time,
functions that appear in current map viewers are also useful for non-visual representa-
tions. These include filtering objects, changing level of details, zooming and panning.
These have to be implemented in the specific viewer and are not covered in this pa-
per, although the underlying format used to communicate the data must support these
functions (see Section 2.3) .



72 M. Horstmann et al.

2.2 Maps for Semantic Extraction

Maps usually come in two formats: bitmap images and vector graphics (GIS data).
Although vector graphics are more amenable for the task of extracting the necessary
spatial information about areas of interest, it is often the case that bitmap versions are
more easily available (e.g., on web pages or as scanned images from printed maps)
whereas vector version usually have to be obtained commercially and are then rather
restricted regarding their use and redistribution.

2.3 General Requirements for Modelling Semantic Annotations of City Maps

It is important that the format for storing the extracted semantic information is open,
easy to read and easy to distribute. Therefore a standardised modelling language for ge-
ographic entities is strongly recommended. In order to share semantic information be-
tween other maps and publishers, the semantic information should be stored separately
from the map itself. The format should be powerful enough to describe the entities listed
in Section 2.1 and their attributes. Keeping the later non-visual representation in mind,
the description of the geographic objects should not be in a visual format, e.g. pix-
els, but rather in a vector format, which can be used for haptic and auditory rendering.
Furthermore a publisher should be able to extend the description for individual needs.

3 Automatic Extraction of Semantic Information from City Maps

There are various types of maps which code geographic information in different ways.
Nevertheless, sighed people are able to identify the most important things at a glance.
In this paper we focus on city maps with a typical set of colours to distinguish different
entities like watercourses, parks or buildings and our approach makes use of this special
kind of colour code for an automatic extraction of entities. After a pre-processing step
that removes text and noise from the image, image regions with a specific colour (one
that is within a given interval of values for the separate colour channels) are detected.
This results in a set of image masks of which each one marks all regions of one respective
kind of entity. Nearby regions are then grouped to form areas with the respective entities.

Since we do not consider textual information printed on the map in this first pro-
totype, our first processing step is to remove text through morphologic operations. An
example is shown in fig. 1 where black text is removed through a morphologic closing
operation. This approach is simple but suitable to remove text on most maps. If a map
includes text in different colours, our more advanced approaches for text/background
separation could later be employed (see e.g. [5,4]).

The next step is to find image regions with a specific colour which represent certain
objects. The colour of each requested object is specified by colour intervals given by
a minimum and maximum value for each of the red, green and blue colour channels.
To reduce noise the image is smoothed with a median filter. To segment the image
regions belonging to a known entity the image is binarised using the colour intervals
specified for that entity. The resulting image mask shows pixels that are within the given
colour intervals and therefore represent the requested objects. Small areas which are
irrelevant for further interpretation are removed from the binary image by morphologic
operations. Figure 2 shows an example for the segmentation of watercourses.
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Fig. 1. City map example “Britzer Garten” (original, left) and after removing textual information
(right) c© Falk Verlag, http://www.falk.de

Fig. 2. City map example “Britzer Garten” and segmentation results for watercourses
c© Falk Verlag, http://www.falk.de

Fig. 3. Clustering of watercourses with a distance threshold of 15 (left) and 60 (right)
c© Falk Verlag, http://www.falk.de

Often, objects are split into several image regions by other objects. A typical example
is a park which is split into several green image regions by paths or roads crossing
through it. Such regions have to be grouped together and treated as one object during
further interpretation. To group these regions together a threshold is specified up to
which distance regions of the same colour are clustered together. A cluster of regions is
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then represented by its convex hull which is later described as a polygon. The clustering
step also allows us to group together several buildings to a building complex.

Fig. 3 shows how the clustering process is influenced by the distance threshold.

4 GML for Modelling Semantic Information on City Maps

The Geography Markup Language (GML) – an initiative by the Open Geospatial Con-
sortium (OGC) – enables the specification of two- and three-dimensional geographical
objects (also referred to as features). It provides only a general framework for describ-
ing geographic features (e.g., it provides a “polygon” element rather than “lake”, “for-
est” or “building” elements). It is the application developer’s task to specify his or her
own application schema. By using and extending the GML we can describe and model
the extracted semantic information discussed in Section 2.1 and ensure that the for-
mat is open and standardised and therefore readable by everyone who wants to convey
geographical information to blind and visually impaired users.

Section 2.1 lists a set of geographic entities that we need to describe – a “collection
of features” in the GML nomenclature. GML provides abstract types for features as well
as collections. In order to use them, they must be extended to form concrete types. For
our schema, we have therefore defined two element types “GeographicFeatureCollec-
tionType” and “GeographicFeatureType” based on the mentioned abstract types. From
these types, we instantiate two elements “FeatureCollection” and “Feature”, the goal of
the FeatureCollection element is to hold all Feature elements:

<xs:element name="Feature" type="en:GeographicFeatureType"
substitutionGroup="gml:_Feature"

/>

<!-- root element --> <xs:element name="FeatureCollection"
type="en:GeographicFeatureCollectionType"
substitutionGroup="gml:_FeatureCollection"

/>

Our features are either buildings, parks, lakes, sights, or squares. Therefore, we have
defined a required additional attribute to the “GeographicFeatureType”, which forces
the GML instance author to categorize a feature as such:

<xs:simpleType name="GeographicDescriptionType">
<xs:restriction base="xs:string">

<xs:enumeration value="Building"/>
<xs:enumeration value="Park"/>
<xs:enumeration value="Lake"/>
<xs:enumeration value="Sight"/>
<xs:enumeration value="Square"/>
...

</xs:restriction>
</xs:simpleType>
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There are several standard object properties that we can assign to each feature. For
example, we can assign a name and a description to a feature. However, this is not
mandatory. We can also specify the bounding box of the feature if we wish. For our
purpose, however, the really important information is the definition of the features as
polygons and their vertex coordinates as well as their “featureType”.

The GML location element allows us to specify the location of a feature as a polygon
element, whereby the vertex coordinates are given. Features can also be points, curves,
multi-point lines, as well as more general objects. Therefore by using this schema, we
are able to add new geographic elements easily. In the gml:Polygon element, we can
specify the exterior using the “gml:exterior” element. A polygon exterior consists of an
exterior linear ring. The coordinate pairs of this ring are the vertex coordinates of the
polygon. Thus, there must be at least three vertices, with the last pair of coordinates be-
ing the same as the first. The coordinate pairs are also referred to as control points of the
linear ring. We can specify these control points with the “gml:pos” element, whereby
we enter the coordinate pair separated by a whitespace. For example the description of
a building would look like this:

<en:Feature featureType="Building">
<gml:location>

<gml:Polygon>
<gml:exterior>

<gml:LinearRing>
<gml:pos>619 209</gml:pos>
<gml:pos>643 125</gml:pos>
<gml:pos>706 84</gml:pos>
<gml:pos>716 99</gml:pos>
<gml:pos>677 228</gml:pos>
<gml:pos>619 209</gml:pos>

</gml:LinearRing>
</gml:exterior>

</gml:Polygon>
</gml:location>

</en:Feature>

In this case, the coordinate pairs are simply the pixel coordinates of the bitmap im-
age. GML provides support for various coordinate systems, so that instead of these pixel
coordinates we could later use Gauss Krüger coordinates.

5 Results and Future Work

In this paper we present a promising approach for improving the accessibility of maps.
We show that automatic methods can be applied to extract geographic information from
maps, which leads to a semantic annotation. We are using the open standard GML to
describe the extracted semantic information in a structure, which can be transformed to
auditory or haptic presentations. Our solution demonstrates a high potential in helping
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people with special needs to access maps in bitmap format, which is the most used
format on the Web.

Our future work will concentrate on two aspects: First, the exploitation of other im-
age features like text or symbols to extract additional kinds of information. This will not
only extend the amount of useful information extracted from city maps but it will also
allow us to investigate the usefulness of our approach for other kinds of maps that do
not as much rely on colour codes. Experience in image processing shows that it is not to
be expected that more complex information can always be extracted automatically, so a
semi-automatic process should be aimed at. Second, a closer integration of the methods
into an existing workflow. This will allow a content creator to make use of the methods
in the larger scope of accessible map creation.
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Abstract. Formal description of concepts so that it may be processed by com-
puters has great promises for people with special needs. By making use of on-
tologies, improved user interaction with personal information management sys-
tem is possible for these people. An ontology using semantic web technology is 
proposed which formally describes the mapping information about user’s im-
pairments, and the available interface characteristics. Effort is made to enhance 
accessibility at a generic level by making it possible to enrich the ontology for a 
diverse range of users. Consequently users with all types of special needs are 
able to get already customized interfaces. Especially, the possible adaptation to 
our prototype Personal Information Management System SemanticLIFE [1] is 
the trigger for this investigation. 

1   Introduction 

The end user can conveniently perform the tasks through UI (User Interface) provided 
mental models of both the designer and the user, and the implemented system image 
are coherent with each other [2]. Practically, this triangle is never perfect due to lack 
of shared semantics at each point. The situation is aggravated in case of users with 
special needs. Accessibility for these people can be improved in many ways, e.g., 
improving physical access (mobility impaired people using wheel-chairs require in-
formation on accessible hotel rooms, lifts, ramps), sensory access (hearing or visually 
impaired people need tactile markings or hearing augmentation) & communication 
access (people having difficulties with written text, vision, speech, and language) [3]. 
Ontologies are one of the key enabling technologies for exploring the information in 
numerous possible ways [4]. Their exploitation for accessibility would accelerate the 
inclusion & improve the eQuality for people with special needs in the digital world. It 
is possible to formally specify the concepts in ontologies & hence remove the ambi-
guities so that the interaction is made conformant with the needs of the task at hand, 
& user abilities. The output is presented using additional devices & techniques called 
the Assistive Technology like screen reader, electronic Braille, screen magnifier, 
usage of Alt text, sticky keys etc according to the Web Content Accessibility Guide-
lines (see WAI1). It is noticeable that these guidelines mainly focus on vision impair-
ment & to some extent on motor impairments. Even for visually impaired people 
mostly total blindness is assumed, whereas, there are many types of vision problems, 
e.g., low vision, color blindness, problem in which the person can not recognize the 
images even his own. Other impairments are not significantly addressed by these 
guidelines [5], e.g., person with memory problems, mobility impairments etc. 
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The implementation of existing guidelines, work well for visually impaired people 
provided the information is well structured. For static textual information contents on 
web pages this strategy is already practiced but still there are unresolved issues. Cur-
rently the mapping of impairments with accessibility guidelines is hard coded either 
directly in HTML documents or in style sheets. The problem is severe where one has 
to navigate the ever changing information like on the web & explore the hyperlinks 
with possibility of each time going into a different navigational structure. The issue is 
similar in our system SemanticLIFE which is managing the information using ontolo-
gies for making associations of concepts. These associations represent the additional 
knowledge which was not present before. The human users had to read the contents & 
make sense of it themselves.  Now all users, especially the people with special needs 
are in a better position to access this added explicit knowledge. The accessibility 
guidelines will be fed in the ontology along with the impairments and interface data. 
The link between them is automatically managed by the ontology. The ontology man-
agement is made under user control, be it the user himself or his / her caregiver. 

In the next section, related work is discussed. Next, the accessibility requirements 
for our system are briefly described, followed by our suggested approach for building 
“Impairment-User Interface” ontology. Then some important consequences of our 
ontology, and conclusions and future work are described. 

2   Related Works 

Haystack project [6] has successfully used RDF for designing a component architec-
ture that provides rich & uniform UI. It consists of four parts, i.e., layout, informative, 
decorative, and view. The UI components are populated based upon the ontology 
contents, the metadata for whom is stored in RDF. The semantic information items to 
be presented are associated with appropriate view part in RDF. Here we can incorpo-
rating our accessibility ontology while implementing components. 

Ontologies are used in [7] for providing accessibility in context of web page anno-
tations for conveniently navigating the visual structure of web pages. Their ontology 
consists of semantics about mobility (travel objects such as way points, orientation 
points, & travel assistants), authoring (header, logo, label, heading, footnote, section) 
& context (information seeking, surveying, orientation, navigation, browsing). The 
WAI1 provides WCAG guidelines to encode some of the above information semantics 
but not all. Also, the accessibility is provided only for visually impaired users. 

The recent work by [8] for increasing accessibility of web pages, suggests an ap-
proach to encode the semantic information of the page directly into the page itself by 
introducing lightweight markup, without compromising the creative activity of au-
thors and designers. An ontology is created representing the meaning of data in 
XHTML metatags and then encoding this meaning into the data. The relevant CSS 
remains unaffected, while the semantics become implicit part of data. It works for 
pages with available CSS. Only simple instantiations with property assertions is pos-
sible. Usage of metatags reserved for other purposes is not a stable solution. But it 
highlights the possible XHTML enhancement with new tags for including semantics. 

                                                           
1 Web Accessibility Initiative of the W3C http://www.w3.org/WAI/ (4th Mar’06). 
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Different kinds of user policies (navigation, exploration, presentation, etc.) are in-
troduced in [9] for making the presentation & interaction of XML contents accessible.  
The user policies are supposed to take into account the user’s physical & cognitive 
impairments by encoding the relevant information in XML style sheets. This is a nice 
and practical approach for keeping separate the original document contents & the user 
preferences. This can be combined with Haystack’s design to improve accessibility. 

An organized set of steps is described in [10] for designing ontological-driven se-
mantic applications such as our prototype system SemanticLIFE. An additional step 
could be to incorporate accessibility using ontologies. 

The WWAAC2 project by the European Union is trying to integrate the assistive 
technology, the web, and the signs and symbol language used traditionally by people 
with communication problems for text interpretation. The accessible UI complexity is 
highlighted as a challenging issue to tackle due to conflicting needs by different users. 
Also, ontologies are used to exchange semantics between the concepts databases of 
symbols and the assistive technology. The framework is composed of Concept Code 
Definitions (a plain concepts list), Base Reference Ontology (concepts mapped from 
WordNet3 to used symbols) and (Complementary Reference Ontology (specifies 
missing concepts). Different user groups have been successfully tested against this 
framework in [11]. The proprietary ontologies like Assistive technology Ontology 
need to communicate with the framework by mapping against Reference, and Com-
plementary ontologies using APIs. The role of user impairments is fixed. Our im-
pairments ontology can be used for associating concepts from Concept Code Defini-
tions to specific impairments so that presentations are customized at run time. 

The human disease is conceptualized around Type (disorder types), Symptom 
(signs/indicators), Cause (genetic/environmental), and Treatments (surgery, drug 
therapy, physiotherapy, etc.) in [12]. The therapy can be extended to incorporate the 
notion of interface therapy / adaptation for convenience and rehabilitation of impaired 
user. The concepts of our interest are type (impairment type with associated properties 
to determine the severity of the impairment), and the treatment in context of UI. 

3   Accessibility Requirements 

In order to make an accessible UI, one has to list down nature of the system, the user 
group, nature of data, tasks users need to perform, and their ability or disability to 
perform their tasks. Although this list is not exhaustive, however it serves our purpose 
for demonstrating the positive impact of ontologies on the UI. 

The input to our prototype system is user’s lifetime information items captured by 
independent data feed modules. Those range from emails, documents of various 
types, calendar data, contacts, process state data, browsed web pages, chat sessions 
etc. The primary goal of our visualization is to explore the associations of information 
items. The secondary goal is to visualize their contents to explore further associa-
tions. The associations are of three types. Firstly, these are based upon the already 
available metadata of an information item, for example Exif header fields for  
                                                           
2 World Wide Augmentative & Alternative Communication http://www.wwaac.org/(4th 

Mar’06). 
3 http://wordnet.princeton.edu/ (4th Mar’06). 
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pictures, and email header information.  Secondly, the annotations given by the user, 
for example email1 is related with file1. Thirdly, the associations discovered from the 
contents of the information items, e.g., finding the string “eclipse svn problems” in an 
email body, and associating it with web page “http://subclipse.tigris.org/”. 

Users of the system may vary from normal user to a user having some special 
needs. Since it is not a collaborative but a personal system, therefore a personalized 
UI would fulfill the user’s requirements better than a universal interface.  However, 
using appropriate style sheet the UI can be adjusted for any user. The UI should be 
conformant with the accessibility checklist mentioned in WAI1.  

4   Suggested Approach 

The mapping between the information about user’s impairments & available interface 
characteristics is formally described in an ontology. Then simple subsumption mecha-
nism can be applied based on class-subclass hierarchy & sophisticated inference 
mechanisms by description logic statements for automatic interface adaptation. 

According to our requirements we have followed suitable guidelines from various 
ontology development approaches [13] [14]. The activity is divided in two steps, i.e., 
finalizing general ontology characteristics, and designing its contents.  However the 
ontology development, especially the content design phase is to be iterative in  
nature. 

General Characteristics. It is important to know the purpose, and scope of the ontol-
ogy. Then its possible interaction with other ontologies is specified, followed by a 
description of users, some motivating scenarios, and a list of competency questions. 

Purpose and Scope. The ontology is about user’s physical and cognitive impair-
ments, and the related consequences on the UI. It will be used in context of user’s 
personal information management system. The objective is to exploit the impairments 
data so that user’s interaction with the system is optimized in terms of improved UI. 
The aim of this ontology is to make improvements for all the impaired users in a ge-
neric way instead of focusing only on the stereotypical cases of impaired users. By 
exploiting this generic ontology, improved personalized interaction for all could be 
possible to accommodate diversity. It is a domain specific ontology and will not cover 
general world or common sense knowledge in the initial attempt. 

Interaction with Other Ontologies. In our current prototype, the impairments  
ontology will be required to interact with existing UI ontologies. Other possible inter-
actions could be with DOID4, UMLS5, ICD9CM6, and MeSH7. Sample extracts from 
DOID and MeSH are: 

                                                           
4  http://obo.sourceforge.net/cgi-bin/detail.cgi?disease_ontology 

(4th Mar’06) 
5  http://www.nlm.nih.gov/research/umls/ (4th Mar’06) 
6  http://icd9cm.chrisendres.com/ (4th Mar’06) 
7  http://cvs.sourceforge.net/viewcvs.py/obo/obo/ontology/vocabu-
laries/mesh.obo (4th Mar’06) 
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[Term] id: Doid: 3203, name: Blindness of both eyes, impairment level not further 
specified, rank: 7, xref_analog: Umls_Cui:  C0271217, xref_analog: Icd9cm_2005: 
369.00, xref_analog: Umls_Icd9cm_2005_Aui: A0241434, is_a: Doid: 3204 

[Term] id: Mesh: A.01.456.505.420, name: eye, synonym: "eye" [], synonym: 
"ophthalmologic_effect" [], synonym: "ophthalmological_effect" [], is_a:  Mesh: 
A.01.456.505 ! face, is_a: Mesh:A.09 ! sense_organ 

Users and User Scenarios. The ontology will be used by the end user or his / her 
caregiver in case of severe impairments like cognitive problems. User interaction is 
not only limited to traditional UI part. This ontology is usable in many ways, e.g., 

a. The ontology will be used for customizing / adapting the UI according to user 
impairments. Each interface component has a certain affordance of use [15]. If 
the user is impaired to use it in that way, then it should not be part of the UI. In-
stead a component with better affordability would be suggested for this user, e.g., 
• Color blindness can be Red-Green, Blue-Yellow, and Monochromacy (com-

plete inability to distinguish any color). The confusing colors on an interface 
can be avoided for a particular type of user. 

• Visual acuity refers to the clarity of one’s vision, a measure of how well a per-
son sees. Font size can be adjusted according to the user’s visual acuity. 

• Blindness in one half of the visual field normally due to stroke. For this user, 
the information should only be presented on the better half of the screen.  

b. In tourism domain, the ontology can provide accessibility for a better travel plan-
ning.  But, it is not the major focus for this paper. If user is mobility impaired, 
then while searching route from point A to point B the availability of accessible 
lifts and restrooms can be shown on transits, & also the corresponding time cal-
culations  for the journey (e.g., accessibility of http://www.vor.at/) 

Questions to Be Answered. Some competent queries are framed which must be an-
swered by our ontology. For example, is UI component (such as vertical scrollbar) 
suitable for the user? Otherwise find the alternate interface component. What is suit-
able font size? Which colored control buttons are suitable? What is the most suitable 
screen area for presenting information (right, left or central)? Is lift facility available 
on a specific underground station? Are textual descriptions available using Braille for 
a certain museum etc? Finally, as part of evaluation, all the queries should be satisfied 
and should give correct, consistent, and reliable results without any regression. 

Design of Ontology Contents. Three approaches for designing the ontology contents 
are mentioned in [14], i.e., top-down, bottom-up, & mixed. We followed the top-
down approach which calls for collection of terms, finding/making hierarchy of terms, 
& finding synonyms. This is followed by identification of concepts, their attributes, 
restrictions, cardinality, & interrelations of concepts. 

Important Terms and Their Organization. The intention of this activity was to find 
the concept hierarchies & their interconnections. We also interviewed some physi-
cians8 for this activity. A sample taxonomy is made & is available in technical report9. 

                                                           
8 Private communications with Zubair Kareem, M.D. Phy-Neurologist (Holyoke, MA). 
9  Impairments Taxonomy http://storm.ifs.tuwien.ac.at/publications/ 
ImpTax.pdf (2nd May’06). 
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Fig. 1. Part of Impairment-User Interface ontology 

Classes and the Class Hierarchy. Extending the work from [12] an ontology is cre-
ated using OWL-DL in Protégé 3.1. The main extension is the InterfaceAdaptation 
(see Fig. 1) as another treatment for impaired users of computer systems. 

“Impairment” is a type of disease which needs to be treated. As a result of impair-
ment the concerned person can become partially or completely reliant on some one. 
The sub-classes of “Impairment” and other classes are managed with the help of given 
properties. As a sample case, visual acuity is taken care of by binding it to appropriate 
text sizes. The sub-classes of “VisualAcuity” are associated with “AvailableText” by 
specifying restriction for its property “recommendedText”. While entering the user’s 
impairments data (using instance of “Person”) user’s visual acuity instances would be 
linked with suitable text size. Then it can be used for displaying text on the interface 
for this user. A very simple case is chosen as a proof of concept. 

5   Consequences 

The consequences of this ontology are numerous. Primarily, it will be helpful in 
adapting the UI for a specific user, e.g., specifying a suitable text size. It can also be 
used in deducing the best match for a user with multiple impairments, e.g., if user has 
a very low visual acuity and also he can not focus on left part of the screen then it is a 
composition of impairment classes and related interface options.  Also, the historical 
data generated by users would help to get an insight about the evolving cause-effect 
relationship between the impairments and the computer interfaces. 
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6   Conclusions and Future Work 

Presenting information according to user’s special needs is a complex task. In absence 
of a generic solution each type of special need results in different interface adaptation 
effort. The contributing factors, i.e., the impairments (medical domain), interfaces 
(computer and assistive technology domain), and the consequences of impairments on 
interface (accessibility guidelines) are brought together in form of Impairments-User 
Interface ontology. The demonstration by using a test case shows that the ontology 
could provide a generic step in improving universal accessibility.  

Our future work will focus on incorporating other impairments. Available ontolo-
gies will be used after transformation, if their format is not OWL. Currently, reason-
ers only work on ontology classes. Later, we also plan to apply those on individuals. 

Our approach & projects like USERfit [16] (generating usability specifications us-
ing assistive technology), & GADEA [17] (UI development framework adapted to 
human cognition diversity) may also help & complement each other in future. 
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Abstract. This paper proposes a model for Accessible Information Networks 
based on the experience of the “Serveur Hélène” project and on-going research 
within the European Specific Support Action EUAIN. It outlines the main 
components of the model, that should support contractual policies with 
publishers, as well as technical tools for improving the accessibility of the files 
provided.  

1   Introduction 

Since 2000, BrailleNet has developed a collaborative Web server to gather files 
provided by various players and to produce adapted documents for the visually 
impaired [1]. The Serveur Hélène1 provides organisations producing adapted 
documents with files of books available from a secure repository. Since January 2006, 
the functionalities have been extended to a digital library for individual readers using 
a specific hardware device. To solve the problems of files formats multiplicity and 
incompatibility, BrailleNet has developed an integrated publishing chain. This chain 
is based on XML DTBook  and can produce various adapted formats on demand. 

The EUAIN project (European Accessible Information Network) aims to promote 
e-Inclusion as a core horizontal building block in the establishment of the Information 
Society by creating a European Accessible Information Network to bring together the 
different actors in the content creation and publishing industries around a common set 
of objectives relating to the provision of accessible information. The CEN Workshop 
on Accessible Document Processing (CEN/ISS WS/ADP) is a key activity for the 
EUAIN network. It examines the ways in which this convergence is helping to build 
consensus and create new standards and technologies for the provision of information 
in formats that are more accessible for everyone. 

This paper suggests a model for Accessible Information Networks based on the 
experience of the Serveur Hélène and the on-going research done by EUAIN. 

                                                           
1 http://www.serveur-helene.org 
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2   Overview of the “Serveur Hélène” Project 

2.1   Collaboration with Publishers 

The principles of this collaboration with publishers are: 

− Organisations producing adapted books are registered as partners of the project. 
They sign a contract with BrailleNet to ensure that downloaded files are used 
properly, also providing a list of authorised users. 

− BrailleNet signs contracts with publishers allowing to store files of books on the 
server and make them available to registered partners. 

− Publishers provide BrailleNet with the source files of their books. 
− BrailleNet makes these source files available to associations, libraries for the 

blinds, schools partners of the project (more than 80 organisations). 
− Partners upload files on the server if they want to share them. 
− BrailleNet keeps the history of downloaded files. 
− BrailleNet pays retribution to publishers when books are produced in Braille or 

large print (about 7% of the retail price of the book for each copy performed). 

This approach has many advantages: 

− It creates a trust network between publishers and organisations producing adapted 
documents, with a trusted intermediate (BrailleNet) responsible for the use of 
files. 

− Publishers have a single organisation to discuss with.  
− Publishers can monitor the use of their files via BrailleNet. 
− Organisations producing adapted books can share the work they do for making 

accessible the files provided by publishers. 

2.2   File Formats Harmonisation 

In 2002, we observed that 25 different formats of documents had been gathered on 
the Serveur Hélène, used by transcribers in different ways for different purposes. 
Thus it appeared necessary to harmonise the formats in order to solve the problems 
of documents' representation, formats' flexibility, extensibility and portability. 
BrailleNet has setup an integrated production chain of documents. The DTBook 
Document Type Definition (DTD) was chosen as the central representation of 
documents. This DTD is part of the NISO Z39.86-2002 standard, also known as 
DAISY 3.0. [2] 

To produce DTBook document, BrailleNet has created a MS Word macro to help 
users in producing well structured RTF documents. Such documents can contain 
information about the hierarchical structure, as well as original page numbers, 
MathML formulas and metadata. Once uploaded on the Serveur Hélène, RTF 
documents are converted to XML using upCast2 and then to XML DTBook using a 
XSL stylesheet developed by BrailleNet. 

                                                           
2 http://www.infinity-loop.de 



 A Model for Accessible Information Networks – Findings of the EUAIN Project 87 

DTBook files can be used for producing: 

− accessible HTML documents using customized navigation features (several HTML 
files linked one to each other using table of contents, navigation links on top and 
bottom of each file to reach previous or next section), link to particular CSS 
stylesheets and most of accessibility guideleines of the W3C/WAI. 

− Duxbury files (dollars-code format). Resulting files can be imported directly into 
DBT and then embossed in Braille. 

− PDF for large print which may be more customised according to user’s preferences 
later on (for instance images size and colors …) 

− Text only Daisy 3.0 package: an ncx file for navigation and a SMIL files for 
synchronization are automatically generated from a dtbook file. The dtbook file is 
modified to include references to SMIL files. Used with an opf file including 
book’s metadata generated by the Helene Server, a full text-only Daisy 3.0 package 
is built. This package can be read with a Daisy 3.0 player. 

We developed XSL stylesheets to convert dtbook files in these different formats. 
These stylesheets are launched on the fly upon request of the user. The user can 
customise converters according to users needs (font size for large print, contraction or 
not for Braille, CSS stylesheets to be linked to HTML documents …). 

2.3   Individual Secured Reading 

The Serveur Hélène was primarily intended to partners who produce adapted paper 
books. But once the critical number of 2.000 titles was reached, and many demands 
from individual readers had beeb received, it became obvious that the service should 
be extended to an digital library for the visually impaired, and deliver e-books to any 
reader, interested in any title, available in a proper format. This delivery scheme 
offers more flexibility than the current distribution channels (libraries for the blind, 
associations, schools), because it is highly available and  does not imply a delay in the 
content reception. Structured electronic documents  promise a new reading experience 
for visually impaired enhancing access to information and rendering customisation. 

We set up a protocol to secure the dialog between an hardware platform (like a 
Braille displays or e-book device) and the Serveur Hélène [3]. It is assumed that the 
platform has direct access to the Internet and can embbed a dedicated software reader. 
The platform prevents unauthorised exportations while documents are read. The 
protocol handles platforms' registration, users’ subscription, rights management, 
catalog interrogation and books' delivery. The firts implementation has been made by 
Eurobraille in their IRIS platform.  

3   Observations Made During the “Serveur Hélène” Project 

3.1   Agreements with Publishers 

In April 2006, 2.522 titles were available in the catalogue: 1.937 titles under 
copyright (76.8%) and 585 titles from public domain (23.2%). Since its creation, the 
Serveur Hélène received 8.210 files of books. 
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1.719 of the 1.937 titles under copyright were authorised by publishers (88.7%), 
authorisations pending for for 114 titles. 104 titles were refused (5.3%). In general, 
when publishers enter in collaboration with the “Serveur Hélène”, they usually give 
their authorisation for every title they are demanded. 

3.2   Source Files Provision 

66% of the books authorised by publishers were provided with the corresponding 
files.  For 34% of books the files were provided by partners (adapted formats) . Only 
4% of titles files were missing the files. 47% of the files provided by publishers were 
in Microsoft Word format or RTF. 42% were provided in PDF and about 10% in 
Quark XPress format. The last 1% was provided in HTML. 

The Case of PDF Files. As PDF is becoming a format more and more often used by 
publishers, we conducted a study on 196 files provided by different publishers 
between 2003 and 2006, in order to better identify their features. The PDF files were 
scanned using a tool called “pdfinfo”, a tool created by the developers of Xpdf, a free 
open source PDF reader3. For each inspected file, pdfinfo prints out the version 
number of the PDF format, if it is tagged, optimized, encrypted, the name of the 
software programme used to produce this file, the name of the software programme 
used to create the content of the file. The results are summarised in table 1. 

Table 1. PDF versions of files received from publishers 

PDF version number Number of files Percentage 
1.0 1 0.5% 
1.1 1 0.5% 
1.2 32 16.5% 
1.3 115 58.5% 
1.4 44 22.5% 
1.5 3 1.5% 
1.6 0 0% 
Total 196 100% 

The study stressed the fact that the PDF files were mostly generated with Adobe 
Distiller (71% of the studied PDF files), but many different versions of Distiller were 
used (3.0, 4.0, 4.05, 5.0, 5.01, 5.05, 6.0 and 7.0), that is why we have encountered so 
many different versions of PDF. 

16% of the studied documents were created using Adobe InDesign, 21% using 
Quark XPress and 13% using Microsoft Word. It is important to note that this 
information was not available in 44% of the studied files. 

• The majority of PDF files provided by publishers were inaccessible because of the 
version of PDF: Tagged PDF was first introduced in the specifications of PDF 1.4, 
and the support of tagged PDF was really improved with PDF 1.5. As 76% of the 
files were provided in a version earlier than 1.4, these files do not support 
accessibility features at all. 

                                                           
3 http://www.foolabs.com/xpdf/ 
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• When accessibility features were available in the PDF formats used, these features 
were not present in the files we received for two reasons: 

− Authoring tool or page layout software programmes were not properly used to 
add structure to documents; 

− Exportation tools used to create PDF files were not properly used or 
configured and so documents structure was present but not exported. 

3.3   Statistics on the Use of the Service 

2558 titles under copyright have been downloaded by registered partners since the 
end of 2001 (about 47 titles per month). The number of download titles has 
considerably increased since 2003 and currently between 200 and 300 titles are 
downloaded every month. Currently 64 organisations producing adapted documents 
are registered. These organisations are mainly located in French speaking countries 
and especially France.  

Since January 2006, 55 readers have registered to the “Bibliothèque Hélène”.  9 
accounts were created by special schools for their pupils. These accounts are not 
bound to a particular pupil but are made available to everyone. From January to April, 
2006, 44 books have been downloaded using a secured platform. Most of them were 
under copyright.  

4   Proposed Enhancements 

The results presented above validate the model of the Serveur Hélène. They show that 
publishers are willing to cooperate and provide files, and that there is an audience for 
the Serveur Hélène and the digital library.  

Nevertheless, we have identified limitations on two main aspects: 

• The quality of files provided by publishers that are poorly structured and re-usable; 
• The fact that for now the digital library can only be accessed with one vendor 

specific platform. 

To consolidate the implementation of this model, we propose further developments 
in two directions: 

4.1   Instruments for Publishers and Authors 

Guidance and publishing support should provided for improving the quality of their 
files (Figure 1):  

• Authors are the first actors in the publishing process. They should therefore be 
involved in structuring  the source documents. Publishers often provide their 
authors with authoring guidelines, especially in technical publications. These 
guidelines should include accessibility requirements and precisely describe how 
authoring tools should be used for that. When authoring tools do not offer the 
necessary features, publishers should recommend other solutions. 

• As publishers often sub-contract a part or the whole pre-press process, they should 
include accessibility requirements in their contracts with subcontractors. This could 



90 B. Guillon, C. Desbuquois, and D. Burger 

take the form of checklists accompanying the delivery of a file by the sub-
contractor, where each item should be validated. To ease the work of pre-press 
technicians, specific guidelines should be published for the main authoring tools on 
the market. These guidelines should be written by software publishers in 
collaboration with accessibility experts. 

• Electronic book sellers should also be provided with guidelines to make their e-
documents accessible. 

• Finally, organisations cooperating with publishers for the adaptation of their books 
should develop their expertise on the publishing software tools. 

 

Fig. 1. The instruments enhancing the accessible information publication process 

4.2   New Solutions for Distribution to Readers 

This digital library should propose a simple access to documents, with no specific 
hardware requirements, because these requirements limit the number of potential 
readers. A new distribution channel must be set up, where security is still guaranteed 
by hardware protections (using an USB cryptographic dongle for example) but where 
users can access content using a simple desktop computer. The PDF format and the 
accessibility features of the latest version of Adobe Reader provide solutions that will 
be explored. 

5   Conclusion 

In this paper we show that it is possible to set up a practical accessible information 
network of organisations cooperating for the production of accessible information. 
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This network shall use normalised tools and practices, with technical experts to keep 
working with publishers for innovative solutions. 

The distribution of accessible electronic documents shall reliably guarantee 
intellectual property rights without restricting access to information. 

This network acts as a trust network where the players are well identified and are 
responsible and accountable for the use made of the files provided by publishers. 

 Relations with publishers shall be organised by trusted intermediaries to discuss 
intellectual property rights and structured files provision. These intermediaries are 
legally acknowledged by public authorities. 

Publishers have clear specifications on the file formats they shall provide at their 
disposal. If necessary, guidelines or tools are supplied to help publishers in integrating 
accessibility in their production chains.  

Publishers introduce accessibility in the contract they sign with subcontractors. 
They also guide their authors in creating structured information using the prescribed 
authoring tools. 

When new electronic products are designed, accessibility is to be considered in the 
functional specifications and in design and development. 

The main objective of the EUAIN Specific Support Action is to contribute to the 
realisation of that reachable objective, in cooperation with the publishing world.  
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Abstract. This article discusses the basic need for accessible information, the 
METAe Project and its results as related to the digitisation of printed materials, 
the advantages of harvesting structural metadata during the process, an 
overview of the digitisation technology and workflow in the docWORKS 
conversion solution from CCS, and a perspective and conclusion section 
relating to these subjects highlighting examples of where the technology is in 
use today and how the information can be used in the future. 

1   Introduction 

Information is a basic need of the society. For many centuries innumerable archives 
and libraries of the world formed the largest and most reliable information centre for 
the learning and the curious, pupils and professors, or to put it another way … for 
everyone. 

With the help of the Internet, current information is at nearly everyone’s disposal. 
By comparison historical material containing valuable cultural and scientific 
information is not as readily accessible. Right now only a fraction of contents of the 
today’s libraries and archives is available in digital format to the general public. 
Usually the original can only be accessed in printed form or microfilm/microfiche, 
which means search, use and distribution of the information is both time-consuming 
and cost-intensive. 

The digitisation and conversion of printed items into electronic formats were, until 
recently, complex and cost-intensive. Insufficient budgets and/or resources prevented 
extensive transformations to digital repositories. Reliable methods for long-term 
security and the storage of these enormous data sets were virtually unavailable. 

2   The METAe Project 

As the result of the METAe project (http://meta-e.uibk.ac.at), funded by the 
European Commission through the 5th Framework Research Program, CCS Content 
Conversion Specialists GmbH, Germany developed a comprehensive software 
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solution, available on the market since 2003 under the brand name 
docWORKS/METAe. Altogether 14 partners from European countries and the USA 
were involved in this research project. Through the co-operation of libraries, 
universities and IT companies this project represented the model of a successful co-
operation for the integration of library standards into the software development 
process to determine the new conversion technologies needed by the library 
community. 

docWORKS is a production tool, which offers an automated, structured conversion 
of printed documents into digital objects, which describe the physical and logical 
document structure by consistent use of international XML standards. These XML 
documents are to be equated concerning quality and structure with born digital 
documents and can be transferred to digital library systems, portals, document, 
content and knowledge management systems. 

2.1   Creation of Structural Metadata 

The main goal achieved through the project was the automatic generation of 
administrative, descriptive and structural metadata.  In previous conventional 
digitisation  projects these could be generated with a substantial amount of manual 
labour and associated costs.   For these reasons only a very flat indexation and/or 
structuring was done in many cases. 

The advantages of highly structured documents:   

• As "digital original" they meet the requirements for a digital long-term storage 
in repositories  

• With the use of XML open metadata standards, the data can be migrated and 
transformed to meet future requirements  

• With logical structures search results are improved (chapter-, article-based) and 
more easily accessed (pictures, captions, footnotes, etc.)   

• Continuity between digitally created and digitized documents 
• Data storage is maintained separately from presentation systems therefore the 

data is not modified making adaptation to future systems and technologies 
possible 

2.2   Technology Overview 

The generic, rule based document analysis technology covers a wide range of 
different document types such as books, journals, newspapers, but also scientific 
documents like theses, dissertations and reports. The workflow of the conversion 
process has been automated and simplified to make the digitisation more cost-
effective and focus on mass digitisation.  

The conversion process depends on the document type and can be completed 
automatically, semi-automatically or manually. Interactive user interfaces are 
available to monitor the conversion progress, as well as the verification and correction 
of conversion results. For conversion a rule-based, object-oriented engine is used in 
connection with text recognition technology (OCR), supplemented by manual and/or 
semi-automatic interaction capabilities.  
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The conversion workflow is document and application dependent and the 
conditions can be varied. The goal is to make processing as efficient and automated as 
possible. By using client server based processing, the throughput can be scaled in 
such a way that it meets mass digitisation requirements. A central, server-based 
conversion as well as quality assurance spread over internal or external resources 
enables distributed production workflows. 

During the conversion process physical objects such as text zones, pictures, tables, 
advertisements, etc. including their characteristics are determined. In addition to 
logical structures such as chapters, captions, author, article, etc. as well as associated 
metadata are determined. Text zones are converted to electronic text with integrated 
OCR technology. The processing of historical typefaces is supported as well. 

 

Fig. 1. Digitisation/Conversion Workflow 

The rich standardized XML-based output increases the added value of digitised 
collections and opens up new dimensions of access and usability. docWORKS 
supports open metadata standards like METS, Dublin Core, MODS, NISO MIX, 
ALTO for storage in repositories and through XSLT transformation virtually any 
format can be derived for presentation and distribution purposes.  

Since people with specific learning difficulties or other kind of disabilities need 
structured information for navigation as well as an adapted visual or audio-visual 
presentation via various output devices, the highly structured “digital originals” 
created by docWORKS provide the source for required transformations to those 
formats. 

The converted documents are exported in different standard formats. The most 
important are image (e.g. tiff, JPEG, JPEG 2000), PDF (alternately with bookmarks 
and hidden text) and XML, where the international metadata standard METS, hosted 
by The Library of Congress in the USA (http://www.loc.gov/standards/mets/) is used 
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in first place. Among other things, the "structure map" defines the logical document 
structures e.g. chapters and articles. In order store additional information about the 
physical layout from document pages, in the context of the METAe research project 
the ALTO schema was developed, which the Library of Congress has meanwhile 
adopted as the future standard for the NDNP Project (National Digital Newspaper 
Program, http://www.loc.gov/ndnp/). This project aims to digitize historical 
newspapers from all 50 US states and make them available online.   

3   Perspectives and Conclusion 

Since 2003 docWORKS has been extended to reach a higher degree of automation 
and cover a broader range of document types. docWORKS is in use at in-house 
digitisation centres at Harvard University Library, Library of Congress, Texas 
University Library, Royal Danish Library, National Library of Finland as well as 
market-oriented service vendors like OCLC Preservation Service Center in 
Bethlehem, USA and some others in Europe. 

Although libraries, archives and universities had been the early adopters of the 
docWORKS technology, the publishing industry has expressed more and more 
interest in using effective conversion workflows for digitising their archived materials 
and making them available online. 

The success of METAe and the subsequent projects shows that the use of new 
technologies can fulfil the fundamental structural requirements and form the 
framework for today’s digital repositories. The additional metadata generation and 
storage forms the basis for a digital long-term preservation as well as multiple 
presentation, processing and distribution options through trend-setting metadata 
standards with logical structures forming the basis for current and future media. 

The high degree of automation fulfils the needs of mass digitisation and can 
thereby support and optimize existing national and international digitisation 
initiatives.  
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Abstract. As rich media moves further into our daily lives, whether at home, 
work, or on the go, lack of accessibility in mainstream content and end-user 
devices remains a challenge. Digital Talking Books are an example of how 
accessible content that merges text, audio, and structure, can be delivered on 
specialized portable devices for use by those with print disabilities.  Mainstream 
media formats and standards are evolving that allow structural and meta 
information to be included in multimedia, yet authors may not utilize such 
capabilities and playback systems may not expose them even if present. Music 
playlists, as found on ubiquitous media devices such as MP3 players, offer 
conceptual similarities to talking book navigation but lack accessibility. With 
the growing presence of multimedia enabled mobile phones and devices, and 
increased availability of mobile audio and video, the accessibility of the content 
and user interface becomes a critical issue.  

1   Introduction 

Playlist navigation on mobile media players is an interaction model not dissimilar to 
that of navigating structured audio books for people with print disabilities. In fact, in 
most cases, both have a basic model of moving within and between hierarchically 
structured elements of content. In the case of music, the structure is defined by the 
nature of the content (Artist, Album, Song; Genre, Artist, etc.) or by the consumer 
(“my favorite songs,” “my favorite artists,” etc.). In the case of audio books, structure 
is defined by the producer or author, and often significantly exceeds the hierarchical 
depth of a music collection (e.g., Book, Volume, Chapter, section, sub-section). 
Audio book structures are not limited to the chapter model [1], as a variety of works 
and publications exist (e.g., Book, Canto, line; Play, Act, Scene, Line; magazine, 
letters, articles, opinions).   

Navigation of digital talking books, such as those implemented in the ANSI/NISO 
Z39.86-2005 standard [2], is accomplished through selection of a navigation level, 
with movement within a selected level controlled physically in the user interface via a 
previous and next button. In mainstream digital media players, audio book navigation, 
if present, is limited to a flat list of chapter markers. The presence (or absence) of 
chapters on mainstream players may be indicated by a small visual tick mark on a 
visual timeline, with movement between chapters controlled via previous and next 
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buttons. Though such navigation capabilities are discoverable non-visually, they are 
far from accessible and provide no overall indication of the structure.  

The richness of mobile multimedia is evolving rapidly. Podcasts, growing in 
popularity, generally lack any navigation features, yet often consist of a sequence of 
segments or stories. Some podcast formats even allow for synchronization of images 
and text but this capability does not appear to be widely used. Video content (video 
podcasts) may contain a variety of content styles, ranging from cinema to university 
lectures.  Utilization of accessibility features in video content (e.g., captions and 
descriptive audio tracks) appears limited, both in terms of content and implementation 
in the players.   

Exposing navigation options can be a useful feature for many types of content and 
usage scenarios. Hakkinen, et al [3] have proposed generalizing the talking book 
navigation model to enhance usability and accessibility of structured multimedia. As 
content becomes more complex, exposing navigation options and control in the user 
interface, particularly in an accessible manner, is a design challenge when faced with 
limitations in screen size and physical input mechanisms.  Mainstream media players 
generally utilize a simple user interface model with a limited number of physical input 
keys or touch mechanisms. Navigation is generally begun by selecting a playlist, 
audio book, video, or podcast. Once selected, navigation is allowed between 
songs/videos/podcasts and audio book chapters (if present) using a single press of a 
previous or next key. In addition, time-based movement within the current playing 
media is possible, generally by pressing and holding a previous or next key.  

For rich content, simply calling navigable points a “Chapter” is inadequate, despite 
wide use in DVD and audio book content. This approach, though simple to 
implement, applies a user interface presentation and naming convention that often 
will not match the authored content.  The ANSI/NISO Z39.86-2005 standard [2]  
attempts to solve this problem by providing a “resource file” to supply accessible 
labels for each type of structural element within a publication, thereby allowing a 
player user interface to appropriately render navigation options (e.g., go to Previous 
or Next Canto, Article, Story, Line, Scene, etc.).  

Mainstream media players have exclusively focused on a visual interface, which at 
best augments the interaction with clicks or beeps, followed by immediate playback 
of the selected item. For anything other than basic player controls, non-visual 
operation is severely constrained. Addressing this general problem, previous research 
has explored using granular, time-based navigation (e.g., Roy & Schmandt [4]) to 
enhance usability of structured audio in a mobile device. Gestures and audio feedback 
have been explored to improve usability of mobile media player interfaces (e.g., 
Pirhonen, et al [5]).  The current interaction model of digital talking books, an area 
with limited empirical user research and guided largely by user requirements and 
feedback from an active user community, suggests avenues for new research to 
explore enhanced usability and accessibility for mobile multimedia.   

2   Prototype User Interface 

A user interface model has been proposed [6] for use on personal digital assistants to 
navigate audio e-books via a single “wheel switch”, thus allowing non-visual access 
to playback control and navigation features. This model has now been implemented in 
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prototype form for usability research, and interfaced to both a three position wheel 
switch as well as a circular touch pad with a center selection switch.   

In this prototype, all elements of the user interface are presented both visually and in 
audio. Audio prompts may be presented using pre-recorded digital audio (human voice 
or other non-speech cues) or synthetic speech. Visual presentation is via a multi-line 
text LED or color flat-panel LCD display.  Audio is presented via headphones.  Video 
content, if present, will appear on the attached flat-panel display. The prototype 
hardware is controlled by software running on a laptop computer. Specially developed 
control software provides built-in, standard media player functions and also interfaces 
to digital talking book software [7].  The software is instrumented to record task 
conditions and user response times and stores this data for later analysis. 

Using the digital talking book model, the adaptable, software user interface 
incorporates the following key features: exposure of named (labeled) levels of 
granularity for navigating the current content, selection of active navigation 
granularity, skip ahead/skip backward by current granularity, and a “pause… where 
am I?” function. The granularity levels are effectively the structural hierarchy of the 
current content, with the optional addition of time-based units of movement (e.g., skip 
ahead 5 seconds) and user defined navigation points (e.g., bookmarks). See Fig. 1.  

 

Fig. 1. Example of a Skip Granularity Menu 

3   Preliminary Research 

Preliminary studies are underway to explore the combined audio/visual interface with 
sighted and low vision users. A search and navigation task is used to examine the 
difference in task accuracy and completion time for both user groups. Early results 
show a performance advantage for the visual interface when compared to the audio 
only presentation. Methods to create an efficient and understandable audio interface 
comparable in performance to the visual model are currently being explored. This 
work includes the mixed use of speech and non-speech cues and variation in the 
speech presentation rate.  

Because the hardware prototype was tethered to a laptop computer, initial studies 
do not place any concurrent activity load on the subject.  Follow-on studies will 
reduce the prototype form factor to allow contextual evaluation of the interface with 
tasks such as walking.  
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4   Conclusion 

Current mobile multimedia devices ignore accessibility, limiting their usability by 
people with visual disabilities, as well as by sighted users engaged in tasks where 
their eyes are “busy”.  A prototype user interface has been developed and is being 
used to explore a combined visual/auditory presentation in the context of mainstream 
mobile media players.  Research findings from this work are expected to have 
implications for the universal design of mobile multimedia interfaces. 
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Abstract. Traditionally, libraries serving persons who are blind or print 
disabled have had to create accessible, specially formatted materials and 
distribute these products to their patrons. As new technologies evolve, there is 
the vision of a time when materials published for the mainstream can be made 
accessible to persons with disabilities at the same time and at no greater cost 
than the versions targeted for the mainstream consumer. 

This paper and presentation will both provide you with an update on the 
"traditional" activities, and reveal the essential roles that many libraries for the 
blind are playing in the standards, open source software, and the consumer 
products arena that will lead to that vision of the future. 

1   Libraries for the Blind Section (LBS) of International 
Federation of Libraries Association (IFLA) and the DAISY 
Consortium Working Together 

LBS and the DAISY Consortium [1] have agreed to coordinate work between the two 
organizations. While IFLA-LBS [2] represents the interest of libraries serving persons 
with disabilities, the DAISY Consortium develops standards, implementation 
strategies and tools, and promotes technology surrounding reading and access to 
information. It is this simple symbiotic relationship that is proving to be highly 
effective. The DAISY Consortium focuses on the standards development, builds tools 
for production, reading, and provides training and technical support. IFLA-LBS 
libraries produce the accessible books and provide the surrounding services their 
library patrons need. 

The Vision and Mission of the two organizations are different, but they share a 
common theme, reading, and access to information. It is this shared theme that bonds 
the organizations together. Without reading systems and without conforming content 
(books, journal articles, etc.), there would be nothing for the print-disabled library 
patron to read, but where do the reading systems and the content come from? 

1.1   Digital Content from the Web, Digital Publishing, and Libraries Serving 
Persons with Disabilities 

The technology savvy person with a disability has a huge advantage in accessing 
information today. Assistive technologies, such as screen readers for persons who are 
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blind, and screen magnifiers, for persons with low vision, along with a wide range of 
other products that make computers accessible, also can make the digital information 
accessible. "Can make" must be emphasized, because the data representation of the 
information and the techniques used to present the data must be designed correctly to 
be used by everybody in our society.  

A major role of libraries serving persons with disabilities is the development of the 
standards for fully accessible, highly functional information systems. Collectively, the 
libraries represent the print-disabled people they serve; the libraries are not only 
collections of books, but they are also centers of expertise as it relates to reading by 
persons with disabilities. It is natural for these libraries to work together to ensure that 
data models for information evolve in ways that will benefit not only the print-
disabled reader, but the whole of society. 

2   Delivering Services Today, Working Toward Tomorrow 

The libraries serving persons with disabilities have a difficult job today. A large 
percentage of their patrons are not computer power users. This average library patron 
must be served using the technology that is appropriate for each person. Hence, the 
libraries are faced with the job of introducing new technologies for reading to their 
consumers. 

But wait, there is more! The libraries are also tasked with: 

• Identifying the requirements for reading systems; 
• Developing the standards for data representation; 
• Creating a market for hardware and software reading systems; 
• Ensuring that production tools are available for creating content; 
• Creating the accessible, highly functional books that conform to the standards; 
• Distributing the content to the library patron. 

2.1   Libraries Serving Persons with Disabilities Supporting the Formation of the 
Web Accessibility Initiative (WAI) 

The World Wide Web Consortium (W3C) is the standards setting body for the 
Internet. The WAI [3] is one of the four branches of the W3C and is devoted to 
ensuring that the evolution of the Web includes persons with disabilities. The DAISY 
Consortium is a member of the W3C and is represented in the WAI activities and in 
other W3C working groups. Formation of the WAI was strongly supported in many 
sectors; libraries serving persons with disabilities helped to build that ground swell of 
support for the WAI. Not only were the libraries represented in the founding groups, 
but also libraries were driving the requirements of persons with disabilities forward in 
the evolving HTML, SGML, XML, and SMIL standards design. 

The role of libraries in the standards setting process is essential. The requirements 
of persons with disabilities must be put forward, explained, designed, and defended. 
When we emphasize defend we mean that many, many times it is easy to design 
information systems that do not take into account disabilities. Perceptual disabilities, 
such as vision or neurological problems, i.e. blindness, low vision, or dyslexia are not 
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considered in the bottom-line approach of big business. Big business does not 
consider small market segments; it is the essential role of libraries serving persons 
with disabilities to put forward the socially conscientious perspectives. 

2.2   Synchronized Multimedia Integration Language (SMIL) 

Multimedia is without a doubt the direction rich content will take. This offers persons 
with disabilities significant advantages, because the information can be represented 
through several sensory channels. Text, image, and audio synchronization can provide 
the user multiple channels to choose from to get the information. The blind user can 
select the audio channel, for example. However, the standards and the best practices 
for the production of content must address issues essential to persons with disabilities; 
the libraries are represented in the W3C working group charged with evolving this 
multimedia standard. 

3   DAISY Standards 

The Digital Accessible Information System (DAISY) Consortium has its roots in 
Libraries for the Blind Section of IFLA. The DAISY Consortium has gathered 
requirements from LBS patrons to identify the ideal reading systems for development. 
It has then integrated key experts in their employment to participate in W3C working 
groups, and in other technology development initiatives focused on information 
delivery. Once the W3C standards have been set, the DAISY Consortium applies 
those standards in the development of specifications specifically designed to serve 
persons with print disabilities. 

The DAISY standards Based on W3C recommendations made their way into 
standards activities in the USA. The National Information Standards Organization 
(NISO) [4], with experts from the DAISY Consortium -- employees from LBS 
members evolved the initial DAISY work into the ANSI/NISO Z39.86-2005. The 
DAISY Consortium was named as the maintenance agency, the first time NISO has 
placed that responsibility on an international organization. 

In addition, the DAISY Consortium is participating in the following standards 
developments: 

• International Digital Publishing Forum (IDPF) [5] 
• Consumer Electronics Association (CEA) [6] 
• Organization for the Advancement of Structured Information Standards (OASIS) [7] 
• International Telecommunications Union (ITU) [8] 

4   Implementation of Standards 

Unlike other standards organizations, the DAISY Consortium has a major focus on 
implementation of the standard. The Members of the DAISY Consortium are, for the 
most part, LBS members as well. The requirements are gathered from this group and 
from other related companies and organizations. With these requirements in hand, a 
long term "Road Map" is maintained to keep a clear vision of the implementation of 
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the standards before the organizations. Standards, production tools, conforming 
content, and interoperable reading systems must all be in place for successful 
implementations. 

It is instructive to detail some of the mechanisms that are currently in place: 

• DAISY Knowledge Network: A Neuro Approach to Information 
A comprehensive community-based information system to share the collective 
knowledge of companies and organizations implementing the DAISY standards. 

• DAISY OK: Interoperability between Reading Systems 
Producing the content once and having it render (play and present) on any 
conforming reading system is essential. DAISY OK self-certification makes this 
possible. 

• Production Guidelines 
Knowing how to structure and produce content, convert books to a digital form, is 
one of the basic functions for the LBS organization. Building on the shared 
experiences of the organizations and putting them into guidelines are one of the 
services provided. 

• Production Tools 
Identifying requirements in production tools and then setting out to make the tools, 
or encouraging vendors to produce tools that meet the requirements is fundamental 
in the overall process. 

5   Services to Individuals 

The Libraries for the Blind Section, in addition to contribution of expertise to the 
standards activities, must continuously engage in the provision of their basic services, 
which includes: 

• Maintenance of the library catalog 
Develop and continuously update the accessible catalog of books and publications. 
In many cases, the catalog access is provided by library staff on the telephone. 

• Delivery of Reading Materials 
Distribution to the patron through the post or internet of the titles and publications 
they have requested. 

• Distribution of multiple formats, including powerful DAISY content 
Patrons require different formats, including braille, large print, and the DAISY 
format materials. The DAISY materials must be produced to meet the navigation 
and the high performance needs of the library patron. 

• Descriptions of Graphical Content 
It is the libraries role to provide access to graphical content. This means that the 
important images, photos, flow charts, and diagrams must be described within the 
context of the publication in which it appears. 

• Braille services 
Many of the libraries engage in the delivery of braille to their patrons. This is an 
invaluable service to those individuals who are braille readers. 

• Tactile Graphics 
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Many graphical concepts are best communicated through tactile graphics. Having 
expertise in this area and selecting the right graphics to produce and deliver to the 
individual is essential. 

• Mathematics, Music, and Specialized Content 
These types of items are extremely difficult to make accessible. They require 
special treatment. It is expected that the libraries will continue to produce this. 

6   Development of a Global Library 

Now that DAISY Standards have spread throughout the world, libraries are looking to 
share content across international borders. It is envisioned that production of a 
publication would happen once in the DAISY format and then share that title 
throughout the world. There are copyright laws and exceptions that must be addressed 
both nationally and on a global basis. In addition, the terms and conditions of 
collaboration among the libraries will need to be established. 

7   Integration into the Mainstream 

While the DAISY format is pervasive in the Libraries for the Blind Section, the 
mainstream of publishing has not embraced the standard. Competing standards and 
proprietary formats for digitally published materials abound; no format has yet risen 
to the forefront to be adopted. It is possible, and the DAISY Consortium is proposing, 
that the DAISY Standards could evolve to become the leading Standard for published 
content. 

If a Standard for publishing, that is founded on accessibility could become the 
global standard for published content, then the function of libraries throughout the 
world would completely change. Of course, this is the vision we share. 

8   Open Source, Raising the Bar, Breaking Down Barriers 

The DAISY Consortium engages in extensive open source developments. This open 
source is in the areas of: 

Conversion tools that 
• Convert from inaccessible or marginally accessible formats to XML in the DAISY 

standard; 
• Transform from one XML vocabulary to the DAISY XML; 
• Upgrade utilities to move from previous versions of DAISY to the latest 

recommendation; 
• Formatting utilities to output in formats such as braille and large print; 

Validation utilities 
Open source validation utilities that can be incorporated into other products or used as 
stand-alone products. 



 The Essential Role of Libraries Serving Persons Who Are Print Disabled 105 

Reading systems 
Open source reading systems, such as AMIS, that can be localized for any language. 

Multimedia data model and SDK 
It is expensive to build a comprehensive multimedia environment. The DAISY 
Consortium is breaking down the barriers to moving into software development by 
providing a comprehensive object oriented data model and a software SDK to be used 
in the building of products. 

9   United Nations World Summit on the Information Society 
(WSIS) 

The United Nations in 2003 and again in 2005 held the "World Summit on the 
Information Society" [9]. At both of these conferences, the DAISY Consortium and 
the libraries that make up the organization promoted the importance of including 
persons with disabilities in the design of our "Information Society". At both 
conferences, forums were held that brought together leaders in the disability 
community and raised a single voice that the United Nation's delegates could hear. 
This is yet another example of the essential role of libraries serving persons with 
disabilities in the Information Age; there is nobody else to raise the difficult issues. 

10   Need for Continued Funding of Libraries Serving Persons with 
Disabilities 

All the Full and Associate Members of the DAISY Consortium are non-profit 
organizations. Funding for the libraries in the world comes from a variety of sources. 
Please consider supporting your nation's library system that serves persons with 
disabilities. In addition, please consider supporting the DAISY Consortium through 
our online donation opportunities. Visit: http://www.daisy.org to learn more. 
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Abstract. The serial nature of speech technology seriously reduces the
efficiency of blind individuals accessing web-based documents. Locat-
ing and manoeuvring to the required information can often be slow and
laborious. This paper describes WebTree, a rather simple, yet highly cus-
tomisable tree structured interface to web based documents, which pro-
vides page summaries based on the tree-like arrangement of the mark-up.
The user dynamically controls how much of the document’s tree hierar-
chy is to be exposed on a (virtual) screen at any given time. Thus, entire
element sub-trees may be efficiently traversed with minimal difficulty.
Methods for incorporating non-hierarchical elements (such as tables),
are also discussed. In addition, an alternative search mechanism, which
allows for the restriction of the search to specific mark-up elements, is
examined. Finally, this paper includes the initial findings from user eval-
uation tests and provides some additional recommendations to increase
the usability of the interface.

1 Introduction

The rapid growth of the World Wide Web has resulted in access to substan-
tial quantities of written material previously inaccessible to those with little or
no vision. Once accessibility guidelines, such as the Web content Accessibility
Guidelines (WCAG)1, are adhered to during the content design and authoring
process, blind users can more easily navigate these websites and gain access to
the required information through speech synthesis technology.

The WebTree system described in this paper does depend somewhat on an
assumption that content complies with accessibility guidelines. Although levels of
compliance are still quite low [1,2,3], there is good reason to expect an increase in
website conformance. Web accessibility has been highlighted in legislation, such
as section 508 of the Rehabilitation Act in the U.S.2, and in case law.3 The draft
1 http://www.w3.org/TR/1999/WAI-WEBCONTENT-19990505/
2 http://www.section508.gov/
3 Reader’s Guide to Sydney Olympics Accessibility Complaint:
http://www.contenu.nu/socog-PR.html
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code of practice4 under the Irish Disability Act 20055 specifically requires public
service websites to comply with level Double-A of the WCAG 1.0 guidelines.

There are huge differences in interaction methods involved when using purely
audio output in comparison to visual interaction. A sighted user is generally
capable of quickly scanning and selecting those items deemed as important page
content. This is achieved through examining the spatial relationships between
elements and through the use of visual cues, such as changes in font size, colour
or emphasis. Unfortunately, due to the serial nature of speech technology, only
a small fragment of the content (a brief segment of the audio stream) is directly
perceivable at a time. Thus, to avoid reading the entire content to obtain a
mental model of the page structure, additional in-page navigational approaches
are potentially very helpful.

To obtain an overall picture of a web page, many current audio browsing solu-
tions offer methods to navigate directly to the content enclosed within a subset of
named mark-up elements, e.g., jump to the next/previous <h*> or <table> ele-
ment. Sometimes a specialised summarisation function providing the reader with
an overview of the content is also included. These range from views containing
specific named elements, e.g., headers or hyperlinks6,7, to document renderings
based on the most common word trigrams in the text [4]. JAWS+MS-IE8 also
includes page summaries based on the first line/sentence within a paragraph, or
entire paragraphs comprising specified words or phrases. Other summarisation
solutions include Parente’s audio enriched links mechanism [5] and the Hearsay
system [6].

In addition, tabular material (a two dimensional grid of cells) poses serious
issues for a serial interface. When reading horizontally across the row, the user
may have to listen to the content of many cells before the required information
is found. It may also be difficult to distinguish the contextual breaks between
the cells. Raman proposed exploiting stereo (spatial audio) to indicate the lo-
cation of the cell [7]. The first element of each row is spoken solely on the left
channel; the rendering then progressively moves to the right, with the last ele-
ment spoken solely on the right channel. Alternatively transformations are some-
times performed on the content to aid comprehension. The solution employed by
JAWS+IE is to present each table cell in the sequence in which it appears in the
mark-up with additional functionality to navigate from cell to cell. Yesilada et al
also recommended a browser with such navigational functionality [8]. However,
they also proposed performing semantic analysis to determine the context in
which the cells appear, if presenting in a linear form.

4 http://tinyurl.com/o3rdp
5 http://www.oireachtas.ie/viewdoc.asp?DocID=4338
6 JAWS for Windows:
http://www.freedomscientific.com/fs_products/JAWS_HQ.asp

7 Home Page Reader (HPR):
http://www-3.ibm.com/able/solution_offerings/hpr.html

8 Recent versions of JAWS have included specific features optimised for use with the
Microsoft Internet Explorer web browser:
http://hj.com/fs_products/software_jaws60fea.asp#Internet_Explorer
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2 Description of the WebTree System

WebTree has been developed to explore the use of an alternative, highly
customisable tree structural approach to the auditory rendering of web based
documents [9]. It provides alternative page summaries based on user-selected
components of the underlying mark-up. The user dynamically controls how much
of the document’s tree hierarchy is exposed on a (virtual) screen at any given
time. Thus, entire element sub-trees may be efficiently traversed with minimal
difficulty. Through the customisation facility the user can decide which elements
have their content automatically appearing in the display, or whether the ele-
ment should be excluded altogether. This acts as a mechanism for generating
alternative views of the same document. Similarly, styling can be associated with
individual element types via an aural style sheet.

Although the current version of the system is optimised for XHTML9 web
pages, the approaches taken should be applicable to any tree structured mark-up
document. XHTML was chosen due to the ease in parsing such files. However, the
system stores the parsed document in a Document Object Model (DOM)10 tree
structure for internal manipulation. Both the navigation and display functions
interface with the DOM structure to manipulate the document to the user’s
specifications. Therefore, once issues resulting from the accurate parsing of these
documents are offset, the viewing of these pages should not be problematic11.

The main document view is an abstraction derived from the hierarchical tree-
like arrangement of mark-up elements. The view consists of a combination of
buttons representing element sub trees, which when activated, expand or hide
their content, and text content from elements already expanded. Each tree con-
trol element has two components. The first is a button that controls the ex-
pansion or hiding process. The second component provides the user with some
contextual information about the element. This includes its name, e.g., ul and
where possible the content of its title attribute. In the case of paragraphs, <p>
elements, a certain number of characters contained in the element are exposed
automatically. As an element is expanded, its child components appear beneath
it in the virtual display.

Assigning tree expansion controls to every element would have reduced the
overall usability of the system. Therefore, tree controls are reserved for block
level XHTML elements. That is, inline elements are automatically expanded at
the same time as the parent (block level) element. The display of tree-controls
for a given element type can also be turned off to avoid higher level elements
cluttering the display.

Tabular data poses additional difficulties for WebTree due to the two-
dimensional (non-hierarchical) relationships between the cells. Once the <table>
element is expanded, the individual elements contained within are presented in

9 http://www.w3.org/TR/xhtml-basic/
10 http://www.w3.org/DOM/
11 However, JavaScript and “flash” components are not supported by the initial Web-

Tree prototype.
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the linear order in which they appear in the document. Lower level elements
such as <td> or <th> elements are only exposed if their containing element (e.g.,
<tr>) is expanded. However, extra navigation functionality is provided to ma-
noeuvre along the grid connections between the cells. As the user jumps to a
new cell, the header information is not automatically announced. Instead, the
user may jump directly to the header element, be it row or column to view its
content. An undo command is available to reverse the jump. The user determines
the amount of grid location information to be announced. This ranges from no
contextual information, to speaking the beginning or end of the row or column,
to announcing the grid coordinates for each cell.

Interaction with forms poses a number of difficulties when operating within a
tree-based interface. Under WebTree, the presentation of form elements coincides
with their linear organisation in the mark-up. All fields based on the <input>
tag are automatically expanded as their parent element is expanded. Option
lists (<select> elements), are treated in the same way as any ordinary tree
component, except that the currently selected value of the list is included in the
tree control information. Once expanded, the different options are presented as
a list of checkboxes. The state of checkboxes and radio buttons may be altered
by pressing the enter key. The user does not need to enter a specialised forms
mode before access to the fields is granted under WebTree. Instead, as focus is
placed on a form edit field, the application automatically alters the mapping of
keystrokes from their prescribed WebTree settings back to the normal character
insert function so that editing can take place. However, once focus has been
removed from the form field/control, the key mappings revert to the WebTree
specific keystroke mappings. A field is positioned on a separate line from any
contained content to avoid confusion. As a form field is encountered during
general reading, its presence is announced. When tabbing to the individual form
fields, any associated <label> information is also read.

The WebTree application has also been augmented with specialised content
search methods. These were included to experiment with a number of different
navigational approaches. As well as searching for plain text, the user can search
for a specific type of mark-up element, or limit the text search to specific element
types. Thus if a document is properly marked up with structural elements, such
as <h*> and <em>, navigation to the important areas of the page is facilitated.
All element types are allowed as targets for the different search facilities.

3 Evaluation Methodology

To assess the usability of the WebTree application and the appropriateness of the
tree approach to accessing web-based documents, five totally blind individuals
in the age group of 21 to 31 were asked to evaluate the software. Four of the
subjects had a good knowledge of computing in general, whereas the fifth subject
had a more limited knowledge. All were reasonably proficient screen reader users.
JAWS+IE was cited as being the predominant browsing platform used. Only two
subjects reported having recently used any other audio browser application. Only
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one user had any prior experience using emacspeak12, the environment under
which WebTree operates. The levels of HTML knowledge varied significantly,
ranging from one user whose knowledge was non-existent, to two users who had
an advanced knowledge. All used the web on a regular basis for both work and
leisure purposes.

Each user test was carried out separately, so that participants would not
develop preconceived ideas of the system by listening to another test taking
place in the background. Each participant was asked to fill out a prelimi-
nary questionnaire to determine some profile information, such as knowledge
of HTML/XHTML elements and sophistication in using their current assistive
technology. After filling out the preliminary questionnaire, the user was intro-
duced to the WebTree application. They were initially afforded some time to
familiarise themselves with the WebTree user interface. This was achieved by
first reading the user manual (read through WebTree itself), and then through
the completion of a short tutorial, which allowed them to experiment with the
different types of functionality. There was no time limit placed on the familiari-
sation process, which typically lasted between one and two hours. Instead, the
user was requested to indicate when they felt reasonably comfortable with the
interface. At this point, participants were asked to perform a number of browsing
tasks ranging from rather simple navigation tasks to more complex table navi-
gation assignments. During the completion of these browsing tasks, the user had
access to both the user manual and the tutorial as reference material. Partici-
pants were not encouraged to ask for help from the observer; instead, referring to
the reference documents for help was recommended. However, if it was obvious
that the user had become disorientated or confused, then assistance was offered.

Each participant was asked to complete seven browsing tasks in all. Four par-
ticipants successfully completed all seven tasks; whilst the fifth subject’s eval-
uation was curtailed due to unforeseen time constraints. After completing each
task, the user filled out a short questionnaire to assess the usability of the ap-
plication. The first four tasks involved navigating through a tree presentation
of a snapshot mirror image of the eAccess website13. Users were asked to locate
and navigate to a number of specified documents. The reason for including this
number of similar tasks was to determine whether with practice the users’ navi-
gational efficiency improved. Also we wanted to ensure that if any usability issues
occurred, they were related to the software and not usability problems with the
website. The fifth task required subjects to search for different elements using
both the specialised element search and the restricted incremental text search.
To complete task 6, the user needed to locate and then fill out an XHTML form.
Task 7 required the user to navigate through a number of table constructs using
the special navigation functions. Once all the tasks were completed, each partic-
ipant was asked to fill out two additional questionnaires, to establish usability
data for the application and obtain user opinions about, and expectations of the
types of functionality included.

12 http://emacspeak.sourceforge.net/
13 http://eaccess.rince.ie/
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The structure of web pages tested differed greatly in element hierarchical
complexity. This ranged from index pages containing multiple nested list ele-
ments (e.g., news pages and article indices), to large technical reports containing
numerous data tables and sectional divisions.

4 Results

The lack of experience with WebTree prior to the evaluations meant it took
some time before users became reasonably proficient with the system. A limited
knowledge of both emacs and emacspeak also contributed to the problem. How-
ever, most users thought their proficiency would increase with a little practice.
The user with a limited knowledge of HTML/XHTML mark-up elements ini-
tially had some trouble navigating documents. Once the mechanism of how such
files are marked up was explained, he found the system quite usable. Another
participant didn’t like always having to expand elements to get to the required
information. However, this problem was partly a symptom of the method he
used to browse documents. Browsing for this user was achieved in a sequential
manner expanding each element, as the information was sought. None of the
search functionality was used by this subject to locate items. He also had issues
with the time it took to navigate to the specified documents using this method.
This problem could be partially attributed to a lack of knowledge concerning
the layout of the website. As the users’ knowledge of the website structure in-
creased, the efficiency of their browsing methods was also enhanced. The other
three users did not display any major difficulties in navigating with this system.

Most users stated that they liked the outline summary of the document that
the tree structural view provided. This was especially the case when required
to navigate through large documents. The fact that they could bypass complex
items such as tables and just read the textual content they found appealing. In
addition, four of the participants believed that displaying fragments of paragraph
text when collapsed was beneficial in skimming the document. The fifth partic-
ipant would rather that such a mechanism be optional. They all agreed that
when title, or table summary attributes are provided, they should be included
as part of the tree control text.

Although the presence of a certain element can be signalled using alternative
speech properties assigned by an aural CSS, the effect of styling elements in
this manner was not tested significantly. Possibly due to the learning curve
required to become proficient with a completely new system, or the fact that all
participants were used to reading with a single voice, users chose to have such
cues turned off.

All users liked not having to specifically activate a specialised forms mode
when entering form data. However, most users initially had some difficulty with
the form construct. The problem was unrelated to the task of filling out infor-
mation or locating individual fields. It was as a direct consequence of includ-
ing structural elements inside form constructs to organise the content. Most
users expected to find form input fields immediately after expansion, and were
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confused when a paragraph element was found instead. Therefore, we propose an
additional function to expand an element’s entire sub-tree to solve this problem.

Sometimes users became disorientated by being unsure which tree level was
currently under focus. Although the user could establish an element’s ancestor
elements, an additional method such as a sound cue to signal a tree level change
might be appropriate. Brewster et al experimented with using both hierarchical
and combined earcons to portray hierarchical menus with some success [10].
However, further investigation is needed to determine whether this level of sound
cue complexity is necessary in this case.

The only complaints in relation to the different types of search functionality
were to do with the amount of audio feedback presented. In the case of large
documents, searching may take a little time, thus notification that the search
was still in operation was requested. Apart from that, users liked the different
search technologies and thought them to be of benefit.

The table navigation functionality was well liked across the entire user group.
The ability to jump to a table header element, peruse its content and return to
the previous position was generally thought a good idea. However, an additional
function to announce header content without leaving the current cell would be
preferable. Users stated that they would rather not have header information read
automatically as focus is placed on a cell. Instead, they would prefer it to be
available on demand. In addition, a number of participants found the automatic
announcing of row and column positional data quite irritating. A command to
read this information at the users request would be more beneficial.

The emacs specific customize package was used to generate customisation
views. However, none of the participants had any previous experience of working
with emacs customisation buffers, and found them rather difficult to use. It was
suggested that we scrap this method for providing customisation and implement
an alternative system based on an XHTML form input system. Controlling the
expansion of elements and the presence of tree controls, could be achieved by a
set of checkboxes, or a multiple select list. Inserting items, such as line length,
could be facilitated with text edit fields.

Although it may be unique to this small sample of users, it was evident that
the regular browsing strategies of each user appeared to have an impact on how
usable they perceived the system. Those users articulating that they usually
navigated line-by-line or based on screen blocks such as paragraphs or by virtual
pages, struggled at first to get to grips with the tree structural interface. However,
those users that regularly use advanced navigation commands, such as navigating
by element, or searching for required screen text, appeared to adapt to the system
quite easily.

5 Conclusions

The initial user evaluations suggest that applying a tree approach to the viewing
of web based documents is a viable solution. The greatest gains were observed
in the case of large documents. However, it is expected that much greater usage
with the application is needed before an accurate assessment of its usefulness is
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possible. As part of future work, we hope to examine the navigation of tables with
cells spanning more than one row/column, under this system. Also, a method of
unobtrusively notifying the user of their tree level position must be investigated.
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Abstract. This paper deals with the problem of generating web pages
by means of dialogue. The generated web presentations fully meet acces-
sibility requirements. The basic approach is described and discussed. An
illustrative example is presented as well.

1 Introduction

The Internet is now one of the most important sources of information for visually
impaired and blind people. Their access to web information is supported by var-
ious assistive information technologies, like screen readers, special web browsers
(see, e.g., [1,2]), standards of accessible web (see, e.g., [3,4,5]), etc.

In this situation, having one’s own web presentation is advantageous and often
a matter of prestige. Although there are many blind programmers and IT fans
that are able to develop web presentations of high quality, for most blind users,
creating their own web presentation is a not simple task and they usually need
the help of a specialist.

In this paper, we describe and discuss the idea of developing web presentations
through a dialogue, therefore in a way, that is fully feasible for a blind user. We
concentrate on simple standard web presentations which can be easily generated.
The side effect of the dialogue generation of the web pages is that the generated
HTML code (see, e.g., [6]) fully meets the requirements of accessibility (see, e.g.,
[5,7]). The developed dialogue system for generating web-based presentations is
implemented in VoiceXML (see, e.g., [8]).

2 Basic Concepts and Algorithmization

The dialogue getting the information about the generated web page can be
divided into the following subdialogues:

– Subdialogue for describing the web page layout (see Section 2.1).
– Subdialogues for description of the web page graphics. The user can select

the color of the background, position of the menu, the information whether
the page will or will not have a heading, etc. (see Section 2.2).

– Subdialogues for description of the web page contents. The user can define
the information that the page should present (text, images, sounds, etc.) (see
Section 2.3).

K. Miesenberger et al. (Eds.): ICCHP 2006, LNCS 4061, pp. 114–119, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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The entire web presentation can be generated by repeating the dialogue for
every web page to be included.

2.1 Subdialogue Describing Web Page Layout

There are two most common layouts the user can select:

1. Simple information page – information and all links are included in the text
(see Fig. 1.).

Fig. 1. Example of a simple information page

Fig. 2. Example of the information page with menu
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2. Information page with menu. Most of the links in the page are located either
on the side or the top of the page (see Fig. 2.).

The user can add the header and the footer of the page, select the height of
the header and footer, select the width of the menu, etc. The dialogue strat-
egy for this subdialogue asks the users to select the layout, then asks if they
want to add a header and footer, and if the users want to use either a header
or footer, asks them to enter the size of the particular parts of the generated
page.

2.2 Subdialogue for Describing Web Page Graphics

The task of this subdialogue is to enable the user to select a web page background
image or web page background color, the text color, etc.

The users are asked whether they want to set either the background color or
put some image on the background. If the users choose a plain color, they are
asked about its parameter (a predefined color, RGB specification, etc.) and if
they selected image, they are asked for its URI (see, e.g., [9]).

2.3 Description of the Web Page Content

This subdialogue provides the description of the web page content. It enables the
user to define the page information. This subdialogue will gather the following
pieces of information:

1. Text information, typographic meta information (boundaries of the para-
graphs, sections, . . . ).

2. Multimedia information (images, sounds, videos, etc.).
3. Links (both internal and external links are allowed).
4. Targets for internal links.
5. Meta-information – the author of the page, the title of the page, etc.

Whenever the non-textual information (image, video, etc.) is included, the
user has to define the alternative description of the object to keep the web page
blind-friendly (see, e.g., [10,11]). The collected information are inserted in a web
page template, that is designed to fulfill the WCAG requirements.

2.4 The Web Page Generating

The generation can be performed in two ways. Either the server-side script can
be used or the page can be generated using an embedded object, as described in
the VoiceXML specification (see, e.g., [8]).

The advantage of using the embedded object is that the VoiceXML interpreter
executes the embedded objects locally. The disadvantage is that the implemen-
tation of embedded objects is dependent on the VoiceXML interpreter.

The disadvantage of the server-side script is its dependency on the remote
server. This can be reduced by running a web-server on a local machine, although
this solution increases the system workload. The method of generating the web
pages depends on the user preferences and can be easily modified in the systems
configuration file.
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An example of the dialogue generating the simple page shown in Fig. 1. follows:

System: Which web page layout do you want to use. Simple information page
or page with menu?

User: Simple information page.
System: Do you want to modify the background of the page?
User: Yes.
System: What should be the background color?
User: Grey.
System: Should black text color be used as the default?
User: Yes.
System: Should some image be placed on the background?
User: No.
System: What is the first part of the page?
User: Heading, first level.
System: Enter the heading’s text.
User: Home Page of Jan Novak.
System: What is the next part of the page?
User: Image.
System: What is the URI of the image?
User: www dot fi dot muni dot cz slash tilde novak slash img slash photo dot jpg
System: Enter the alternative description of the image.
User: Jan Novak’s photo.
System: What is the next part of the page?
User: New paragraph.
System: What is the next part of the page?
User: Link.
System: Enter the link text.
User: novak at fi dot muni dot cz.
System: Enter the referring URI.
Users: mailto colon novak at fi dot muni dot cz
System: What is the next part of the page?
User: New paragraph.
System: What is the next part of the page?
User: Sentence.
System: Enter the sentence.
User: My professional interest is assistive technologies for visually impaired.
System: Does the sentence contain any link?
User: Yes.
System: Enter the text of the link.
User: assistive technologies for visually impaired
System: What is URI of the referred page?
User: www dot fi dot muni dot cz slash tilde bar slash hobbies dot html
System: What is the next part of the page?
User: Sentence.
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System: Enter the sentence.
User: My hobbies are sport, music and books.
System: Does the sentence contain any link?
User: No.
System: What is the next part of the page?
User: End.
System: Generates the requested page.

3 Conclusions and Future Work

The idea generation of web-based presentations by means of dialogue has been
discussed and tested by students and blind users during the 2005 course on
Assitive technologies at Faculty of Informatics, Masaryk University Brno, and
in cooperation with Teiresias Centre (Support Centre for Students with Special
Needs) of Masaryk University.

Dialogue generation of web pages seems to be a promising technique that
makes creating one’s own web pages feasible even for blind Internet users, who
are not overly interested in IT. This approach ensures that the generated pages
fully meet the requirements of accessibility, which is another important
advantage.

Our future work is aimed at testing and enhancing the efficiency of dialogue
strategies and enlarging the set of basic standard profiles of web presentations.
Another major task is to add a module which will provide the possible application
of aesthetic criteria for the generated pages.
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Abstract. Universal web accessibility is an inalienable objective to guarantee 
the civil right of all users to access to the Information Society and to avoid the 
digital gap. This is a long process based on the promulgation of inclusive laws, 
specification of accessibility guidelines, and development of adequate design 
methodologies and tools. To the short term, websites that do not fulfil the Uni-
versal Accessibility specifications can be used by specific groups of users that 
are not affected by the barriers present in these websites. Personal web accessi-
bility concept focuses on the need of providing people with the adequate meth-
ods and tools to design websites so that adaptation and customization could be 
performed. This paper describes an architecture aiming to help any user to find, 
select and use websites that are currently accessible to her or him. In addition, it 
will aid web developers to create websites according to specific users’ needs. 

1   Introduction 

The Universal Access concept is turning into something extremely significant for the 
emerging Information Society as it ensures access to the information in the World 
Wide Web by anyone, anywhere, and at any time [1]. Many efforts are being done to 
promote “universal access”, “design for all”, “inclusive design”, “accessible design”, 
etc., which are mostly overlapping terms referring to the same concept. 

The use of on-line services includes currently a vast variety of services covering 
diverse needs. These services are accessed by means of different technologies,  
in diverse situations, and with different objectives. In addition, the fact that all citi-
zens are potential users of on-line products has spread in the web community and  
developers are encouraged to design accessible sites.  Consequently, the broad usage 
of websites is leading to significant changes in the traditional development process of 
software applications where Universal Access should be an essential quality target 
[2]. New websites development processes are starting to include Universal Accessibil-
ity as one of the main objectives. 

However, many developers fail to design web applications according to Universal 
Access principles and they produce websites that can not be accessed by certain users, 
who may feel discriminated in such a technological society. One of the human groups 
that have large difficulties using on-line services is people with disabilities due to the 
fact that websites enclose usually many accessibility barriers. 
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A number of initiatives have been taken in order to overcome this situation includ-
ing the promulgation, in some countries, of laws against electronic exclusion such as 
ADA, Section 508, etc. One of the most proactive initiatives is the Web Accessibility 
Initiative (WAI) [http://www.w3.org/WAI/] that was set up by the World Wide 
Web Consortium [http://www.w3.org/]. WAI elaborates and publishes well 
known guidelines and tools for evaluating web content accessibility.  

In addition to being very useful for producing accessible web applications, these 
activities have extended the awareness of accessibility among web developers com-
munity. Even though they have not been sufficient, as in most cases good level of 
accessibility is not reached. 

Universal accessibility is therefore an inalienable principle that must be achieved. 
Nevertheless, in practical terms, even if a specific website does not completely ac-
complish the universal accessibility goal, its accessibility level could be enough for 
some users that have physical, sensorial or cognitive restrictions. That means that 
personal accessibility is possible for a large number of users even when universal 
accessibility is not entirely achieved. However, in order to verify and profit from 
personal accessibility, each user should be able to find websites accessible for their 
own features. To this end, both users and web developers should be provided with 
methods and tools for ensuring personal web accessibility. Users should be able to 
find, select and use the websites accessible to her or him and web developers should 
be able to create websites according to user's specific characteristics. Therefore, 
methods and tools for evaluating and classifying websites based on their conformance 
to specific guidelines are necessary.  

This paper presents an architecture which integrates the necessary methods, tools 
and techniques for achieving the personal web accessibility objective. 

2   Architecture for Personal Web Accessibility  

Personal web accessibility has a double objective. On the one hand, it aims to aid 
users searching for websites accessible for them. On the other hand, it aims to assist 
web developers in creating websites accessible for particular users’ features. The first 
step towards the achievement of personal web accessibility is the development of 
flexible and efficient architectures in order to evaluate websites based on the users’ 
personal web accessibility. 

This type of architectures should integrate mechanisms for managing different us-
ers’ needs and preferences by the use of Accessibility Profiles. In addition, they 
should be based on technologies which ensure that creating new accessibility guide-
lines based on personal experience, empirical data or assumptions can be easily per-
formed. In this way, web accessibility evaluations based on specific characteristics of 
users would be possible. 

2.1   Websites Evaluation According to Personal Accessibility  

An Accessibility Profile is the set of guidelines associated to one or several user 
groups. Therefore, each Accessibility Profile determines the guidelines applicable for 
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one user group. For instance, if we are taking into consideration the development of 
specific accessibility guidelines for users with different chromatic disabilities, it 
would be necessary to define the following ones: 

• "do not rely on red colour" for people with protanopia disability. 
• "do not rely on green colour" for people with deuteranopia disability. 
• "do not rely on blue colour" for people with tritanopia disability. 

It is necessary to provide methods and tools in order to define these specific guide-
lines for user groups and to make possible the integration of these types of accessibil-
ity profiles into the architecture of web accessibility evaluation tools. 

First of all, it is necessary a flexible implementation of guidelines so that the 
statements in natural language and its implications on mark-up languages could be 
expressed in an easy way. This would ensure that new guidelines or updates of exist-
ing ones are correctly integrated into the architecture. Secondly, an interface to man-
age the accessibility guidelines and profiles is also necessary. This interface should 
offer the following options: 

• Define new accessibility guidelines, based on empirical or personal criteria. 
• Create and edit new accessibility profiles. Each accessibility profile will have 

associated the applicable accessibility guidelines.   
• Create new accessibility profiles combining different existing profiles, i.e.: 

guidelines for elder users as they have sensorial, cognitive and physical dis-
abilities in different ways. 

• Publish developed accessibility profiles and guidelines so that other users 
could edit or extend them according to their needs. 

An architecture containing the mentioned functionalities will make possible that 
web accessibility researchers could validate suggested new guidelines and could use 
them in order to create specific user groups focused websites. 

2.2   Searching for Accessible Websites 

Search engines are the most common way to find information when accessing the 
web. Consequently, the usage of this type of information retrieval systems is ver-
tiginously increasing. However, these systems do not take web accessibility into 
account when producing their results, so end-users may find many accessibility 
barriers when trying to access the returned websites. Therefore, incorporating ac-
cessibility information in these information retrieval mechanisms would be very 
useful in order to overcome these situations as the searching task result items could 
be sorted by their accessibility level. Some related work has been proposed by  
Zhu et al. [3], in this case quality metrics were integrated into information retrieval 
systems. 

Although web accessibility metrics are necessary for information retrieval proc-
esses, existing measures are not accurate enough. The most broadly accepted meas-
ures for web accessibility are the qualitative ones proposed in WCAG 1.0.  In this  
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document, three conformance levels, based on priorities of checkpoints, are pro-
posed: A level which is obtained when all priority 1 checkpoints are satisfied in  
the website, AA level which is reached when all priority 1 and 2 checkpoints  
are satisfied and AAA level which is obtained when all priority 1, 2 and 3 checkpoints 
are fulfilled. In any other case, the website accessibility level would be 0. Therefore, a 
website fulfilling only all priority 1 checkpoints would obtain the same accessibility 
value than another website fulfilling all priority 1 checkpoints and almost all prior-
ity 2 checkpoints: both of them would get the A level conformance. 

These criteria seem to be based in the assumption that if a webpage fails to accom-
plish one of the guidelines in a level, it is so un-accessible as if it fails to fulfil all of 
them. That is true for some users, but in general it is essential to have not only a re-
ject/accept validation, but a more accurate graduation of the accessibility. Thus, as 
stated by Olsina and Rossi [4], defining quantitative metrics is necessary in order to 
overcome this situation. Moreover, they are essential in order to perform an adequate 
rating of websites. 

This type of metrics has to be incorporated into the architecture so searching web-
sites according to personal accessibility could be possible. In this way, the accessibil-
ity evaluation tools could obtain a quantitative accessibility value which could be 
useful for search engines in order to select and order websites based on users’ per-
sonal accessibility. 

2.3   Framework for Personal Web Accessibility 

The Laboratory of HCI for Special Needs developed EvalAccess accessibility evalua-
tion tool with the aim of automatically evaluate any set of web accessibility guidelines 
specified using a particular XML schema [5]. Therefore, the main characteristics of 
this tool are the following: 

• A machine-understandable flexible accessibility guidelines implementation. 
This ensures an easy integration of new accessibility guidelines into the 
evaluation tool.    

• An evaluation module able to automatically evaluate websites according to 
the defined accessibility guidelines. This module is independent of the acces-
sibility guidelines to evaluate, which means that the guidelines are not built-
in. In addition, the evaluation process can be customized, which means that it 
can be performed based on the guidelines associated to the user profiles.  

• The resulting evaluation report is returned in a specific format XML Schema 
RXML (Report in XML). Due to the use of this XML language for the report 
it is possible to create machine readable and customized reports for users. 

• A module for calculating personal accessibility quantitative metrics is inte-
grated into the framework. This module gets all the necessary data for calcu-
lating the quantitative metrics from the resulting evaluation reports.  

• An accessibility guidelines and profiles management module which provides 
the functionalities in order to define and modify personal accessibility pro-
files and guidelines.  
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The following figure, Figure 1, shows the architecture of the proposed framework. 

 

Fig. 1. Architecture of the described framework for Personal Web Accessibility 

Accessibility Profiles and Guidelines Manager. The function of this module is to 
manage the different accessibility profiles and guidelines existing in the system. De-
pending on identification of the user, this module obtains his or her accessibility pro-
file from the Accessibility Profiles and Guidelines Repository (APGR) in order to 
determine the accessibility guidelines associated to the user. Then, it processes this 
information for making it available to the Accessibility Evaluation Module. 

The APGR is a native XML database which contains all the accessibility guide-
lines and profiles accordingly formatted for their easy management. The accessibility 
guidelines are formatted following a specific XML Schema [http://www.w3.org/ 
XML/Schema]. This schema allows the specification of accessibility guidelines in a 
language based on XML, Guidelines in XML (GXML). 

Due to this feature, it is possible to easily define new accessibility guidelines or 
update the existing ones. An application has been developed by the Laboratory of 
HCI for Special Needs in order to facilitate the definition of accessibility guidelines in 
GXML. This application can be locally executed by experts and the XML file gener-
ated is manually integrated into the database. Currently, an on-line and public version 
of this application is under development. 

Accessibility Evaluation Module. This module evaluates the websites according to 
available accessibility guidelines which depends on the accessibility profile of the user. 
The detected accessibility errors are returned to the Accessibility Reports Manager. 

Accessibility Reports Manager. The main objective of this module is to gather all 
the accessibility errors detected by the Accessibility Evaluation Module and produce a 
structured report. The resulting report is defined following a specifically produced 
XML Schema RXML (Report in XML). Due to the use of this XML language for the 
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report it is possible to create machine readable and customized reports for users. A 
detailed description of RXML can be found in Abascal et al. [6]. 

Accessibility Metrics Manager. The Accessibility Metrics Manager module gets the 
accessibility errors report and applies the quantitative metrics to that information. 
Therefore, the results of quantitative metrics will be adapted to the user’s capabilities 
as they are based on user-adapted accessibility evaluation results. For this purpose, 
some accessibility metrics have been defined and are described in detail in [7]. 

2.4   Framework Scenarios of Use 

The implemented framework is useful to create guidelines based on personal experi-
ence, empirical data or assumptions. It can be useful in diverse scenarios of use. Some 
of these scenarios are the following: 

• A research group wants to validate some proposed guidelines and designs a 
website according to them. Guidelines are coded in machine-understandable 
language and the website is automatically evaluated during the website devel-
opment process as the framework contains an Accessibility Evaluation Module 
adaptable to all guidelines defined in different profiles. 

• A specific user is aware of her or his capabilities when interacting with a web-
site. She or he could have guidelines related to her or his requirements and 
could use them to search for most suitable websites according to her or his  
capabilities.  

• The quantitative accessibility values obtained as a result of personal accessibil-
ity evaluation can be used by search engines or information retrieval processes 
in order to incorporate accessibility information in their results. This would be 
very useful as the searching tasks result items could be sorted depending on 
their accessibility level. A prototype that implements this scenario has been 
developed by the Laboratory of HCI for Special Needs [8]. This system has 
been developed taking advantage of Web Service technology, so it integrates 
two Web Services: EvalAccess [5] and Google [http://www.google.com/ 
apis/]. 

Other scenarios not related to accessibility can be proposed. For instance: 

• Personal accessibility mechanism can also be used to verify the presence or 
absence in a specific website of any characteristic specified as a guideline. 
That allows for instance the verification of the style book guidelines fulfilment 
in a corporate website. 

3   Automatic Accessibility Evaluation Customization 

The framework described in this paper can be considered to be adaptable to the end-
user since it produces accessibility evaluation results based on users’ specific charac-
teristics. Although generally accessible (fulfilling general purpose guidelines) web 
applications can be developed in order to easily perform these tasks, their interface 
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can not be completely accessible for some user groups. Then, they could hardly spec-
ify any specific guidelines or profiles. Moreover, defining the set of accessibility 
guidelines which should be associated with their accessibility profile is a difficult task 
for any user. This task is currently performed by experts. Nevertheless, automatic 
customization of user specific accessibility will be a good option in this context, lead-
ing to user accessibility adaptation based on personal capabilities. 

Universal Access concept requires that software systems could tailor diverse set of 
users. This has stimulated interest in user interfaces able to adapt to users. User pro-
files have been extensively used for achieving this purpose as they contain user in-
formation which could be useful for adaptation processes [9]. 

The framework described in this paper could be extended by adding the functional-
ity of managing personal user profiles. In this sense, the system could infer the acces-
sibility profile of one specific user from the information contained in his/her user 
profile. 

The Composite Capabilities/Preferences Profiles (CC/PP) provide a framework 
[http://www.w3.org/Mobile/CCPP/], based on XML/RDF, for defining user and 
device profiles for adaptation of web systems in terms of their capabilities and prefer-
ences. In addition, its vocabulary can be easily extended in order to accommodate 
new features. 

Even if some of the parameters used to characterize a user in CC/PP can be auto-
matically extracted in the interaction process (such as the preferred browser or the 
operating system), the most meaningful data for interaction, such as the type of physi-
cal, sensorial or cognitive restrictions cannot. Therefore, a separate phase, usually 
previous to the interaction, serves to ask the user about key interaction data. This 
information is used to characterize the user profile. Traditional user modelling and 
adaptation can be applied to provide interfaces adapted to each user needs. That in-
cludes defining the parameters that are relevant and observable, and the range of val-
ues that they can take. This definition is connected with the capability of adaptation of 
the interface. It is no sense to define parameters or ranges of values that cannot be 
considered for adaptation. It is also convenient to define stereotypes of users that have 
in common a subset of characteristics. That allows to generalize some adaptations and 
to provide a first interface to people not having a complete profile. On the other hand, 
many interaction parameters may change with time. It is necessary to be able to dy-
namically adapt to these changes. In addition to rules that assign specific interface 
behaviour to each profile, mechanisms to reason about contradicting data, stereotypes 
assignation, etc., are also needed. 

Therefore, considering the integration of user profiles in the existing framework for 
accessibility evaluation is an important step forward personal accessibility. This 
framework seems to be useful in order to achieve the aimed automatic customization 
of web accessibility evaluation. 

4   Conclusions 

Universal accessibility is an inalienable objective that must be reached in order to 
guarantee the civil right of every one to access the net and to avoid the digital gap. In 
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addition, individuals should be provided with tools that allow them to find the exist-
ing websites that fulfill their own accessibility needs, that is, to ensure Personal  
Accessibility. 

In this paper we have discussed our approach to Personal Accessibility, including 
the overall architecture and the modules currently developed. In other words, the 
proposed framework is an extensible architecture for web customization. An interface 
is provided so that personal guidelines defined in GXML could be designed, edited 
and stored by any user, no matter the knowledge of XML one has. Once guidelines 
are specified the guideline-independent tool performs evaluations according to them 
and errors are reported. These machine understandable reports make easy obtaining 
quantitative accessibility metrics which are necessary for information retrieval proc-
esses in order to classify websites according to their accessibility. 

Finally, the forthcoming user adaptability module is described which will be easily 
integrated, due to the flexibility of the framework. 
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Abstract. Many graphics used in Web pages are very attractive to the eye and 
useful for many people. However, with the extensive use of pixel graphics such 
as charts without textual description or image maps, Web pages are encounter-
ing an ever increasing amount of barriers. There are many developments to aid 
people with visual impairments to gain access to graphics on the Web but most 
of these techniques are not universally applicable to other disabilities. It is es-
sential that future development concentrates on accommodating all kinds of 
disabilities. The use of Scalable Vector Graphics (SVG) provides new possibili-
ties as well as new challenges for the accessibility of Web sites. Consequently, 
this paper introduces a solution to make all graphics accessible to each user-
group, and visualizes them in the resultant prototype Access2Graphics. 

Keywords: Scalable Vector Graphics (SVG), accessibility, elderly/disabled 
people, barrier-free graphics. 

1   Introduction 

Surfing the Internet is not always as simple as a single click away. Disabled people 
often encounter many barriers which can be overwhelming for them. To make the 
World Wide Web more accessible to the broader community the Web Accessibility 
Initiative (WAI) works with organizations around the world to develop strategies, 
guidelines and resources [1]. Barrier-free Web design offers handicapped users the 
ability to perceive, understand, navigate and interact in the WWW environment with 
as few accessibility issues as possible. To achieve this goal, the World Wide Web 
Consortium (W3C) has specified a set of guidelines that form a foundation on which 
further developments should follow [2]. Accessibility does not solely concentrate on 
making the Web more accessible for disabled people. It also incorporates availability 
of Web content and enhancing the Web experience for as many people as possible, 
regardless if their disabilities is related to vision, motor, learning impairment or if 
someone has no disability at all. Availability problems of Web content can be caused 
by slow network connections, slow computer processing or software agents that lack 
understanding of how a human views and interacts with a Web page. Mobile phones 
and PDAs with limited bandwidth, memory and screen resolution also entail  
limitations. 
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Created to be an information portal, the Web should be made accessible for as 
many people as possible. That does not mean that Web pages need to be designed in a 
non-attractive way, lacking colors and pictures. Working with style sheets, dynami-
cally generated information and other common Web design techniques leads to a 
more attractive Web and allows at the same time the consideration of every person’s 
specific requirements. For instance, cognitive handicapped and elderly people find 
that sites employing a lot of graphics are much easier to use and to understand be-
cause they support them to focus in quickly on their intended action. The fact that 
blind people and those with low vision cannot see graphics at all or not so clearly 
should not be a motivation to avoid graphics in the Web. In contrast to raster graphics 
such as PNG or JPEG which many disabled people find difficult to work with, Scal-
able Vector Graphics (SVG) are very beneficial. Providing an alternative text for 
graphics as it is proposed in the Web Content Accessibility Guidelines [2] is not al-
ways satisfactory for people with visual impairments. Physically disabled users often 
have problems with image maps visualized with raster graphics because they are not 
scalable and therefore it may be difficult to select the right field. These user groups 
demand a textual based graphic format. The vector graphics format SVG is predes-
tined to tackle these shortcomings. Using SVG offers a number of features to make 
graphics on the Web more accessible than this is currently possible with pixel graph-
ics. Describing those features the W3C Note Accessibility Features of SVG [3] pre-
sent many techniques to benefit users with low vision, color blindness, blindness or 
users of assistive technologies. 

As previously mentioned some related work has been done in this field by develop-
ing World Wide Web Consortium (W3C) guidelines [2,3]. Recent publications  
concerning access to SVG for visually impaired people focus on specialized areas, 
specifically extracting meta information [4] and visualization of tactile maps [5,6,7]. 
Research on exploring Scalable Vector Graphics for visually impaired users in gen-
eral is becoming more common [8]. Thus, far studies mostly concentrate on blind, 
color blind or people with low vision presenting a static graphic solution and trans-
forming it for the appropriate output device. This paper is going a step further by 
considering every kind of disability and its relationship to graphics. It provides an 
application for the dynamic generation of a Scalable Vector Graphics specific to each 
user type with none, one or more disabilities. 

The paper is structured as follows: Section 2 gives a brief introduction of the W3C 
standard SVG. In Section 3 user groups with characteristic disabilities and their de-
rived requirements concerning graphics are discussed. Consequently, in Section 4 the 
user adapted dynamic image generation process will be described and the prototype of 
the Access2Graphics application is presented. Finally, Section 5 concludes the paper 
and gives an outlook on further research activities. 

2   Scalable Vector Graphics (SVG) 

SVG, an XML-based two-dimensional graphics standard recommended by the W3C, 
can aid in making graphics accessible for everybody. At its core, SVG is plain text 
with the inclusion of vectors that retain their resolution at any zoom. Furthermore, 
SVG allows Web developers and designers to implement dynamically generated, 
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high-quality graphics from real-time data with precise structural and visual control. 
With this powerful new technology, SVG developers have the possibility to create a 
new generation of Web applications based on data-driven, interactive and personal-
ized graphics [9], currently only possible after installing the Adobe SVG plug-in. 

For graphics specification SVG offers a set of basic shape elements such as lines, 
circles, ellipses, polygons, poly-lines and rectangles. Additionally, it is possible to 
include external shapes and text in the graphic. 

The sample source code below demonstrates some core features of SVG. Firstly, 
the standard provides a special <g>-tag to group elements. This feature enables a Web 
designer to arrange graphics in layers, giving the user the opportunity to select fa-
vored layers and to view specifically requested information. Secondly, SVG provides 
an optional title and description tag for each graphical layer which can be used to 
store meta information. 

<?xml version="1.0" encoding="UTF-8"?> 
<!DOCTYPE svg PUBLIC "-//W3C//DTD SVG 1.1//EN" 
  "http://www.w3.org/Graphics/SVG/1.1/DTD/svg11.dtd"> 
<svg width="100%" height="100%"> 
  <title>Smiley</title> 
  <desc>The picture shows a yellow smiling face.</desc> 
  <g> 
    <title>Face</title> 
    <desc>The face is represented by a yellow circle.</desc> 
    <circle cx="60" cy="60" r="40" 
     style="fill:yellow;stroke:black;stroke-width:1;"/> 
  </g> 
  <g> 
    <title>Eyes, nose and mouth</title> 
    <desc>The facial expression is displayed in black color.</desc> 
    <g style="fill:black;stroke:black;stroke-width:1"> 
      <title>Eyes</title> 
      <circle cx="48" cy="44" r="3"/> 
      <circle cx="72" cy="44" r="3"/> 
    </g> 
    <g> 
      <title>Nose</title> 
      <line x1="60" y1="50" x2="60" y2="70"  
       style="stroke:black;stroke-with:2;"/> 
    </g> 
    <g> 
      <title>Mouth</title> 
      <ellipse cx="60" cy="75" rx="15" ry="7" 
       style="fill:black;stroke:black;"/> 
      <ellipse cx="60" cy="71" rx="15" ry="7" 
      style="fill:yellow;"/> 
    </g> 
  </g> 
</svg> 

The fact that SVG is an XML-based language has many advantages. It is useful in 
combination with scripting and style sheet languages and in addition, SVG files can 
be generated with XSL Transformations. 

The source code above describes a simple graphic – a ‘smiley’ – composed of  
circles, ellipses and a line. However, SVG can be used in much more complex appli-
cations for generating graphs and charts resulting from database queries [10], for 
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designing geographical maps, image maps, Web sites, interactive and/or animated 
graphics as well as for images. 

In the following chapter it will be explained, how the features of SVG can be used 
to make graphics accessible for different user groups. 

3   Requirements of Specific User-Groups 

People with visual disabilities, hearing impairments, physical disabilities, speech im-
pediments or cognitive disabilities are in many cases confronted with insuperable bar-
riers when they are working with Web applications. Assistive devices like alternative 
keyboards or switches, Braille displays and screen reading software are supporting 
tools to reach a higher level of access to Web content, but there are still unsolved prob-
lems concerning graphics accessibility. How people with different kinds of disabilities 
are using the Web in general is discussed in many studies [11]. When focusing on the 
barriers of common raster graphics, the following user groups can be identified: 

• people with visual disabilities (blindness, low vision, color deficiencies) 
• people with hearing impairments 
• people with physical disabilities 
• people with cognitive disabilities 

Blindness. Blind people need an alternative text for images. The Web Content Acces-
sibility Guidelines postulate in guideline one that graphics should have an alternative 
text [2]. However, for blind people this description is often not sufficient. Normally 
graphics are composed of many different layers and therefore SVG provides text 
equivalents on each of these layers. 

In generated SVG graphs or charts it is preferable to present information in a table 
form only. Some approaches made it possible to gain access to such graphics [5] and 
geographical maps [7] via a tactile display. This output device can be used in combi-
nation with textual equivalents that are accessible for blind people through voice 
output and Braille text. In all, the amount and meaning of meta information included 
in a graphics determines its degree of accessibility. 

Low vision. Poor acuity (vision that is not sharp), tunnel vision (seeing only the mid-
dle of the visual field), central field loss (seeing only the edges of the visual field) or 
clouded vision describes the forms of low vision. To achieve access to graphics peo-
ple with low vision use screen magnifiers, screen enhancement software and screen 
readers. In this area user defined style sheets are growing more and more important. 
SVG is appropriate for high level scaling but as a drawback for people with low vi-
sion it is very difficult to gain an overview of an image that has been excessively 
scaled. Therefore also for users with low vision it is vital that a graphics includes as 
much useful textual meta information as possible. 

Color deficiencies. One of the most common visual disabilities is color blindness, a 
lack of perceptual sensitivity to certain colors. There exist two widespread forms of 
color blindness, red-green and yellow-blue. To avoid problems with the definition of 
color graphics a textual description of the graphics or a user defined style sheet pro-
vides assistance. 
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Hearing impairments. SVG allows graphics to include voice output. For people with 
impaired hearing acoustical information must be provided alternatively, e.g. as text. 

Physical disabilities. Motor or physical disabilities can affect someone using a key-
board or mouse. Static graphics have no real effect on information for this user group 
but if a graphics is interactive, problems can result. Therefore it is favorable for inter-
active image maps to have sufficient space between the different links and that the 
icons themselves are larger in size. 

Cognitive disabilities. Difficulties with reading, understanding abstract concepts, and 
performing mathematical calculations are examples for cognitive disabilities. The 
utilization of graphics is very important for cognitive disabled people as it can signifi-
cantly improve the understanding of a Web site’s content. SVG may also incorporate 
text that needs to be as clear as possible with the simplest language appropriate. For 
example, charts should not contain abbreviations without additional explanation. 

Vision loss, hand tremor, short-term memory loss and variations of cognitive disabili-
ties are often accompanied with aging. Such related conditions are frequently a com-
bination of many of the aforementioned disabilities and so will not be considered as a 
specific type of disability. 

4   User Adapted Dynamic Image Generation 

Considering the different kinds of disabilities mentioned above, it is a fact that one 
and the same graphics cannot satisfy individual user requirements. Therefore in this 
paper the application Access2Graphics is introduced, which is based on user profiles 
and the graphics standard SVG. Aceess2Graphics aims at enabling a dynamic genera-
tion of individually adapted and consequently accessible graphics applicable in any 
WWW environment. In the following sections the generation and adaptation process 
as well as the implementation prototype are presented. 

4.1   Access2Graphics Application 

Figure 1 illustrates the workflow and generation process for context and user depend-
ent graphics. The starting point is the user characterized by a profile which specifies 
the user’s disabilities. By default the application assumes that a user has no disability 
and no special demands concerning the output device. If the user requests a Web page 
containing graphics, in the next step a corresponding database query is generated. At 
this stage the result set of the query, which is already in SVG format, considers the 
disability specification of the user profile. In a further step, Access2Graphics assem-
bles the Web page containing the user adapted images by considering both, the addi-
tional disability restrictions and the user’s output device, ie. monitor, PDA or mobile 
phone. Additional disability restrictions are for example color blindness, making it 
necessary to switch an image from color to black and white. Access2Graphics uses 
filters for this task. For visually impaired people, output can be processed by a Braille 
device. Tactile displays are not supported by the actual version of the prototype. Ad-
ditionally, there is the option to obtain voice output as well. 
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Fig. 1. Dynamic generation of context and user dependent graphics 

One of the key advantages of this process is that the SVG information required for 
the different kinds of users is stored in the database. Therefore the basic SVG infor-
mation is generated once and can then be adapted corresponding to specific demands. 
This is in contrast to existing solutions where the SVG information normally consid-
ers only one user demand. Of course the flexibility of Access2Graphics directly de-
pends on the SVG data quality stored in the database. 

4.2   Implementation Prototype 

The Access2Graphics prototype was implemented with the server-side scripting lan-
guage PHP in combination with a MySQL database and an Apache Web server. The 
following aspects are responsible for this decision. The MySQL database is open 
source software in contrast to the common databases Oracle and Microsoft SQL 
Server. It also has many advantages concerning performance, usability, support of 
larger databases and compatibility with common operating systems (Windows, Linux, 
Mac OS and most Unix derivatives). The scripting language PHP is designed to sup-
port databases, is secure, fast and support is widely available. Moreover, the commu-
nication between MySQL and PHP works very well [12]. 

As mentioned above, many types of SVG graphics can be generated. This proto-
type concentrates on automatic generation of charts, image maps and any kind of 
images. The Access2Graphics tool does not claim to implement each graphics type 
creatable with SVG but aims on a demonstration of what is possible. 

To get started a user must define his/her user profile as shown in Figure 2. Accord-
ingly, he/she may select more then one checkbox of the user specific settings.  
Additional adjustments in output devices such as voice output and grayscale graphic 
display can be selected under further settings. The user is also allowed to specify an 
appropriate output device different from the default setting "monitor". After complet-
ing the user profile form SVG images included in Web pages will be generated via a 
database query. To make this generation process possible meta information about the 
mapping and transformation of different graphics types to corresponding user profile 
specifications is stored in the database. Of course, graphics data itself is part of the 
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database, e.g. tables to generate charts or source code for images. SVG provides the 
ability to fragment a graphics into several layers. These layers are also called groups, 
which have to be declared with meta information containing a textual description of 
the layers content. Consequently an appropriate number of layers improve the acces-
sibility because they cover a structured and extensive description of the image. In the 
above code example the tags <title> and <desc> explain that a smiley is a face with 
eyes, nose and a smiling mouth. 

 

Fig. 2. Access2Graphics user profile form 

 

Fig. 3. Examples for accessible SVG graphics 

Figure 3 shows three examples for accessible SVG graphics. The left bar chart is 
the “original” one which is generated for a user without any user profile specifica-
tions. The center chart is generated for a person with defective color vision. These 
users have the option to design a user-dependent color graphic or simply display the 
graphic as a grayscale image. For a blind user group a SVG bar chart would be sense-
less. Hence, content of the database will be provided in a HTML-table. 

5   Conclusion and Further Work 

Visual, cognitive, physical and hearing impairments should not longer cause a barrier 
with respect to graphics that they currently do. It is a fact that pixel graphics provided 
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without an alternative text are useless for blind people and bar charts that seem to 
have similar colors for different bars are difficult to identify by color blind people. To 
overcome these problems Access2Graphics makes images dynamically accessible for 
disabled Web users, thus, offering a new way of exploring graphics for them by add-
ing together pieces of former models. A further advantage of the presented approach 
is that it does not concentrate solely on visually impaired people as this is the case in 
preceding studies. The introduced prototype Access2Graphics visualizes some basic 
examples using the W3C standard SVG. 

Further work in this area is intended and will concentrate on an advanced SVG 
parsing process. Consequently, graphics individualization should be refined in order 
to accurately meet the specific user requirements. The parsing process will also be 
extended with additional graphic types. To sum up, in the future the application Ac-
cess2Graphics should have the ability to import, parse, manage and display as many 
different SVG images as possible. 
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Abstract. The purpose of this paper is to report a case study involving
the successful redesigning of a Web page that was problematic for the
hard-of-hearing. We found in our previous eye-tracking studies [1,2,3]
that the page in question presented serious usability problems for the
hard-of-hearing. Namely, the performance of hard-of-hearing participants
was inferior to that of the hearing in terms of the following four perfor-
mance measures: 1) scan patterns, 2) the number of errors and the time
necessary to select the correct link, 3) the amount of time necessary to
select a link, and 4) the types of selected links. We conjectured that
these differences occurred because the informational organization of the
original Web page was difficult for the hard-of-hearing to understand.
Considering the Web interaction characteristics of the hard-of-hearing,
we redesigned the page in two ways: 1) adding vertical lines that should
function as visual support enabling the hard-of-hearing to grasp the infor-
mational structure easily, and 2) replacing difficult-to-understand labels
with comprehensible representations. Observation of eye movements for
the redesigned page revealed that the abovementioned differences disap-
peared, indicating that the redesign was successful. We believe that this
case study exemplifies the successful redesigning of Web pages to make
them more accessible to hard-of-hearing users.

1 Introduction

Recently, with continued advances in information technology, an ever-growing
amount of information has accumulated on the World Wide Web. At the same
time, the need to make the information accessible to any person who needs it
has become a serious issue. This paper focuses on Web contents accessibility
for the hard-of-hearing. This project was motivated by the fact that the first
two authors, who are educators of hard-of-hearing persons, perceived in daily
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classes that hard-of-hearing students interact with Web pages differently than
hearing students do. These differences in material usage suggest that the hard-
of-hearing may not effectively use educational materials that are not designed
appropriately from their viewpoint. Therefore, as educators, the authors need
to create Web-based educational materials that are accessible to hard-of-hearing
users.

Consideration of Web content accessibility for the hard-of-hearing is usually
limited to the issue of translating auditory information into sign language and/or
text annotation (i.e. translating physically inaccessible representation of Web
contents so that it is physically accessible). However, studies reveal that this
simple translation is not sufficient to allow the hard-of-hearing to attain true
accessibility. First, although a number of efforts have sought to utilize sign lan-
guage in the Web environment (e.g. [4]), they are not always effective, at least in
Japan, since only 10% to 20% of the hard-of-hearing can use the mother-tongue
sign language. Second, the use of text annotation alone is not sufficient for the
hard-of-hearing to understand appropriately the meaning of Web contents.

Using Web-based interactive materials seems effective for education since they
allow the creator to control the presentation of the content. An excellent example
is the Web-based educational material for film production developed by [5],
which provides sign language for various countries. However, it is necessary to
accumulate more knowledge about how the hard-of-hearing use the Web in a
broader context, not restricted to the use of sign language, in order to help them
gain the full benefits of the Web environment.

This paper is organized as follows. Section 2 describes our previous studies
[1,2,3] that presented Web interaction characteristics of the hard-of-hearing. Sec-
tion 3 reports on a case study concerning the redesign of a problematic Web page
for the hard-of-hearing by considering the Web interaction characteristics of the
hard-of-hearing. The redesign was proven successful in terms of various perfor-
mance measures. We believe our practice successfully creates effective Web-based
interactive materials for the hard-of-hearing.

2 Web Interaction Characteristics of Hard-of-Hearing

This section reviews our previous studies [1,2,3] that revealed differences be-
tween the Web-browsing behavior of hard-of-hearing persons and that of hear-
ing persons when they accomplished a task on an experimental Web page that
simulated a then-existing automobile site. The participants were asked to locate
a page that described a designated car model, and to choose a favorite color for
it. We recorded their link selections and eye movements, and analyzed the data
from the top page.

2.1 Task

The task was to locate a page that described car model Z4, and to choose a
favorite color for it. The subjects were given the following instruction: “Please
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choose your favorite color for the car model Z4.” The task was performed on
an experimental Web site modified from an actual automobile Web site. The
left portion of Figure 5 illustrates the top page, which consisted of five columns
(four content columns and one news column) and a field at the bottom of the
page where the names of car models were listed. Content columns had a heading
at the top, a picture with promotional text in the middle, and a list of topics
at the bottom. An important feature of this page was that the contents were
organized vertically. Successful task performance required correct understanding
of the page layout, since the column boundaries were not clearly defined.

2.2 Differences in Performance

We examined four performance measures to understand Web interaction char-
acteristics of the hard-of-hearing: 1) scan patterns, 2) the number of errors and
the time necessary to select the correct link, 3) the amount of time necessary to
select a link, and 4) the types of links the participants selected. The following
subsections briefly discuss how the hard-of-hearing’s performance differed from
that of the hearing in terms of these performance measures.

Scan Patterns. Figure 1 compares the scan path of one hard-of-hearing par-
ticipant (left) with that of one hearing participant (right). The two participants
took approximately the same amount of time to accomplish the task. However,
it is clear from the figures that their scan paths were completely different. The
left scan path (hard-of-hearing) does not reveal any clear pattern of scanning.
On the contrary, the right scan path (hearing) indicates a vertically aligned scan
path, consistent with the underlying semantic structure of the page.

Hard-of-Hearing

Error:1 Time:57sec

Hearing

Error:0 Time:54sec

Fig. 1. Differences in scan patterns (adapted from [2])

Number of Errors / Correct Link Selection Times. In order to accomplish
the task, the participants had to select a correct link on the top page, but they
made a number of wrong selections. Table 1 presents the average number of
errors and the average time taken to select the correct link. It is clear that
the hard-of-hearing committed errors more often than the hearing did. And the
hard-of-hearing took longer than the hearing to select the correct link.
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Table 1. Average number of errors and average time to select correct link: hard-of-
hearing vs. hearing

Hard-of-Hearing Hearing
Average Number of Errors 4.9 2.6
Average Time to Select Correct Link 2 min 42 sec 1 min 27 sec

Processing Times per Link Selection. Figure 2 indicates the time taken to
select correct links as a function of the number of link selections. The squares
denote the hearing participants. They align on the regression line; the slope
corresponds to the time necessary for the hearing to click a link. In contrast, the
circles, which denote the hard-of-hearing, do not reveal any correlation. These
results imply that the hearing took a certain amount of fixed time before selecting
a link, while the hard-of-hearing did not use such a strategic search method when
selecting a link.
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Fig. 2. Time necessary to select a link (adapted from [2])

Nature of Link Selections. We examined the types of the links that the
participants selected. The two classes of links are those that contain semantic
information and those that contain non-semantic information. The semantic-
information links include 1) heading, 2) index, and 3) related (i.e. semantically
related to the task goal) links. The non-semantic information links include 1)
animation, 2) picture, 3) direct (i.e. cryptic symbol link such as “Z4”), and 4)
other clickable objects.

The left pie chart of Figure 3 illustrates the types of links that the hearing
participants selected, and the right pie chart depicts those that the hard-of-
hearing chose. Overall, the hearing tended to select the semantic-information
links more often than the hard-of-hearing did (49% versus 21%). Conversely,
the hard-of-hearing selected non-semantic information links more often than the
hearing did (62% versus 36%).

Figure 4 combines the two pie charts into a single chart to clarify the dif-
ferences. The three link types plotted in the upper-right direction correspond
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Semantic info 
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(62%)

Non Semantic info 
(36%)

Semantic info 
(21%)

Animation
(13%)

Picture
(23%)

Other
(28%)

Direct
(17%)

Related
(13%)

Index
(4%)

Heading
(4%)Animation

(5%)

Picture
(18%)

Other
(13%)

Direct
(15%)

Related
(29%)

Index
(15%)

Heading
(5%)

Hard-of-Hearing Hearing

Fig. 3. The types of links that the hearing participants and the hard-of-hearing selected
(the pie charts are adapted from [2])
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Fig. 4. Differences between the types of links that the hearing and the hard-of-hearing
participants selected

to the semantic-information links, and the four link types in the bottom-left
direction correspond to the non-semantic information links. The bold line de-
noting the hearing dominates in the upper-right direction and the thin line de-
noting the hard-of-hearing dominates in the bottom-left direction. It is clear
from the figure that the types of links the participants selected were signifi-
cantly different in terms of the amount of semantic information contained in the
links.

3 Guidelines and Redesign

This section describes the accessibility guidelines that serve as guiding principles
for designing accessible Web pages for the hard-of-hearing. It then reports on
the redesign of the Web page used for our previous experiment to improve hard-
of-hearing usability by following the principles described in the guidelines, and
utilizing knowledge about the characteristics of the hard-of-hearing identified in
our previous experiments.
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3.1 Accessibility Guidelines for Hard-of-Hearing

Designers of Web-based materials should refer to Web design guidelines from
W3C’s WAI and the US Government Section 508. The guidelines are presented
under “Principles,” accompanied by an explanation as to who benefits from
them.

In W3C’s Web Content Accessibility Guidelines [6], Principle 1 suggests that
providing alternatives to audio information is the key to Web accessibility for
the hard-of-hearing. The US Government Section 508 recommends attaching syn-
chronized captions to audio, video, and multimedia material for hard-of-hearing
users. The primary focus of Web materials and computer-based support for the
hard-of-hearing is the provision of computer-generated images of sign language
and real-time text annotation. Almost all currently used guidelines involve the
substitution of audio information as the only aspect of Web-based interaction.
These techniques are appropriate for Principle 1. From the viewpoint of Web-
material designers, it is technically easy to conform to this principle; we simply
need to provide substitutes for auditory information. However, our experiments
clearly demonstrated that the hard-of-hearing’s style of accessing text informa-
tion differs from that of hearing persons, and not all hard-of-hearing persons
use sign language. Thus, the current use of guidelines for the hard-of-hearing
may be seriously limited. W3C’s Principle 3, in contrast, indicates that “content
and controls must be understandable.” This principle is important because Web-
based tasks are performed interactively, requiring comprehension of information
provided on the computer screen.

3.2 Redesign

We redesigned the page according to Principle 3 by considering interaction char-
acteristics of the hard-of-hearing. More specifically, we conjectured that the
design of the experimental Web page was not self-evident from the way the in-
formation was organized. Hard-of-hearing participants would have had difficulty
capturing hidden semantic structure, partly because their primary language is
not written language.

Considering the Web interaction characteristics of the hard-of-hearing, we re-
designed the page in two ways: 1) adding vertical lines that should function as
visual support enabling the hard-of-hearing to grasp the informational structure
easily, and 2) replacing difficult-to-understand labels with comprehensible repre-
sentations. The left portion of Figure 5 depicts the original design, and the right
presents its redesign. We expected that this redesign would improve the site’s
usability for hard-of-hearing persons. The results of the evaluation confirmed
that this redesign was effective.

3.3 Evaluation

Five hard-of-hearing persons participated in the experiment. Their eye move-
ments were recorded with the use of an EMR-HM8 of NAC, Inc. The task images
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were projected onto a flat screen 150cm in front of the subject. The projection
window was 90cm wide by 75cm high, with a viewing angle of 33 degrees horizon-
tal by 27.5 degrees vertical. The data sampling rate was 60 Hz. We recorded the
participants’ link selections and eye movements, and analyzed the data from the
top page. The right portion of Figure 6 depicts a typical eye movement pattern
of the hard-of-hearing participants for the redesigned page. Table 2 indicates the
improvement of performance in terms of average number of errors and average
time taken to select the correct link.

The improvement was significant. The average number of errors decreased
from 4.9 for the original page to 0.8 for the redesigned page, and the aver-
age time taken to select the correct link decreased to 42 seconds, which was 2
minutes faster than the time required for the original page. The hard-of-hearing’s

Fig. 5. Original design and redesign

Fig. 6. Scan path of one hard-of-hearing participant (left, original design; right, after
redesign)

Table 2. Average number of errors and average time to select correct link of hard-of-
hearing: original page vs. redesigned page

Original Page Redesigned Page
Average Number of Errors 4.9 0.8
Average Time to Select Correct Link 2 min 42 sec 0 min 42sec
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performance on the redesigned page was comparable to or even better than that
of the hearing (right column of Table 1). These results imply that, with the
redesigned page, the hard-of-hearing participants appropriately captured the in-
formational organization of the page and as a result were able to perform the task
efficiently. It was assumed that with the original page the hearing captured the
hidden informational structure and therefore performed better than the hard-
of-hearing, who had difficulty capturing it. The redesign appeared to eliminate
the hard-of-hearing’s difficulty in processing ambiguously designed informational
structure and to orient the cognitive resources in the right direction.

4 Conclusion and Future Plans

An important lesson is that what is obvious for the Web-literate is not nec-
essarily obvious for the hard-of-hearing. Hidden semantic structures caused by
fancy design ideas were not easy for the hard-of-hearing to capture, resulting
in a serious usability problem. Their eye movements told us clearly where the
source of confusion was and suggested the effective design change. A small design
consideration resulted in a large improvement of the Web site’s usability.

As stated above, the W3C’s Web accessibility guidelines say only what to
do, but not how to do it. This study exemplifies how accessibility can be ac-
complished. We believe that the accumulation of techniques is important to the
achievement of accessibility for the hard-of-hearing. We plan to continue using
this approach with various Web sites.
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Abstract. People with dementia have not traditionally been seen as a user group 
for website development. This paper describes the first attempts to discover 
some of navigation design needs when developing an information-based web-
site for people with dementia. A card sorting methodology is described using 
existing information that is provided for people with dementia about their con-
dition. Some participants with dementia found it difficult to group concepts to-
gether. This could have a profound affect on the design of good websites. 

1   Introduction 

There are an estimated 18 million people worldwide with dementia. Dementia primar-
ily affects older people. The chance of having the condition rises with age to 1 person 
in 20 over the age of 65, and 1 person in 5 over the age of 80 (ADI 2006). There are 
however maybe 18,000 people under the age of 65 in the UK with dementia (Alz-
heimer’s Society 2006). 

People with dementia have not traditionally been seen as a user group for website 
development. However, due to the availability of drug treatments that slow the  
progression of the disease and patterns of increasing early diagnosis the numbers of 
people in the early stages of dementia are increasing. Involvement of people with 
dementia in voluntary organisations such as the UK Alzheimer’s Society is also in-
creasing (Litherland 2004). Websites of organisations for people with dementia now 
have sections specifically targeted at this user group. However, there is little evidence 
that the design of these websites takes into account any special needs people with 
dementia may have when using the web (Savitch and Zaphiris 2005). 

Dementia has been defined as a syndrome characterised by the development of 
multiple cognitive deficits (Cummings and Khachaturian, 1999). Causes of dementia 
include Alzheimer’s disease, vascular dementia and dementia with Lewy bodies (Alz-
heimer’s Society, 2006). The cognitive domain which is impaired first and foremost 
in Alzheimer’s disease is memory (Kertesz and Mohs 1999). Topographical disorien-
tation, ie difficulty in orienting to, navigating through and feeling familiar with one’s 
surrondings is also seen in Alzheimer’s disease (Pai and Jacobs 2004). Most people 
with Alzheimer’s disease show language changes with naming disturbances being 
especially prominent (Henderson 1996). In tests where participants were asked to 
generate examples of words in a particular category, people with mild and moderate 
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Alzheimer’s disease produced many fewer exemplars than normal elders. People with 
mild dementia may remember a given concept and explain its meaning, whereas peo-
ple with in the moderate stages could not (Bayles 2003). People with Alzheimer’s 
disease may also retain knowledge of low-dominant attributes, ie properties not cen-
tral to the word’s meaning (Nebes and Halligan 1996).  

These problems with language are likely to affect the way people with dementia 
use websites where navigation is heavily based on language and the need to associate 
the content of a page with a word or phrase used as a menu item or button label. This 
paper describes the first attempts to discover some of the navigation design needs 
when developing an information-based website for people with dementia. 

2   Involving People with Dementia in Research 

Until recently, assumptions were often made that people with dementia do not have 
views about their condition and are unable to express their own history (Allen et al  
2003). However, there is growing recognition that people in the early stages of 
dementia are able to provide accurate and valid reports of the experience of services 
provided for them, such as community care (Bamford and Bruce 2000).  

When working with people with dementia, appropriate research methodologies are 
vital. In both the areas of dementia care and dementia research a more person-centred 
approach has been adopted (Kitwood 1997). A collaborative style is appropriate when 
carrying out research with this population. In such resarch the person with dementia, 
carers and researchers explore difficulties and options for their resolution together 
(Blackman et al 2003). In the HCI community, it is recognised that new techniques 
might be needed when working with older or disabled people (Newell and Gregor 
2004). Older people in general encompass an incredibly diverse group of users. For 
this reason, Gregor et al (2002) have put forward the concept of user-sensitive inclu-
sive design rather than user-centred. 

2.1   People with Dementia and Computers 

Some people with dementia, however, are actively using computers and the internet 
(DASNI 2005; Alzheimer’s Forum, 2005). Alzheimer’s Forum is a website for people 
with dementia that is run by a small group of people with dementia at the West Kent 
branch of the Alzheimer’s Society. There are also a number of websites offering in-
formation about the condition and ways of coping. However, although the content of 
these websites is written for people with dementia there is no evidence that they have 
been designed specifically for this user group (Savitch and Zaphiris 2005).  

The aim of the follow-up study, reported in this paper, is to investigate how people 
with dementia view the information that is available to them in terms of any mental 
models they may have of how this information should be arranged and organised. 

2.2   Information Architecture and Website Design 

Information architecture has been defined as the process of creating an underlying 
organization system for information (Kuniavsky 2003). In website design, it espe-
cially refers to how the different pages of the site relate to one another, and involves 
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such issues as content analysis and planning, organisation of the pages, providing 
cues to help users to orient themselves, labelling and navigation design (Brinck et al 
2002). Navigation is a major part of the user experience on a website and careful 
attention needs to be paid to designing appropriate and usable navigation that allows 
users to get to where they want to go (Lazar, 2003). 

Kuniavsky (2003) has identified the need to establish who the audience is, how 
they think, what words they use and whether the existing information architecture 
makes sense to them. Most websites are designed in some sort of top down hierarchy. 
Usually there is a top page where the user enters the site, middlemen page for topical 
areas or different user audiences and content pages (Lazar, 2003). Appropriate termi-
nology is important as words can be ambiguous and easily misunderstood and their 
comprehension by the website user group is critical (Kuniavsky 2003). 

The user’s mental model of a particular website – ie how people understand the 
topic, the picture they have developed of how the information is organised, and the 
names and relationship of the terms they use (Kuniavsky 2003) is investigated in this 
study using a card sorting technique. 

3   Methods 

Ten people with dementia were asked to take part in the study. They were all in con-
tact with the UK Alzheimer’s Society for support and/or advice and recommended by 
staff working at the Society. The participants consisted of eight men and two women. 
Participants were not expected to have any prior knowledge of computers or websites. 
For comparison the study was also undertaken with eight people who are employed 
by the Society in various roles to give out information about dementia. This group 
consisted of six women and two men. This group was chosen because they are in-
strumental in providing information for people with dementia. Assumptions are often 
made that this group will have insight into how people with dementia think. 

The topics used in this study were taken from existing printed publications pro-
duced by the UK Alzheimer’s Society. The information provided and the language 
used has been extensively researched by the Alzheimer’s Society ‘Living with demen-
tia’ programme to produce a booklet entitled ‘I’m told I have dementia’ and a series 
of information sheets for people with dementia. This information has been used to 
produce a section of the UK Alzheimer’s Society’s website (Table 1). The website 
section was developed by the Society’s website manager using a ‘bottom-up’ ap-
proach (Brinck et al 2002) using the text and titles of the sheets and booklet chapters. 
It has been established that the existing navigation is not particularly easy for people 
with dementia to use (Savitch and Zaphiris 2005). 

3.1   Card Sorting 

The card sorting technique is a useful approach to understanding what natural catego-
ries people have for the domain, and is appropriate when the designer is not a domain 
expert and needs the insight of users (Brinck et al  2002). The card sorting technique 
was chosen for this study because it is a simple technique that is not threatening to the 
participant. Card sorting has successfully been use to investigate web health informa-
tion architecture for older users (Kurniawan and Zaphiris 2003). 
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The titles of the sheets/booklet chapters were cut out and pasted onto cards. Par-
ticipants were asked to ‘sort’ the cards into groups in any way that made sense to 
them. It was made clear to all participants that there was no right or wrong answer, 
and that the groups could be made up of any number of cards and that not all the cards 
need to be grouped. Once the cards were sorted, participants were asked to provide a 
suitable overall title for each group. Participants were encouraged to talk through their 
decisions throughout. The results were then analysed using ‘eyeballing’ and cluster 
analysis techniques (Martin 1999). 

Table 1. Existing website design. An additional card - ‘Having a brain scan’ was also used. 

Website heading Card topic 
After the diagnosis Living with dementia 
Types of dementia What is dementia? 

What is Alzheimer’s disease? 
What is vascular dementia? 
What is dementia with Lewy bodies? 
What is fronto-temporal dementia? 

Treatments Aricept – a drug for Alzheimer’s disease 
Reminyl – a drug for Alzheimer’s disease 
Exelon – a drug for Alzheimer’s disease 
Ebixa – a drug for Alzheimer’s disease 

Where can I get support? Where can I get support? 
How can the GP help? 
How can social services help? 

Planning for the future Sorting out your money 
Working 
Will I still be able to drive? 
Writing a will 

Ideas for looking after yourself Everyday tips 
Making everyday life easier 
Ideas for keeping healthy 

Family and friends Telling other people 
Will my family get Alzheimer’s disease? 

4   Results 

Three of the ten participants with dementia did not group the cards at all. They were 
happy to talk about the individual topics raised, but did not find any associations 
between the topics. All three participants could read the topics and clearly under-
stood the meaning of the word or phrases. They appeared however to sometimes be 
confused especially if the phrase on the card appear in the form of a question. This 
would often prompt the participant to answer the question or state that they knew the 
answer. 

The results of the card sort for the remaining seven participants with dementia and 
the eight information workers were analysed with the IBM’s EZSort software. The 
results can be seen in Figure 1. The aaverage algorithm was used. This gives a balance 
between two algorithms - single linkage algorithm, which emphasises more on simi-
larities and the complete linkage algorithm, which emphasises more on differences. 
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The analysis of the card sorts shows that all participants in the study have grouped 
the drugs for Alzheimer’s disease together and the various causes of dementia to-
gether. From Figure 1, it is clear that there is more agreement in associations within 
the group of information workers than within the group of people with dementia. The 
results from the people with dementia are less uniform than those of the information 
workers. 

4.1   Areas of Most Difference Between the Sets of Participants 

The topics that showed the most difference between the two sets of participants were: 
‘Telling other people’, ‘How can my GP help?’ and ‘Living with dementia’. The 
participants with dementia generally kept ‘Telling other people’ as a topic on its own. 
Many of the participants highlighted this subject as being very important to them. The 
information workers were more likely to group this card with others.  The topic ‘How 
can my GP help?’ was treated differently by the two sets of participants. The informa-
tion workers tended to see this topic as completely separate from the ‘Seeing your 
doctor’ topic and tended to associate it with the general ‘How do I get support’ topic 
and the ‘How can social services help?’ topic. However, the participants with demen-
tia generally kept the two topics ‘Seeing your doctor’ and ‘How can my GP help?’ 
together. Presumably because they did not differentiate between the two statements in 
the same way as the information workers did. The ‘Living with dementia’ topic was 
also viewed differently between the two groups. The information workers tended to 
see this as a general topic covering everyday life for someone with dementia. 
Whereas the people with dementia themselves seem to associate it more with the 
more practical and pressing issues such as driving and working. 

4.2   Areas of Most Agreement Between the Sets of Participants 

The two areas where there was most agreement between the two sets of participants 
were the groups of topics associated with drug treatments and the group of topics 
associated with the different causes of dementia. Both sets of participants also tended 
to keep the ‘Will my family get Alzheimer’s’ topic on its own. The information 
workers were more likely to name the drugs group of cards ‘Treatments’ (4/8 par-
ticipants), whereas the people with dementia were more likely to call the group 
‘Drugs’ or ‘Medicines’ (4/7 participants). The existing website uses the word 
‘Treatments’. The participants with dementia each called the causes of dementia 
group a different title, eg what is dementia, types of dementia, forms of dementia, 
kinds of dementia,  whereas four of the eight information workers chose the title 
‘Types of dementia’. Again, ‘Types of dementia’ is the phrase used on the existing 
website. The ‘Will my family get Alzheimer’s’ card was classed as a topic on its 
own by three of the seven people with dementia, and two of the eight information 
workers. One person with dementia and two out of eight information workers 
grouped it with other ‘medical’ cards. Two of the information workers grouped the 
card with the ‘Telling other people’ card. Again, this might reflect their previous 
knowledge of the existing website. 
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Fig. 1. Cluster analysis of card sorting data 

4.3   Number, Size and Names of Groups 

The information workers seem to have sorted the cards into fewer groups – 4-11 
groups whereas the people with dementia had 5-9. People with dementia tended to 
have more groups consisting of only one card (14) than the information workers (12). 
Only three out of the eight information workers had any groups with only one card, 
whereas six out of seven people with dementia chose to have at least one group con-
sisting of a single card. Although both the controls and the group of people with de-
mentia found it difficult to give names to the groups, the people with dementia found 
it more difficult. Often the names of the groups given by people with dementia were 
longer and more complicated that those given by the control group. The group names 
given by people with dementia had a mean of 3.8 words per title compares with 3.0 
words for the information workers. 

4.4   Carrying Out the Task 

Way in which the task was carried out was very similar. All participants tended to 
pick out the cards about drug treatments and the types of dementia first. Some partici-
pants with dementia were put off by terms that they didn’t understand, eg some 
seemed confused about drugs names or the causes of dementia. Most of the partici-
pants with dementia were keen to give their opinions about the topics but were easily 
distracted – especially in the topic was given in the form of a question. 

5   Conclusions and Discussion 

The finding that three of the ten participants with dementia did not group the cards at 
all is interesting. Although it could be that the participants did not understand the task 
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that was being asked of them. The fact that people with dementia found it difficult to 
group concepts together could have a profound affect on the design of good websites. 
It could be argued that people in a stage of dementia that hinders them from thinking 
hierarchically would not be able to use the world wide web. However, the authors 
believe that future generations of people with dementia will turn to the web for infor-
mation and support. It is the role of web designers to make the website as easy to use 
as possible. It might be that traditional website design based on menus hierarchies is 
not suitable for people with dementia. However, it is too early in the research to make 
generalizations about website design. 

The fact that three of the participants had problems understanding the task raises 
the issue that the card sorting technique used may not be suitable for use with people 
with dementia. It might be tempting to dismiss the views of the three participants who 
did not group the cards because there might be an assumption that these people would 
not be able to use websites. However, there is no evidence that the participants could 
not use a computer or that they would not be interested in the information provided by 
the Alzheimer’s Society website. More work is needed to establish how people with 
dementia do find information they are looking for. 

The interviews with people with dementia were generally longer than those with 
the information workers. All the people with dementia were keen to discuss the topics 
on the cards and their experiences. This was especially true when the topic was writ-
ten as a question. 

The fact that all participants grouped the cards relating to drug treatments and the 
causes of dementia may be due to the topics but may also be because the terminology 
used is very similar. For example, all the cards about drug treatments are written 
‘Drug name – a drug for Alzheimer’s’ and all the cards on the topic of causes of de-
mentia are written in the style ‘What is xxx?’. Terminology appears to be important – 
the information workers clearly see a difference between the phrase ‘seeing your 
doctor’ and the phrase ‘how can my GP help?’, whereas the group of people with 
dementia linked these two cards together more. The issue of the use of questions as 
headings was also raised. One of the information workers was initially drawn to 
grouping the cards as ‘questions’ and others. One of the participants with dementia 
specifically highlighted the issue of whether the ‘reader’ was ‘you’ or ‘me’. 

Further research is need. It is proposed that a website be devised based on the 
grouping identified by people with dementia and tested by people with dementia. The 
terminology used in website design also needs to be investigated further. Navigation 
systems are clearly important for people with dementia. The idea of a flat structure 
needs to be investigated further and compared with other navigation systems. It is 
clear that traditional HCI methodologies need to be adapted when designing for peo-
ple with dementia. 
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Abstract. Quality of websites is a key factor in addressing all users. Besides 
functional issues is the design of each web page affecting the ability to navigate 
and interact with web applications. Web designers are only slowly becoming 
aware of accessibility issues, more tools, better processes in creating high 
quality websites and a better understanding of guidelines is needed.  

1   Introduction 

Surveys have repeatedly shown that the accessibility of websites for people with 
disabilities is disappointingly low.  In 2004 the Disability Rights Commission [1] in 
Great Britain found that only 19% of a very large and diverse sample of websites 
passed even the most basic accessibility criterion, automated testing for Priority 1 
level checkpoints of the Web Content Accessibility Guidelines (version 1, WCAG1)1.  
In 2005, a survey of public administration websites across Europe2 found that only 
10% passed the automated Priority 1 tests, and only 3% passed the full set of Priority 
1 tests (achieved with both automated and manual testing).  Smaller surveys and 
surveys of more specific web domains, both in Europe and other parts of the world, 
show similarly low levels of conformance to WCAG [2 – 7].  Two recent historical 
studies also paint a similar picture: Hackett, Parmanto & Zeng [8] found that a 
random selection of websites (accessed using the Internet Archive's Wayback 
Machine) significantly decreased in accessibility during the period 1997 to 2002; 
Petrie [9] in a meta-analysis of 11 studies conducted between 1999 and 2005 found no 
significant change in the overall level of accessibility of websites.  

This situation is extremely disappointing, given legislation in many countries 
relevant to web accessibility and the many initiatives to promote web accessibility.  It 
is also surprising, given the range of tools available to web authors to assist them 
when developing accessible content for the web.  Such tools, all of which are useful to 
web authors, include: 

                                                           
1 http://www.w3.org/TR/WCAG10/ 
2 www.cabinetoffice.gov.uk/e-

government/docs/eu_accessibility/pdf/eaccessibility(eu)_report.pdf 
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• authoring tools that provide guidance on accessibility (e.g. Dreamweaver3 
provides accessibility dialogue boxes4 that prompt the author to enter 
accessibility tags and attributes), 

• tools that can be used to check for specific accessibility issues although they 
were not designed for this purpose (e.g. the Lynx browser5 allows an author to 
view the linearized version of a web resource, thus gaining an idea of how it 
will be read to blind web users via a screenreader6), 

• tools that are developed to visualize specific accessibility issues (e.g. there are 
a number of tools that attempt to show how a web resource will appear to 
users with different forms of colour vision deficiency), 

• tools that provide easy access to a range of specific checking capabilities, such 
as those discussed above, e.g. the Web Accessibility Toolbar7,  

• automated evaluation and evaluation and repair (E&R) tools, that assess the 
conformance to some of the WCAG checkpoints, and may assist the author in 
repairing violations of the checkpoints8, 

• testing web resources with assistive technologies, such as screenreaders for 
blind users and software for dyslexic users, to check how they are rendered in 
these technologies, and 

• testing web resources with disabled web users to ensure that these groups can 
easily use the resources. 

This Special Thematic Session (STS) addresses some of the important issues 
currently challenging web developers and website owners in relation to the evaluation 
of websites for accessibility, using both manual and automatic testing. Authors of the 
papers address current problems around the processes associated with both small scale 
and large scale accessibility testing and refer increasingly to the multiplicity of 
definitions of accessibility. For example, there are differences in the level of 
abstraction of criteria in different definitions (which implies also the applicability of 
automatic testing tools), there are large variations among definitions with respect to 
their ability to compare different levels of accessibility and there are differences in the 
legal definitions in different countries.  In our STS, Brajnik [10] particularly provides 
an interesting discussion of the problems of defining web accessibility.  

Since the development of WCAG 1.0, it is clear that the criteria for web 
accessibility will need to be periodically revised in order to keep them up-to-date and 
improve them where possible.  Updates and improvements can arise from better 
assistive devices, better implementations of browsers, new technologies supporting 
browsers such as mobile phones, or better understanding of the evaluation of some 

                                                           
3 Examples of commercial products are provided only as illustrative of particular 

points, and are not endorsements of these products. 
4 http : //livedocs.macromedia.com/dreamweaver/8/using/wwhelp/wwhimpl/common/ 

html/wwhelp.htm?context=LiveDocs_Parts&file=15_imag4.htm#71908 
5 http://lynx.browser.org/ 
6 For example, Vischeck (http://www.vischeck.com/) 
7 http://www.visionaustralia.org.au/ais/toolbar/ 
8 For a comprehensive list, see http://www.w3.org/WAI/ER/existingtools.html 
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criteria. An approach to define the criteria more precisely and also make them suitable 
for use by automatic testing tools is discussed by Strobbe et al [11], who propose a 
Test Case Description Language (TCDL). The authors demonstrate a set of test 
materials and a test procedure in order to validate the accessibility criteria and also to 
compare automatic tools using the criteria. Moreover, they expect their TCDL can 
also be used for novel technologies such as XForms and Scalable Vector Graphics 
(SVG) as the appropriate browsers and criteria for accessibility of these technologies 
become available. Leporini et al [12] also address the need to handle multiple 
guidelines and propose an executable description of guidelines. This paper 
demonstrates their language for some selected examples and reports on a run-time 
environment for executing guideline descriptions. Abou-Zahra proposes in another 
paper [13] the use of the Evaluation and Report Language (EARL) based on semantic 
web technologies to allow a comparison among such test results. 

The validation of guidelines can increase our understanding of limitations of 
guidelines. Herramhof et al [14] report about the development of software tools to 
support the authors of evaluation criteria and a tool for conducting remote evaluations 
with heterogeneous user groups or automatic testing tools in parallel. They expect 
current attempts to validate guidelines may to lead to more confidence in the quality 
of automatic testing results and help to reduce the need for expert and user testing. 

Some guidelines still lack appropriate automatic tools to evaluate them. These 
include the criteria of “making the text content readable” and “mechanism to find 
context [… and navigate through it” [15]. Two papers in the STS address each of 
these guidelines separately and report on ongoing work. Findings from computer 
linguistics can be applied in order to help to measure the simplicity of language on the 
web. Monitoring the actual navigation by end users within and between web pages is 
a step towards better analysis of the mechanisms offered for navigation. Gonzalez et 
al [16] propose implementing agents to better monitor user navigation when 
conducting remote user testing. This will allow the differences between different 
assistive technologies to be taken more automatically into account.  

Two issues of evaluating accessibility still require either automatic, expert or end 
user testing: periodic assessment of very large number of web sites for benchmarking 
purposes and task-driven expert or usability testing. Several papers in the STS [17, 
18] report on ongoing work towards large scale testing and have to tackle the 
temporal nature of dynamic web sites. Only by regularly testing of large numbers of 
websites can an analysis of the trends and problems of web accessibility be 
undertaken.  

Tools for the integration of automatic testing with user and manual testing are still 
in their initial states of development. Rangin [19] proposes to ensure use of best 
practices and apply multiple and different tools. Benavídez et al [20] discuss their 
approach to semi-automated testing and address the requirements for next generation 
of testing tools: The heterogeneity of users with different requirements is not yet 
supported by either automatic tool or tools for manual testing. In addition, in order to 
make testing both more effective and efficient (and hence economic and attractive to 
web developers and owners), the workflow associated with testing by automated 
tools, experts and end users needs to be supported better by all existing tools. 



 People with Disabilities: Automatic and Manual Evaluation of Web Sites 155 

References 

1. Disability Rights Commission (2004).  The web: Access and inclusion for disabled    
people. London: The Stationery Office. 

2. Flowers, C.F., Bray, M. and Algonzzine, R. (2000). Accessibility of Schools and Colleges 
of Education Home Pages for Students with Disabilities. College Student Journal. 34(4), 
550-556. 

3. Kelly, B. (2002). WebWatch: An accessibility analysis of UK university entry points. 
Ariadne, 33. Available at:  http://www.ariadne.ac.uk/issue33/web-watch 

4. Kelly, B. (2004). Accessibility Survey of UK University Entry Points. Institutional Web 
Management Workshop 2004, University of Birmingham. Available at: 
http://www.ukoln.ac.uk/web-focus/events/workshops/webmaster-2004/talks/phipps-
kelly/survey/.  

5. Loiacono, E.T. (2004).  Cyberaccess: Web accessibility and corporate America.  
Communications of the ACM, 47(12), 83 – 87. 

6. Schmetzke, A. (2001). Web accessibility at university libraries and library schools. 
Library Hi Tech, 19(1), 35 – 49. 

7. Sullivan, T. and Matson, R. (2000). Barriers to Use: Usability and Content Accessibility 
on the Web’s Most Popular Sites. Proceedings of the Conference of Universal Usability. 
Arlington, VA: ACM. 

8. Hackett, S., Parmanto, B. and Zeng, X. (2004).  Accessibility of internet websites through 
time.  Proc.  ASSETS 2004.  New York: ACM Press. 

9. Petrie, H. (2005). Recent developments in website accessibility.  Keynote paper at 
Conference on Accessible Design in the Digital World. Dundee, Scotland. 

10. Brajnik, G (2006). Web accessibility testing: when the method is the culprit.  This volume. 
11. Strobbe, C., Herramhof, S., Vlachogiannis, E. and Velasco, C.A. (2006). Test case 

description language (TCDL): Test case metadata for conformance evaluation.  This 
volume. 

12. Leporini, B., Paterno, F. and Scorcia, A. (2006).  An environment for defining and 
handling guidelines for the web.  This volume. 

13. Abou-Zahra, S. (2006). Managing and monitoring web site accessibility.  This volume. 
14. Herramhof, S., Petrie, H., Strobbe, C., Vlachogiannis, E., Weimann, K., Weber, G. and 

Velasco, C. (2006).  Test case management tools for accessibility testing.  This volume. 
15. Caldwell, B., Chisholm, W., Slatin, J., Vanderheiden, G., and White, J. (2005). Web 

Content Accessibility Guidelines 2.0, W3C Working Draft 30 June 2005. World Wide 
Web Consortium. Available at: http://www.w3.org/TR/WCAG20/ 

16. Gonzalez, M., Gonzalez, M., Rivera, C., Pintado, I. and Vidau, A. (2006).  Testing web 
navigation for all: an agent-based approach.  This volume. 

17. Snaprud, M.H., Ultveit-Moe, N., Pillai, A.B. and Olsen, M.G. (2006).  A proposed 
architecture for large scale web accessibility assessment.  This volume. 

18. Petrie, H.  …. (2006).  …. This volume. 
19. Rangin, H. B. (2006). University of Illinois tools and techniques for functional web 

accessibility.  This volume. 
20. Benavídez, C., Fuertes, J. L., Gutiérrez, E., and Martínez, L. (2006). Semi-Automatic 

Evaluation of Web Accessibility with HERA 2.0.  This volume. 



Web Accessibility Testing:
When the Method Is the Culprit

Giorgio Brajnik

Dip. di Matematica e Informatica
Università di Udine
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Abstract. Testing accessibility of a web site is still an art. Lack of
appropriate definitions of accessibility and of standard testing methods
are some of the reasons why Web accessibility is so difficult to achieve.

The paper describes a heuristic walkthrough method based on bar-
riers; it then discusses how methods like this can be evaluated, and it
shows experimental data about validity and usefulness of the method
when compared to standards review.

1 Introduction

Unless one has a clear notion of the property that has to be tested, the testing
process is rarely successful. And when the property depends on human cognitive
processes, then also the testing method may reduce the effectiveness of testing.
This is indeed the case for web accessibility. On the one hand, there are several
(more or less practical) definitions of accessibility. Sometimes accessibility is
defined in terms of effectiveness; now and then it is defined in terms of usability;
but unfortunately there are too often claims that a web site is accessible simply
because an automatic testing tool yielded no error.

While accessibility can be tested based on guidelines (like WCAG 1.0, or Sec-
tion 508) through a standards review method, other methods can be employed,
like user testing [4] or usability inspection methods [14,7,12] or those suggested
in [8]. Knowledge about the benefits and shortcomings of these methods applied
to accessibility is still missing. If it were available, then methods appropriate to
the specific situation at hand could be used, and results could be easily compared
(over time for the same web site and type of users, or between different web sites
or populations with differing characteristics).

To be really useful, evaluation methods should constrain the way in which the
evaluator identifies problems and how they are graded in terms of importance.
Only when these two kinds of decisions can be standardized, then the results
produced can be used to rank web sites and to prioritize their bugs. Prioritization
of defects is of paramount importance as any web developer required to fix them
works always in a scarce resource mode.

The purpose of this paper is to propose and evaluate a heuristic walkthrough
method to fill what I consider to be a gap in evaluation methods for accessibility
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assessments. Heuristics are interpretations and extensions of well known accessi-
bility principles; within this method they are linked to user characteristics, user
activities, and situation patterns so that appropriate conclusions about user ef-
fectiveness, productivity, satisfaction and safety can be drawn, and appropriate
severity scores can be consequently derived.

2 Accessibility Testing

2.1 Problems in Accessibility Testing

As discussed in [1] at least three definitions of accessibility exist: some refer to
usability, some to effectiveness1 and some to other principles like perceivability,
understandability and operability. The problem is that depending on the defini-
tion different methods have to be used to investigate. Running a user test doesn’t
make sense if we want to determine conformance to guidelines, and conversely
conformance testing cannot be used to determine usability of the web site with
respect to disabled users.

More confusion exists regarding the methods to use. For example, the current
Italian regulation for web accessibility [13,6] specifies a number of technical re-
quirements similar to WCAG 1.0 and Section 508 points. However, in order to
achieve a certification mark evaluators have to perform a cognitive walkthrough
(an analytical method for early–on usability investigations, that is yet unproven
as a method for accessibility testing). In addition, the regulation specifies 12
general usability principles that are generally employed with a different method,
namely heuristic evaluation. It also requires that evaluators classify identified
problems into 5 severity levels, without specifying how severity should be de-
termined. It then suggests empirical methods that have no proved effectiveness
(e.g. subjective assessments) and finally it requires that evaluators compute a
final score for the site on the basis of mean averages of severity levels associated
to problems (an ineffective aggregation technique). Although such a regulation
sets a certification framework for web accessibility, in my view it is unlikely to
succeed because of extreme subjectivity and variability, poor practicality and
measure–theoretical shortcomings.

Recently, other initiatives towards accessibility certifications took place [5]:
but unless adoption of proper methods is prescribed, the desired connection
between quality marks and actual accessibility levels will be missing, consistently
with those that argue against any accessibility certification program [10].

Even simpler methods like conformance testing (called also standards review)
are not problem–free. As discussed in [11], WCAG 1.0 guidelines suffer from
their theoretical nature, dependency on other guidelines, ambiguity, complexity,
their closed nature and by some logical flaws. Most of these comments apply as
well to the current WCAG 2.0 draft, to Section 508 and to the Italian official

1 In the following I assume that accessibility is defined as: “. . . web sites are accessible
when individuals with disabilities can access and use them as effectively as people
who don’t have disabilities” [15, p. 3].
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technical requirements. Guidelines are intentionally defined in terms that are
independent from the technology used in implementing and in visiting web sites.
As a consequence, guidelines are often too abstract to be directly applicable to
a web site, creating a gap that has to be filled by the evaluator. In addition,
they don’t help the evaluator in distinguishing important problems from trivial
ones. For example, few of the images in a web site that lack an appropriate
alternative text are a true barrier: most of the images are used for emotional
purposes, which in textual alternatives would almost always be lost anyway. But
an important function asked to an evaluator is to tell what the consequences of
such defects are: this, however, can be done only if appropriate use scenarios are
considered. The standards review method does not tell how to choose scenarios
and how to rate the defect, except for static priorities that cannot reflect these
scenarios.

2.2 Requirements on Methods

Evaluation methods should be valid, reliable, useful and efficient. Validity is “the
extent to which the problems detected during an evaluation are also those that
show up during real–world use of the system”whereas reliability is “the extent to
which independent evaluations produce the same result” [7,9]. Usefulness is the
effectiveness and usability of the results produced (with respect to users that
have to assess, or to fix, or otherwise to manage accessibility of a web site).
Finally, efficiency is given by the resources being utilized during an evaluation
(in terms of time, persons, skill level, facilities, money) related to some level of
validity, reliability and/or usefulness.

Notice that especially validity and reliability are negatively affected by a num-
ber of factors: different evaluators may have different levels of knowledge in web
accessibility, in assistive technology, in the relevant standards, in the behavior of
browsers. Hence it is important that the method constrains as much as possible
the subjectivity of the evaluators in identifying failure modes2, in diagnosing
them and in judging them.

3 Barriers Walkthrough

An accessibility barrier is any condition that makes it difficult for people to
achieve a goal when using the web site through specified assistive technology (see
figure 1 for an example). A barrier is a failure mode of the web site, described
in terms of (i) the user category involved, (ii) the type of assistive technology
being used, (iii) the goal that is being hindered, (iv) the features of the pages
that raise the barrier, and (v) further effects of the barrier.

Barriers to be considered are derived by interpretation of relevant guidelines
and principles [4,16]. A complete list can be found in [2].
2 I use the term failure mode to mean the way in which the interaction fails; the defect

is the reason for the failure, its cause; the effects are consequences of the failure
mode.
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To apply the barriers walkthrough method (BW), a number of different scenar-
ios need to be identified. A scenario is defined by user characteristics, settings,
goals, and possibly tasks of users belonging to given categories. At least cate-
gories involving blind users of screen readers, low–vision users of screen magni-
fiers, motor–disabled users of a normal keyboard and/or mouse, deaf users, and
cognitively disabled users (with reading and learning disabilities and/or atten-
tion deficit disorders) should be considered.

barrier users cannot perceive nor understand the information conveyed by an
information rich image (e.g. a diagram, a histogram)

defect an image that does not have accompanying text (as an alt attribute,
content of the OBJECT tag, as running text close to the picture or
as a linked separate page)

users affected blind users of screen readers, users of small devices
consequences users try to look around for more explanations, they spend substantial

time and effort; effectiveness, productivity, satisfaction are severely
affected

Fig. 1. Example of barrier

User goals and tasks can be defined only with reference to the site being tested.
For a web application, one should consider some of the possible goals and tasks
usually documented in use cases and cross these goals with user categories to
obtain the relevant scenarios. For information web sites, a sample of possible
information needs can be considered and crossed with user categories. In this
way, most of the times, each user goal/task will be associated to different sets of
pages to test, and these will be crossed to user categories.

Evaluators then analyze these pages by investigating the presence of barriers
that are relevant to the particular user category involved in the scenario.

Cross–checking a barrier to a set of pages in the context of a scenario enables
evaluators to understand the impact that the barrier has with respect to the
user goal and how often that barrier shows up when those users try to achieve
the goal.

In the end, evaluators produce a list of problems, associating each problem
to a barrier showing up in a given scenario, to a severity level, and possibly to
performance attributes that are affected (e.g. effectiveness, productivity, satis-
faction, safety).

4 Evaluating Testing Methods

Evaluations of a testing method should determine its validity, reliability, use-
fulness and/or efficiency. In this paper I report an experimental evaluation of
validity and to some extent of usefulness of the BW method compared to con-
formance test (CT).
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Validity and usefulness are determined by computing certain metrics on re-
ports3 written by 3rd year university students doing their term projects in a class
on web design. A comparative study was set up between reports produced using
the BW method and reports of conformance tests (CT) based on WCAG 1.0 AA
checkpoints. Nineteen different reports produced by 8 different student teams
were analyzed; 8 reports were based on conformance test and 11 on barriers
walkthrough. These reports were about 6 different public web sites; each web
site was evaluated by at least 2 teams using both methods.

The metrics are based on whether a problem is a true or false one, and whether
there are false negatives (i.e. problems missed by the report). In order to de-
termine the true problems of a web site, the instructor4 took all the reports
regarding a web site and marked out the issues that are wrongly raised (e.g.
students not having properly understood a checkpoint or barrier). Repetitions
of the same problems were not counted, leading to a list of unique (true or false)
problems. For reports produced by the CT method, that don’t have the severity
score, a new score was added by the instructor: when the issue is mentioned in
the executive summary of the report it gets a severity score of 3, otherwise 1. A
further severity score was added for each issue, representing the severity of the
issue that the instructor deemed appropriate. Such a score is 0 for issues that
are not a problem, and 1 to 3 otherwise.

Each issue therefore consists of the tuple (team, site, type of problem, method,
team–severity, instructor–severity). Data were then aggregated so that at most
a single tuple results for any combination of site, team, method and problem
type. Severities were aggregated by computing the maximum (i.e. by deriving
the highest value for the aggregated issues, which corresponds the worst case).

The set of true problems for a web site is then the union of all the problem
types that were labeled as “true” by the instructor.

Comparison metrics include:

– precision (P), the percentage of reported problems that are true problems;
in the following, P is precision, whereas P3 is the percentage of reported
problems that have an instructor–assigned severity of 3;

– sensitivity (S), the percentage of the true problems being reported (notice
that P and S are totally independent; for example, P = 1 also in the extreme
case where only 1 true problem was reported, but the web site contains many
other unreported problems); S3 is the sensitivity with respect to the problems
having instructor–assigned severity of 3;

– fallout (F), the percentage of false problems that are reported;
– E–measure (E): a combination of precision and sensitivity in the range [0, 1):

E = PS/(αP + (1 − α)S); I set α = 0.5 and then E = 2PS/(P + S); E is a
monotonic and symmetric function on both arguments; E3 is the combination
of P3 and S3;

3 Available on–line at www.dimi.uniud.it/giorgio/dida/psw/galleria/galleria
.html. The experimental data used in this paper is available online at [2]. The BW
method description that students followed is [3].

4 And author of this paper.
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– mean severity (sev): the mean of the severity assigned by students to true
problems;

– n. of problems with severity=3 : the number of true problems associated to
the highest severity level.

Precision, sensitivity, fallout and e–measure are related to method validity;
mean severity, the number of high severity true problems, P3, S3, and E3 are
related to the usefulness of the method (i.e. its ability to focus the evaluator
resources onto most important problems).

4.1 Results

Collectively the reports raised 303 problems (respectively 166 for CT and 137
for BW), with 260 true problems (86%).

Figure 2 shows the validity and usefulness metrics split by web site.

calabria BW CT
P 0.85 0.80
P3 0.08 0
S 0.48 0.70
S3 1 0
F 0.33 0.66
E 0.61 0.74
E3 0.14 0
sev 1.91 1
n sev=3 3 0

campania BW CT
P 1 0.76
P3 0.24 0.12
S 0.75 0.46
S3 0.83 0.33
F 0 1
E 0.86 0.58
E3 0.37 0.17
sev 1.69 1.62
n sev=3 6 4

fvg BW CT
P 1 0.69
P3 0.20 0
S 0.29 0.85
S3 1 0
F 0 1
E 0.45 0.76
E3 0.33 —
sev 2.2 1
n sev=3 4 0

molise BW CT
P 1 0.73
P3 0.36 0
S 0.74 0.42
S3 1 0
F 0 1
E 0.85 0.53
E3 0.53 0
sev 2.43 2.25
n sev=3 8 5

puglia BW CT
P 1 0.81
P3 0.60 0.41
S 0.57 0.63
S3 0.63 0.58
F 0 1
E 0.73 0.71
E3 0.62 0.48
sev 2.34 1
n sev=3 12 0

toscana BW CT
P 0.95 0.84
P3 0.38 0.03
S 0.56 0.72
S3 0.89 0.11
F 0.11 0.89
E 0.70 0.78
E3 0.53 0.05
sev 2.10 1.17
n sev=3 11 3

Fig. 2. Results for the validity and usefulness metrics split by web site; sev is the mean
severity. Values highlighted in boldface are the only ones where CT scores better than
BW. Notice that for each web site the sum of fallout is always 1 since there are only
two methods being considered that can produce false positives.

In most of the cases BW is more valid and useful than CT. In fact:

Precision. In 4 cases out of 6, precision for BW is absolute (100%); it is never
less than that of CT, never smaller than 85% and it is between 5 to 45%
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higher than that obtained through CT. This means that while CT produces
between 31 and 16% of false positives, BW yields 15% at the most.
When restricted to severity 3 problems, precision of BW drops, but it never
goes below that of CT.

Sensitivity. In 4 cases BW yields a sensitivity lower (i.e. worse) than CT; the
minimum for BW is 29% while for CT it is 42%. This means that BW
yields a smaller proportion of true problems, which is explainable because
some guidelines do not correspond to any barrier in the scenarios that were
considered by students. On the other hand, by reducing the analysis to true
problems with severity 3 then in all 6 cases BW scores higher than CT, and
in 3 cases it reaches 100%. This means that BW is more effective than CT
in identifying more severe problems.

Fallout. In all cases BW is better than CT (a smaller fallout means a smaller
proportion of errors being produced). The highest fallout for BW is 33%,
and in 4 cases fallout is 0.

E–measure. In 3 cases BW is better than CT, and viceversa. This metric ranges
from 45 to 86%, and BW tends to stay in the lower part of the range. This
is because e–measure is a balanced combination of precision and sensitivity,
and the lower sensitivity of BW reflects also here.
But when we consider E3 then BW scores always better than CT.

Severity values. In all cases the mean severity and the number of problems
with highest severity are higher with BW. Therefore BW is more suitable to
identify important problems.

5 Conclusions

Based on the sampled data, the barriers walkthrough method appears to be more
valid and more useful than conformance tests.

An additional benefit of the method is its role in educating evaluators: after
running evaluations with the BW method students become more knowledge-
able of accessibility and assistive technology than when doing a dry checklist
evaluation using the conformance test.

Additional investigations are needed to determine the reliability of the BW
method and to generalize these results to a wider population of evaluators and
web sites than those considered in the sample. Consider also that there are dis-
turbance factors: not all the teams analyzed the same set of pages, web sites
may have changed across two different evaluations, the cleverness and knowl-
edge of the teams differ, and there might be judging bias. Only a larger study,
involving a larger sample of reports, could lead to significant results. Nevertheless
even such a small scale experiment provides encouraging results for a more wide
spread adoption of the barriers walkthrough method and hopefully contribute
to improved accessibility testing practices.

Acknowledgments. I would like to thank Martin Hitz for his help in improving
an earlier version of this paper.
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Abstract. Automatic benchmarking of evaluation and repair tools (ERT) has 
been recently the subject of several studies as there is a growing interest be-
cause of legal and commercial issues on Web compliance with different criteria 
and standards. This paper addresses the development of a description language 
targeted to formally represent test case metadata. This language was used to de-
velop a WCAG 2.0 test suite that will support the benchmarking of ERT with 
regard to the aforementioned W3C recommendation. 

1   Introduction 

Since the publication of WCAG 1.0 [4], many evaluation and repair tools (ERT) have 
been produced to check individual web pages or complete web sites against accessi-
bility guidelines. Each tool has its own features and strengths, but comparing these 
tools is a complex and time-consuming task. There have been several efforts, for ex-
ample by Brajnik [1], Melody Ivory [10,11,12] and others. Evaluations of ERT soft-
ware often rely on comparing evaluation reports of existing web sites. Yvory and 
Chevalier [11] used sections of existing web sites, asked experienced developers to 
modify the web pages with the help of one or more tools, and finally asked users to 
perform certain information-seeking tasks on the original and modified sites. These 
websites are not available for other researcher to repeat the study with other tools. 
Brajnik [1] used samples from existing websites which are also unavailable for others 
to repeat the research. However, Brajnik claims that his method should lead to the 
same results with different web pages. Nevertheless, these evaluation methods intro-
duce an additional unknown value in an equation where the only unknown value 
should be the ERT software. This unknown value is the combination of (1) which  



 Test Case Description Language 165 

accessibility guidelines are violated, and (2) how often each of these guidelines is vio-
lated. Brajnik [1] uses the union of the sets of violations detected by the tools as a ba-
sis for evaluating the completeness of each tool. The disadvantage of this approach is 
that the false negatives produced by the tools distort the evaluation: the assessment of 
completeness can only be reliable if the number of false negatives that the tools have 
in common is low. It is therefore necessary to use a suite of test files for which each 
violation of an accessibility guideline is known and documented. The evaluation re-
port of an ERT product can then be compared with the test suite documentation to de-
termine which guidelines are covered by the product, which guidelines trigger false 
positives, etcetera. The test suite also makes the evaluation repeatable, because, unlike 
web sites, a test suite does not change unexpectedly. 

The European project BenToWeb1 has a goal to create test suites for the upcoming 
Web Content Accessibility Guidelines (WCAG) 2.0. In this context, a test suite is a 
collection of test cases; each test cases maps to a WCAG 2.0 success criterion and 
consists of one or more test files and a metadata file. The metadata are encoded in an 
XML vocabulary specially created for this purpose: Test Case Description Language 
(TCDL). This Test Case Description Language should not be confused with the 
TCDL specification submitted to the W3C by IBM in 20032: IBM's TCDL was de-
signed to describe a set of test materials for a formal specification, while BenToWeb's 
TCDL describes scenarios and other metadata for individual test cases. 

2   TCDL: Purpose and Description 

TCDL serves two purposes. First, it allows test suite developers to save the metadata 
that are necessary for testing accessibility evaluation tools. Each test cases maps to a 
specific “rule”, for example a WCAG 2.0 success criterion or WCAG 1.0 checkpoint, 
and either passes or fails that rule at specific locations in the code. These metadata 
can then be compared to the output of an accessibility evaluation tool to check if the 
tool covers the “rules” defined in the test cases, and to check for false positives and 
false negatives. Second, TCDL supports the definition of test scenarios, when needed, 
to validate the test cases during the development process. Each test case needs to be 
reviewed for obvious quality assurance reasons, but it is also possible to define sce-
narios for end-user testing. 

TCDL is defined in W3C XML Schema3 and uses the namespace 
http://bentoweb.org/refs/TCDL1.1; the XML Schema is available at 
http://bentoweb.org/refs/schemas/tcdl1.1.xsd and contains detailed documentation. 

Each TCDL file has a unique identifier and consists of five major sections: formal 
metadata, “technologies”, the “test case” (test files and test scenarios), “rules” (data 
related to the relevant guidelines), and namespace mappings. 

                                                           
1 http://www.bentoweb.org/ 
2 http://www.w3.org/TR/2005/NOTE-test-metadata-20050914/ 
3  XML Schema is defined at http://www.w3.org/TR/2004/REC-xmlschema-1-
20041028/ and http://www.w3.org/TR/2004/REC-xmlschema-2-
20041028/. 
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2.1   Formal Metadata 

Formal metadata are mostly “administrative” information (as opposed to semantic 
metadata). They consist of a title, a description, creation date and author, rights (usu-
ally copyright), status information, and data about sources from which materials were 
borrowed. Many of these data are optional. 

The title contains merely a short title that allows a quick identification of the test 
case; it is not a unique identifier for machine processing. The description is a sum-
mary of the test files and how they are to be used in the test case. It describes to the 
evaluator or the developer of test scenarios what to expect, and, especially when the 
test files require user interaction, for example through forms, what will happen when 
interacting with the file. It can be very simple, for example: “A document with an 
img element that displays a cat. The img element does not have an alt attribute.” It 
can also be more complex, for example when describing form interaction: “A page 
with a form that has two fieldsets. The first fieldset contains a group of radio 
buttons, and the user is required to make a choice (there is no default). Instructions 
above the form explain that required fields have labels in red. The red text for the first 
fieldset is created by means of CSS and does not include a textual or character 
cue to tell the user that the field is required, so it is very difficult for users of current 
screen readers to find out which form fields are required. The form relies on the user's 
ability to recognize red text.” 

For language, creator and rights related to the test materials in the test case,  
TCDL reuses Dublin Core metadata elements (dc:lang, dc:creator and dc:rights,  
respectively). 

The status of the test case can be tracked as the test case moves from “draft” 
through evaluation to “accepted”. Each test case starts out as a draft and is then re-
viewed by another accessibility or HCI expert. If any issues are found, the status 
changes to “pending bugfix” and the test case is sent back to the test case author. The 
test case author fixes the issue and sets the status back to “draft”. It is also possible 
that the test case contains scenarios for end-user evaluation (explained below); when 
these scenarios are finalised, the status is set to “accepted for end user evaluation”. A 
test case evaluation framework can select these test cases and present them to end us-
ers. (BenToWeb’s test case evaluation framework is described by Herramhof et al 
[7].) After evaluation and when all data are definitive, the status is set to “accepted”. 

If test materials are borrowed — for example from existing test suites — the 
source, rights, and any other comments can be recorded in an optional section called 
“source”. 

Finally, there is also an optional “version” field, which is not used in BenToWeb, 
but which may of value to other users of TCDL. 

2.2   Technologies 

TCDL uses the term “technology” in the same sense as WCAG 2.0: “a markup lan-
guage, programming language, style sheet, data format, or API”4. Each test case im-
plements a specific technology feature, for example an HTML element such as img, 

                                                           
4 http://www.w3.org/WAI/GL/WCAG20/WD-WCAG20-20060407/appendixA. 
html#technologydef 
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that is relevant to the “rule” for which the test case is defined. TCDL provides the 
ability to store the following information about the technologies in a test case: 

• the formal specification or recommendation that defines the technology (by name 
and URL; mandatory); 

• the technology features (for example, which XHTML elements and/or attributes) 
that are relevant to the test (optional); 

• a reference (URL) to a section in the formal specification, or a quote from the for-
mal specification that describes the technology features that are relevant to the test 
(optional). 

2.3   Test Case 

The “test case” section consists of four subsections: purpose, required tests, test files 
and preconditions. The preconditions are an optional section. 

Purpose. The “purpose” is a mandatory section that provides a brief explanation why 
the test was developed. It explains the expected evaluation result (“pass” or “fail”) in 
regard to the relevant “rule” (WCAG checkpoint or success criterion). It is not meant 
to repeat the “rule”, but in complex test cases, it can state that certain aspects of the 
test file(s) are not meant to be tested. For example, in a test of text alternatives  for 
image map areas, the purpose can state that only the alternative text should be 
evaluated, and not the colour contrast of the image itself. 

Required Tests. This section describes what type of evaluation is necessary to move 
the test case from “draft” to “accepted”. A test case can be evaluated in one or more 
ways: by end users, one accessibility expert, a group of accessibility experts, or 
automated tools. These options are called “test modes” in TCDL; the definition of one 
or more test modes is mandatory. 

Depending on the test mode, it is also possible to define test scenarios. Defining 
test scenarios is optional, except if the test mode is end-user evaluation. A test sce-
nario consists of the following parts: 

• user guidance (for example, advice on features of a user agent that should be sup-
ported by and enabled in a browser); 

• a question that the user is expected to answer (yes/no question, open question, 
Likert scale, multiple choice, or a yes/no/other question); 

• the experience that the user should have with certain user agents or assistive tech-
nologies to evaluate the test, and; 

• optionally, disabilities to which the test is relevant. 

The third part, experience, defines the types of user agents, assistive technologies 
and devices with which the test files should be evaluated. User agents are usually 
browsers and browser plug-ins; devices are usually PCs, but PDAs and cell phones 
could also be relevant. For each of these softwares or platforms, it is possible to de-
fine the minimal experience level that a user should have with them. A test case 
evaluation framework can then match these software, platforms and experience levels 
to user profile data and present relevant scenarios to the end user. 
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For each category (user agent, assistive technology, device) it is possible to specify 
only the “type” (for example, browser, screen reader, magnification software, speech 
recognition software), but it is also possible to specify the products and (minimal) 
product version with which the test case should be evaluated. If several products of 
the same “type” are specified (for example, the browsers Internet Explorer 6.0, Fire-
fox 1.0 and Opera 7.54), these are in an OR relationship. The different categories, 
however, have an AND relationship. For example, if a test case requires a browser 
(for example, one of Internet Explorer 6.0, or Firefox 1.5) and a screen reader (for ex-
ample, one of JAWS 7.0 or Window-Eyes 5.5), the test case will be presented to users 
with both Internet Explorer 6.0 and JAWS 7.0, or with both Internet Explorer 6.0 and 
Window-Eyes 5.5, or with both Firefox 1.5 and Window-Eyes 5.5, etcetera, but not to 
users who have a older version of these products, or to users who have SuperNova (as 
a screen reader), or Safari (as a browser) or to users who don’t have a screen reader. If 
the scenario also specifies disabilities; the test case evaluation framework can use this 
information as additional criteria when matching test scenarios to user profiles. 

When a user is presented with a test that matches their setup, it may be necessary 
to provide extra guidance about certain features that need to be enabled for the 
evaluation to be useful. Many browsers and assistive technologies can be customised, 
and some tests may rely on features that the user happens to have disabled. For exam-
ple, not all users have JAWS set up so that it reads the expansions of acronyms. 

Most importantly, the user is asked to interact with the test file (or files) and to an-
swer a question. TCDL supports several types of questions: simple yes/no questions, 
Likert scales, open-ended questions, yes/no questions with a third option for the user 
to fill in, and multiple-choice questions. The test case evaluation framework trans-
forms this question into an HTML form; the answer is stored in a database or other 
persistence mechanism for later analysis. 

Test Files. A test case has one or more test files. For most “rules” or WCAG 2.0 
success criteria, one file is sufficient. However, certain success criteria only apply to 
sets of files, for example, success criteria about consistency of navigational 
mechanisms or about information about a user’s location in a website. Usually, it is 
sufficient to provide only the URL of the test file. In some cases, however, it is useful 
to test server responses that result from certain specific values in HTTP request 
headers or the HTTP request body. For this reason, TCDL also supports the definition 
of specific mediatypes, enctypes, HTTP request headers and HTTP request body. If 
more than one test file is specified, it is also possible to define if the sequence in 
which the files are navigated is meaningful. Supporting files such as included images, 
external style sheets and dummy pages to which forms are submitted (if only the form 
is relevant to the test) etcetera, are not documented. 

Previous research [9] shows that test cases with multiple files appear to be some-
thing new in test suites for Web standards. 

Preconditions. Preconditions are “conditions that must be met before the test can be 
successfully executed” [6]. This kind of conditions is used in the current HTML test 
suite for WCAG 2.05, where they are called “prerequisite tests”. BenToWeb does not 
define preconditions because the BenToWeb test suite relies on a different mapping 
                                                           
5 http://www.w3.org/WAI/GL/WCAG20/tests/ 
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mechanism than the current HTML test suite for WCAG 2.0: test cases map directly 
to WCAG 2.0 success criteria, instead of through the intermediate step of techniques. 

2.4   Rules 

TCDL uses “rules” as a generic term for WCAG 1.0 checkpoints, WCAG 2.0 success 
criteria, BITV provisions, and similar accessibility requirements. The “rules” section 
defines the mapping between the test case and specific accessibility requirements. The 
rules do not provide a direct reference to the relevant online source because it may not 
always be possible to reference “rules” directly (for example, because they are not 
available in HTML) or because they might move to a different URL. The rules refer-
ence a rule ID in a “Rulesets XML” file (see Rulesets XML RDDL document6), 
which in turn references the relevant rule in an online source. 

For each rule listed in this section, the following information can be provided: 

• whether the rule is the “primary” rule of the test case or only listed for informative 
purposes (for example, some test cases uses invalid markup in tests that are not 
about validity, so it is useful to document that checkpoints about validity should 
not be applied to the test case) (optional); 

• the identifier of the rule in “Rulesets XML” (mandatory); 
• the locations in the test file that are relevant to the rule, with URL, line number, 

column number and/or XPath expression [5] (optional); 
• whether the test case passes or fails the success criterion or rule (mandatory); 
• the functional outcome of the test: a description of why the test case passes or fails, 

in terms that relate to a user's experience (as opposed to technical comments about 
source code) (mandatory); 

• technical comments on the test: a technical description of why the test case passes 
or fails, and other technical information (for example, issues in certain browsers or 
assistive technologies). 

2.5   Namespace Mappings 

Finally, there is an optional section for “namespace mappings”, which is important for 
test cases based on test files that use XML-based technologies. The technology fea-
tures (see the section on Technologies above) used in a test case exist in an XML 
namespace [2] and should be referenceable with an XPath expresssion. The normal 
mechanism for mapping namespaces to URIs by declaring them with 
xmlns:prefix="namespaceURI" cannot be used for this, because it is neces-
sary to be able to define empty prefixes and to extract the namespace mappings with a 
common XML API. 

2.6   Differences with IBM's TCDL Submission to W3C QA 

BenToWeb's TCDL was developed completely independently from the TCDL pro-
posal submitted by IBM [8] to the W3C Quality Assurance Working Group (QA WG) 
in 2003. The goal of IBM's TCDL is to catalogue most of the test materials that a 

                                                           
6 http://bentoweb.org/refs/rulesets 
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W3C Working Group would provide. It is intended to be used in a test lab “to set up 
and run the test materials against one or more test subjects” and “supports automated 
setup of the system(s) used for testing, automated running of test cases, automated 
comparison of results, and automated cleanup of the system(s)”. Like BenToWeb's 
TCDL, IBM's TCDL is an XML vocabulary, so metadata can be transformed into 
other formats for human or machine consumption. 

An IBM TCDL catalogue contains a list a test cases, whereas a BenToWeb TCDL 
contains metadata for an individual test case only. BenToWeb's TCDL is also differ-
ent because each test case references at least two specifications (WCAG 2.0 or an-
other ruleset, and a specification of a technology such as XHTML or CSS), and one of 
these (WCAG 2.0) cannot be tested fully automatically. 

Unfortunately, it is not possible to make a detailed comparison of the two lan-
guages because the XML Schema for IBM's TCDL submission is not available. 

3   Conclusions and Future Work 

Even though the BenToWeb consortium is not the first organisation that develops  
accessibility test suites, the Test Case Description Language appears to have no 
predecessors that fulfil the same requirements. TCDL has undergone almost a year’s 
implementation experience through the creation of test case descriptions, a desktop 
TCDL editor, transformations into XHTML, and implementation in the test case 
evaluation framework (see Herramhof et al [7]). TCDL implements the test metadata 
defined by the W3C’s Quality Assurance Working Group [6] in order to support use 
cases outside BenToWeb. Through informal contacts, the W3C’s ERT Working 
Group has expressed interest in this language, and there are plans to submit it to the 
W3C. 
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Abstract. This paper presents a detailed description of the work carried out un-
der the umbrella of the EU-funded project BenToWeb to develop a complete 
XHTML 1.0 Test Suite in regard to conformance with the Web Content Acces-
sibility Guidelines 2.0 from the W3C. This initial work covered the Working 
Draft version of June 2005. A thorough evaluation involving end users is car-
ried out at the moment of writing this paper. 

1   Introduction 

The EC-funded project BenToWeb (Benchmarking Tools and Methods for the Web1) 
has a goal to develop test suites for the forthcoming Web Content Accessibility 
Guidelines 2.0. The development of these test suites serves a dual purpose: first, they 
support the WAI Working Groups in the development of support documents, such as 
technology-specific techniques, for WCAG 2.0; second, the test suite can be used to 
benchmark accessibility evaluation and repair tools (ERT). WCAG 1.0 has general 
techniques (core techniques), HTML techniques and CSS techniques; WCAG 2.0 will 
probably have general techniques, HTML techniques, CSS techniques, client-side 
scripting techniques and server-side techniques. The BenToWeb test suites will not 
cover all of these technologies, but at least XHTML 1.0 + CSS 2.0. 

2   Structure of the Test Suite 

In this context, a test suite is not a set of tests than can be used to validate web con-
tent, but a set of test files with accompanying metadata both for human and machine 
                                                           
1 http://www.bentoweb.org/ 
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consumption. The test suite is a collection of “test cases”, where a test case consists of 
one or more XHTML files that implement or fail a requirement specified by a WCAG 
2.0 success criterion, and an accompanying metadata file. The metadata are recorded 
in an XML format specially created for this purpose: Test Case Description Language 
(TCDL) [3]. The metadata include a description of the test file or files, the purpose of 
the test, a link to the success criterion that the test case is meant to implement or fail, 
a statement on whether the test case passes or fails the success criterion, and some-
times also test scenarios for the purpose of validation (especially for end-user  
evaluation). 

For each WCAG 2.0 success criterion, at least two test cases need to be created: at 
least one that fails and at least one that passes the success criterion. When the test 
suite is complete and validated, running the test files through an accessibility evalua-
tion tool should then provide data on the completeness of the tool’s coverage of 
WCAG 2.0 and whether it generates false positives and negatives. 

There can be several types of test cases. “Atomic test cases” address only one suc-
cess criterion and use only a single XHTML file (supporting files such as images or 
CSS style sheets do not count in this context). However, some accessibility require-
ments apply to sets of files instead of single files: WCAG 2.0 contains success criteria 
about consistency of navigational elements, and about information on a user’s location 
in a web site. Test cases for these success criteria use multiple XHTML files and are 
called “compound test cases”. However, it is also possible to create “complex test 
cases”: test cases that implement or fail multiple success criteria. At the time of writing, 
the BenToWeb test suite contains no test cases that are identified as “complex”, but the 
Test Case Description Language supports this. Previous research has shown that  
the concept of “complex test cases” is new in the area of accessibility test suites [2]. 

3   Development of the Test Suite 

The development process requires that each test case moves through several steps be-
fore it is finally accepted in the test suite. Each test case starts out as a draft and is 
then reviewed by another accessibility or HCI expert. If any issues are found, the test 
case is sent back to the test case author. It is also possible that the test case contains 
scenarios for end-user evaluation. A test case evaluation framework can select these 
test cases and present them to end users. (BenToWeb’s test case evaluation frame-
work is discussed elsewhere [1].) After evaluation and when all data are definitive, 
the test case is finally “accepted” into the test suite. The Test Case Description Lan-
guage contains metadata related to the status of a test case. 

At the time when development of the test suite started, the Web Content Accessi-
bility Guidelines Working Group (WCAG WG) had only defined a relatively small 
set of HTML techniques for WCAG 2.0. At that time, there was also an HTML Test 
Suite2 which defined tests and contained examples of files that passed or failed these 
tests. Since the techniques and the tests were still at an early stage, BenToWeb chose 
to map the test cases directly to success criteria instead of the existing techniques and 
                                                           
2  http://www.w3.org/WAI/GL/WCAG20/tests/. The test suite still exists at the time 

of writing, but the WCAG WG is integrating tests into the techniques documents. The ERT 
and WCAG WGs might set up a joint task force for the development of tests for WCAG 2.0. 
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tests. Test case authors were free to draw on any documentation of techniques or fail-
ures they could find, regardless whether the source was WCAG or not. 

4   Current State of the Test Suite 

At the time of writing, the test suite contains 481 test cases for the 67 success criteria 
in the 30 June Working Draft of WCAG 2.0, the current draft when the development 
of the test suite started. These test cases contain over 530 XHTML test files (or JSP 
files that generate XHTML), which often uses supporting files, such as JavaScript, 
CSS, GIF, JPEG, WMV (audio/video), WMA, WAV, MP3 and Java applets. 

Some success criteria have only two test cases, while others have more than thirty. 
The variability in the number of test cases per success criterion is often related to the 
number of XHTML elements or attributes that can be used to pass or fail a success 
criterion: for example, this number is much higher for Guideline 1.3 Level 1 Success 
Criterion (“Structures within the content can be programmatically determined”) than 
for Guideline 3.1 Level 3 Success Criterion 3 (“A mechanism for finding the ex-
panded form of acronyms and abbreviations is available”). Another reason is that 
some success criteria in the June 2005 draft of WCAG 2.0 were unfinished or open to 
interpretation. Unfinished success criteria included some success criteria for Guide-
line 1.4 (contrast between foreground and background), success criteria for Guideline 
2.3 (flashing content), and the Guideline 4.2 success criterion that depends on Guide-
line 2.3. Success criteria that were open to interpretation included several success cri-
teria for Guideline 3.2, where the phrases “programmatically determined”, “change of 
context” and “initiated only by user action” were either too strict or too loose for what 
was intended. These two types of ambiguity were handled in the Test Case Descrip-
tion Language by setting the expected evaluation result of the test files to “cannot 
tell” (instead of “pass” or “fail”). Some issues, especially about changes of context, 
were fed back to the WCAG Working Group through their mailing list. Some success 
criteria are not covered by the test suite, because they are not applicable to XHTML, 
because they depend on the definition of a baseline (which BenToWeb chose not to 
do), or even because no technique to implement the success criterion could be found. 
On the other hand, there are a few test cases for success criteria that existed in previ-
ous drafts of WCAG 2.0, but which were removed from the June 2005 draft: the much 
contested success criteria about well-formedness (for XML) and validity in Guideline 
4.1. For XHTML, checking well-formedness and validity against a DTD is very 
straightforward, so test cases that check whether an accessibility evaluation tool sup-
ports validation are useful components in a test suite. 

5   Future Work 

At the time of writing, the WCAG Working Group has published a new draft of 
WCAG 2.0 (November 2005) and is preparing a Last Call Working Draft. The most 
important implication of this for the test suite — and one which as inherent in the 
mapping of success criteria to a working draft — is that the mapping of the test cases 
to success criteria will need to be updated to a stable version of WCAG 2.0 (Last Call 
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Working Draft or, eventually, Recommendation). It also means that test cases will 
need to be created for success criteria that were added since the Working Draft of 30 
June 2005. Moreover, some existing test cases will need to be reviewed because the 
related success criteria have changed. Other test cases will disappear as the related 
success criteria no longer exist. 

Another important task is the creation of more test cases for all success criteria, in 
order to create a larger set from which subsets can be generated. This is necessary to 
avoid that developers of ERT “optimize” their software for the test suite, in order that 
they score high in benchmarks without matching improvements in their evaluation of 
real web sites. Creating a bigger set of test cases from which test suites can be gener-
ated would ensure that the actual test set used to benchmark an evaluation tool is not 
predictable. 
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Abstract. Several accessibility and usability guidelines are proposed more and 
more. In this paper we present an environment for defining, handling and check-
ing guidelines for the Web. The goal of such a tool is to support developers and 
evaluators in flexibly handling multiple sets of guidelines, which can be dynami-
cally considered in the evaluation process. In particular, an interactive editor has 
been designed to assist the evaluators in abstracting and specifying new and ex-
isting guidelines in our XML-based Guideline Abstraction Language (GAL), 
which are then stored in external files. Our tool is able to check any guidelines 
specified in this language without requiring changes in its implementation. 

1   Introduction 

Design guidelines are increasingly proposed in order to improve and make consistent 
user interfaces, in particular for better supporting accessibility and usability. Indeed, 
several guidelines have been proposed in literature for general user interfaces (e.g., 
[6,7 and 8]) as well as for Web interfaces (e.g. [5,9 and 10]). Thus, in order to assure 
a certain level of accessibility and usability, developers have to orientate themselves 
among several sets of guidelines. To this end, we have developed a tool, MAGENTA 
(Multi-Analysis of guidelines by an Enhanced Tool for Accessibility), which supports 
various sets of guidelines. One of its mean features is to be independent of the guide-
lines specification. This means that if the guidelines are expressed by an abstract 
language that we propose and are stored in external files then the tool can check any 
of them without modifications in its implementation. In this way, it is possible to: 

• Specify any kind of guideline based on X/HTML tags or CSS attributes; 
• Change any existing guideline simply by handling the corresponding XML-

based specification; 
• Group and separate several guidelines into various sets. 

In our first experiences with the tool, we soon realised that if files are handled 
manually by developers or evaluators then many problems could occur: 

• File editing should be made manually by an expert and it can be rather  
tedious; 

• Editing could introduce some syntactical errors, unless the XML file is not 
parsed by an XML validator; 
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• Adding new guidelines as well as changing existing ones could require a lot 
of time and effort; 

• The experts who handle the XML file and guidelines should know tags, at-
tributes and properties very well. 

 

For all these reasons, we have extended our tool with a graphical environment 
thought for assisting developers and evaluators in proposing, specifying and modify-
ing guidelines. In this paper we present an environment, which includes a Guideline 
Editor (GE) developed for assisting developers in defining new guidelines and in 
handling those already existing (such as those for accessibility and usability for the 
Web). In particular, such an editor has been integrated into the tool MAGENTA in 
order to improve its flexibility. 

The paper is structured as follows: firstly we introduce a short description of the 
tool MAGENTA; next, the Guideline Abstraction Language (GAL) is described. In 
section 4, an interactive editor for defining guidelines according to the GAL is pro-
posed and discussed. 

2   The MAGENTA Tool 

The MAGENTA tool has been developed with the intent to check whether a Web site 
is accessible and usable and provide support to improve it. To this end, the tool 
checks how satisfactorily the selected guidelines are applied to the indicated Web 
pages. This is obtained through automatic identification of the checkpoints associated 
with each guideline and analysis of the associated constructs and attributes to check 
whether they provide the necessary information. Currently, MAGENTA supports 
three sets of guidelines for the Web: a set of guidelines for visually-impaired users 
[3], WCAG 1.0 [9], and the guidelines associated with the Italian accessibility law 
[1]. Firstly, the guideline set to be considered can be selected. Then, through a list of 
checkboxes, the evaluator can decide which guidelines of the selected set(s) have to 
be checked. 

The tool is not limited to checking whether the guidelines are supported but, in 
case of failure, it also provides support for modifying the implementation in order to 
make the resulting Web site more usable and accessible. Thus, when an error is de-
tected, the tool points out what parts of the code are problematic and provides support 
for corrections indicating what elements have to be modified or added. The process is 
not completely automatic because in some cases the tool requires designers to provide 
some information that cannot be generated automatically. The tool indicates the parts 
that must be corrected (i.e. tags or attributes) and developers write those parts or val-
ues that can not be added automatically (e.g. specification of proper link contents or 
proper name for frames). 

MAGENTA has been developed considering the limitations of most current tools,  
in which the guidelines supported are specified in the tool implementation, with all 
the associated issues mentioned in the introduction (e.g., having to change the tool 
implementation each time a guideline is modified or added). In our work we aim to 
provide a tool (MAGENTA) independent of the guidelines to check. Practically, the 
tool is able to deal with guidelines which are defined externally from the tool. The 
guidelines are specified in an XML file in a specific abstract language whose basic 
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constructs can be interpreted by our tool at run-time. In this way, the tool is able to 
adapt the checking procedure to various guideline sets as well as new set of guide-
lines, which are specified by the evaluators and it does not require to be modified and 
recompiled. This opens up many interesting opportunities to developers and evalua-
tors who can indicate flexibly what guidelines they want to check even if they do not 
belong to those already existing and available. However, as shortly described in the 
introduction, handling manually XML-based guideline specification files could gen-
erate several difficulties and errors. Thus, we decided to extend the guideline defini-
tion support by adding a new module: the Guideline Editor, which has been added to 
the MAGENTA functionalities in order to improve its flexibility. 

3   The Guideline Abstraction Language 

Our solution is based on the definition of a language for specifying guidelines that are 
stored externally to the tool. In general, a guideline, is defined as a rule or principle 
that provides guidance to appropriate behaviour. Generally speaking, a guideline is 
expressed in natural language, which automatic tools cannot handle. Hence, in order 
to support developers in using and customizing various sets of guidelines, our ap-
proach is aimed at expressing guidelines so that they can be dealt with automatically. 
In practice, the solution consists of abstracting guideline statements in a well-defined 
language. For example, a statement such as “all images in a Web page must have an 
alternative description” or “Tables should have a short summary description” have to 
be formalised in some manner that can be handled by the automatic tool. Thus, we 
require that the guideline statement be abstracted and appropriately specified. For the 
guidelines specification we use an XML-based language. This implies that the guide-
line is previously structured and then specified in our XML-based language. 

In defining a guideline abstraction, the main features and elements characterizing 
the guideline itself must be defined. Hence, general features, objects involved in the 
checking process, and conditions referred to objects must be specified through the 
XML-based Guideline Abstraction Language (GAL) that we propose. For example, a 
guideline such as “All links must have clear and significant content” could be ab-
stracted as follows: 

<a> with href, XHTML, (content not_belong 
not_proper_list_values) 

and 

<a> with href, XHTML, (for <img> content: Exist alt & 
(alt not_belong not_proper_list_values | alt+content 
not_belong not_proper_list_values)) 

In this case, checking involves both textual and graphical links, i.e. the criterion 
has two checkpoints: (1) textual and (2) graphical links. In the former case the content 
should not belong to a list of non appropriate terms, in the latter case the alt attribute 
should exist with values not belonging to inappropriate terms. 

In brief, each guideline expresses a principle to be complied with by applying one 
or more conditions at checkpoints. All this information and these conditions have to 
be structured by a specific guideline abstraction. More details can be found in [4]. 
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Summarising, we define a guideline in terms of a number of elements: checkpoints 
expressed with objects, operations (such as Exist, Count, Check, Execute) and condi-
tions to be verified. In specific, an XML-Schema [11] has been defined in order to 
define the general structure of our Guideline Abstraction Language (GAL). The next 
table reports an excerpt of an example of a guideline expressed with XML tags ac-
cording to the proposed language for abstracting guideline definition. 

Table 1. Excerpt of Example Guideline Specification 

<name> Italian accessibility law</name> 
... 
<criterion type="accessibility" target="page"> 
<description>Links should have an appropriate content 
</description> 
<checkpoints rel="and"> 
<cp id="19.1" summary="Textual links" priority="1"> 
   <cp_descript>...</cp_descript> 
   <eval_object code="html" mandatory="yes"> 
      <object type="tag">a</object> 
      <select type="attrib">href</select> 
   </eval_object> 
   <conditions rel="and"> 
   <evaluate operator="check" cond="not_belong" iderr="19.1.1"> 
      <el type="tag">a</el> 
      <el type="file">"nolinks.dic"</el> 
   </evaluate></conditions> 
   </cp> 
<cp id="19.2" summary="Graphical links" priority="1"> 
   <cp_descript>...</cp_descript> 
   <eval_object code="html" mandatory="no"> 
      <object type="tag">a</object> 
      <select type="attrib">href</select> 
      <select type="tag">img</select> 
   </eval_object> 
<conditions rel="and"> 
... 
</guideline></gdl_set> 

4   The Guideline Editor 

When a guideline must be defined so that a tool can deal with it automatically, the 
problem is to transform its description in natural language into technical terms. To 
this end, we have defined a XML abstract language for describing guidelines. The 
abstraction process is not easy and requires some effort when implementation lan-
guages for the Web are considered. Furthermore, according to the proposed GAL, to 
define a guideline several XML tags and attributes must be specified. In order to fa-
cilitate this process, a graphical editor has been designed and added to the 
MAGENTA tool, thus enabling even people non particularly expert in handling lan-
guages such as X/HTML and CSS to specify the desired guidelines.  

The Guideline Editor (GE) has been designed for assisting developers in handling 
single as well as groups of guidelines. The tool supports new guideline definition and 
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various types of editing. Summarising, the editor offers various useful features in 
order to facilitate multiple guideline sets management and general utilities. In particu-
lar, the guideline editor provides support for: 

• Defining or modifying single guidelines; 
• Importing guidelines from various sets in order to create customised groups; 
• Organising, classifying and browsing guidelines into groups; 
• Handling several sets of guidelines simultaneously; 
• Writing and repairing external dictionaries used with some guidelines (e.g. 

proper link content, proper name for frames, specific sections, and so on). 

Indeed, the last feature has been thought for some kind of guidelines that need 
some support in identifying appropriate or not appropriate terms. For instance, if a 
guideline states “frames should have the attributes ’title’ appropriate”, then some not 
appropriate values could be stored in an external file called “dictionary”. Such dic-
tionary is used during the evaluation process in order to check that frames have a title 
attribute which does not belong to the non-appropriate term list. In practise, we verify 
that the value is not inappropriate (negative control). Other guidelines can be checked 
with a similar approach.  

Regarding manipulation of single guidelines, the tool allows developers to add new 
ones or modify/delete existing ones. In practice, the graphical editor guides in speci-
fying all the XML tags necessary for defining a guideline (see an example in Table.1). 
Furthermore, it is also possible to add new guidelines by importing them from other 
guideline set(s). This allows designers to create customised set(s) of guidelines by 
reusing already specified ones. More precisely, through the GE for a guideline it is 
possible to: 

• Insert general information on the guideline (short name, description, etc.); 
• Select the object to be considered in the guideline (i.e., language, tags and 

restriction on the object itself). 
• Indicate the number of checkpoints needed and their relationship (and | or); 
• Insert general information for each checkpoint, such as short name, descrip-

tion and the number of the conditions composing the checkpoint; 
• Define the conditions to be verified, by selecting operators and conditions to 

be applied at a runtime (i.e. when the tool will carry out the evaluation). 

The tool user interface has been designed in order to be easy for any user, includ-
ing those who are not particularly expert with XML and X/HTML languages. In fact, 
since it is not possible to specify a guideline precisely in a natural language, then the 
XML elements involved in the guideline must be edited. To this end, when selecting a 
specific object (tag, attribute or property) a short description is given to the develop-
ers. In practise, the tool guides the user in editing all the elements necessary to define 
a guideline in a technical format. Thus, the tool assists developers in abstracting a 
guideline and then generates its specification into the XML external file. 

The Guideline Editor UI is mainly organized in various parts shown in cascade. 
Three main functionalities are available: 

• Main Guideline Management, where all groups of guidelines can be handled 
(see Figure 1, top); it is possible to create a new set, modify or delete an ex-
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isting one. The available guideline sets are listed; through the buttons 
“New”, “Edit”, “Show” and “Import” all the corresponding activities can be 
performed. 

• Guideline set, which is the environment in which a new specific group of 
guidelines can be defined. General information of the set as well as the list of 
guidelines already belonging to the group are presented (see Figure 1, bot-
tom). 

• Guideline specification, where developers can structure and define a single 
guideline. Firstly, general data such as the short name and description of the 
current guideline as well as the main object – tag, attribute or property - in-
volved by the guideline can be written and modified; next, all checkpoints 
and their conditions to be applied or evaluated can be edited through a direct 
manipulation graphical editor (see Figure 2). 

 

Fig. 1. The interface supporting the creation of a new set of guidelines to check 

Some elements can be selected from a list or typed by a combo-box. In practice, 
the elements to be selected are listed in order to make them available for the evaluator 
and to avoid typing errors. In this way, the user is guided during the abstraction and 
definition process. For instance, when an object to be checked has been selected, in 
the list-box for selecting the attributes related to the element, just its attributes are 
available. For example, if the element chosen is the tag <a>, all the attributes avail-
able in the other list-box are only those related to the tag <a> (e.g., href, tabindex, 
accesskey, etc.). If no restriction must be applied the “Anyone” item can be chosen.  
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Fig. 2. The interface supporting the definition of a new guideline 

When the user has selected all the elements which express the objects to be 
checked, including its properties, checkpoints and conditions, the editor saves them in 
the XML-based file associated to the current guideline set by inserting all the ele-
ments in the correct tags defined for each guideline. 

5   Conclusions 

The increasing number of design guidelines proposed for the Web, in particular for 
accessibility evaluation, makes the implementation of automatic tool working with 
guidelines more and more complex. In order to develop a tool independent of guide-
line definition, guidelines should be specified separately and interpreted at runtime. 
To this end, we propose a Guideline Abstraction Language to define guidelines using 
an XML structure. These XML-based files can be managed by our MAGENTA tool, 
which loads and check the guidelines indicated by the developer without requiring 
modifications to its implementation. Thus, designers can dynamically select and edit 
the guidelines to check in their Web site. Since abstracting and defining guidelines 
requires some effort, a graphical Guideline Editor has been integrated in our environ-
ment for assisting evaluators in these activities. The user interfaces has been designed 
to guide developers as much as possible in order to facilitate their task. Currently, the 
editor supports guidelines for documents implemented in X/HTML and CSS lan-
guages, future work is planned to support other Web languages such as  SMIL, 
XForm, and so on. 
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Abstract. The large amount of data produced by automatic web ac-
cessibility evaluation has to be preprocessed in order to enable disabled
users or policy makers to draw meaningful conclusions from the assess-
ment. We study different methods for interpretation and aggregation of
the results provided by automatic assessment tools. Current approaches
do not meet all the requirements suggested in the literature. Based on the
UCAB approach decribed in UWEM 0.5 we develop a new aggregation
function targeted at the requirements.

1 Introduction

In the Information Society, where a lot of information is made available on the
web, it is essential to make this content accessible to all people including people
with disabilities.1 To get an overview of the accessibility status of a large number
of sites manual evaluation by experts or disabled users can produce the most
reliable results but often turns out to be too time-consuming and expensive. An
automatic assessment of web accessibility is an alternative even though it can
not perform all the necessary tests for a conformance claim. However, it can
measure certain features that can be utilised as indicators for accessibility and
allows the monitoring of a large number of web sites.

The majority of existing automatic web accessibility assessment tools (e. g.
Watchfire Bobby,2 or ATRC web accessibility checker3 ) are critique systems de-
signed for the needs of web site developers. The user can select a set of guidelines
1 The European Union has defined eInclusion as part of the Lisbon strategy: “Ensure

that every citizen should have the appropriate skills needed to live and work in a
new Information Society for all.”

2 http://webxact.watchfire.com/
3 http://tile-cridpath.atrc.utoronto.ca/acheck/servlet/ShowGuide

K. Miesenberger et al. (Eds.): ICCHP 2006, LNCS 4061, pp. 184–191, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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like WCAG 1.0 [1]. The tool checks the web site or single web pages against these
guidelines and reports a list of error messages often combined with repair sug-
gestions. Such a report is not very helpful for disabled people or policy makers
who have questions like

– How accessible is this web site for a certain disability group?
– How accessible is this web site compared to previous versions or compared

to other sites?

A conformance approach that summarises the evaluation result into a confor-
mance category (WCAG A, AA or AAA) is too coarse to answer these questions.
Therefore, it is useful to present the results instead as a continuous quality mea-
sure that allows comparison and grading.

The EIAO project4 is currently establishing the technical basis for a European
Internet Accessibility Observatory (EIAO). An internet robot for automatic and
frequent collection of data on web accessibility has been developed. The evalua-
tion of this data is performed by a set of web accessibility metrics that reports
accessibility problems and deviations from web standards according to UWEM
0.5 [2] and WCAG 1.0. A data warehouse will provide on-line access to collected
accessibility data. To present the large amount of data to the public we need
meaningful interpretation and aggregation methods.

The remainder of this paper is organised as follows. In section 2 we discuss the
requirements that a large scale assessment of web accessibility should meet. We
also review some approaches addressing the interpretation of results from auto-
matic web accessibility evaluation that have been proposed in the literature. The
next section presents new aggregation functions for large scale web accessibility
evaluation and shows how they comply with the requirements. We conclude with
the results from preliminary experimental evaluation. We also point out some
open questions and give prospects for future research directions.

2 Measuring Web Accessibility

Determining the accessibility of a web page can be viewed as a two stage process
[2]. First, the resources are inspected with regard to possible barrier types. Sev-
eral different properties (e. g. nesting, relation and attribute values of HTML
elements) are extracted and reported (e. g. via an EARL report [3]).

The goal of the second stage is to compute a single value representing the
accessibility of the web page from these fine-grained reports. In this paper we
examine methods for the second stage.

These values can facilitate the comparison and presentation of the results.
Further statistical analyses allow estimation of the accessibility of a whole web
site or groupings of web sites from the results for the parts.

4 The EIAO project is co-funded by the European Commission, under the IST contract
2003-004526-STREP.
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2.1 Requirements

In his study of requirements for a web accessiblity metric, Zeng [4] discusses the
following properties:

1. Continuous range of values (more discriminative power than binary pass-
fail-results or conformance levels)

2. Take into account size and complexity of web site (or web page)
3. Efficient computation (scalability)5
4. Normative definition of accessibility (derived from WCAG or other stan-

dard)6

From UWEM 0.5 [2] two further requirements can be derived:

5. Enable unique interpretability, repeatability and comparability of results
6. Take into account different disability groups

During the developement of methods for the EIAO project it has become ap-
parent that there is an additional requirement for large scale automatic web
accessibility assessment:

7. Support for efficient sampling algorithms7 (provide preliminary results for
parts of the web site already during data collection)

However, this is beyond the scope of the paper. We will focus our study on
requirements 1, 2, 5, and 6.

2.2 Terms and Notation

We will use the following notation to refer to the quantities of a web resource
that are involved in the calculations.
b is the barrier type (e. g. the UWEM test name)
u is a disability group (e. g. blind, hard of hearing, physically disabled)
i is a unique identifier of the location that was inspected (e. g. URL + line/column
number or URL + XPath)
A sample p is denoted by a set of location identifiers p = {i0, i1, . . . , in} contain-
ing all locations from the relevant web pages, or key use scenarios.
The results from stage one are given by a report

Rib =
{

1 barrier b detected at location i

0 no evidence for b at location i

5 This requirement is met because we consider only functions that can be calculated
from a closed expression. Methods involving higher level statistical analysis of the
results from stage one (e. g. statistical / machine learning approaches) will not be
taken into account here.

6 We assume that the results from stage one have been derived in accordance with
WCAG or an other standardised methodology.

7 Sampling algorithms can be employed to sample to a given error margin within a
given confidence interval. This improves performance because a complete assessment
of all pages from a web site is not necessary.
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The total number of reports for barrier b within sample p is denoted by Npb.
Bpb = #{i ∈ p : Rib = 1} denotes the number of fail reports for barrier b.
A sum over all barrier types b yields Np =

∑
b Npb the total number of reports

for p and Bp =
∑

b Bpb the total number of fail reports for p.
The severity of barrier type b for disability group u is given by Sub ∈ [0; 1].8

2.3 Related Work

Sullivan & Matson, 2000. Sullivan and Matson [5] describe the evaluation of
eight priority 1 checkpoints from WCAG. They calculate the ratio between the
potential points of failure and the actual points of failure:

failure rate(p) =
Bp

Np
(1)

This approach does not distinguish the barrier types, it only counts the total
number of barriers reported Bp.9 The result is interpreted as failure rate. (0
meaning no accessibility problems and 1 complete failure.)

This approach meets requirements 1 and 5. Requirement 2 is addressed as well.
The barrier model does not distinguish different barrier types and consequently
does not offer support user group modelling (req. 6).

Zeng, 2004. Zeng [4] proposes a scoring function called “WAB score” for a web
page p.

WABscore(p) =
∑

b

Bpb

Npb
wb (2)

where wb is the inverse of the WCAG priority of the checkpoint relevant for
barrier b. A high WABscore means low accessibility. The score for a web site
S = {p0, p1, . . . , pm} is the arithmetic mean of the scores for the individual
pages.

WABscore(S) =

∑
p∈S

∑
b

Bpb

Npb
wb

|S| (3)

This approach complies with requirements 1 and 5. It has no support for different
disability groups. The handling of complexity (ratio of encountered violations
and possible violations) favours samples with few barrier types. E. g. a page
with three true barriers out of three potential barriers will get a score of 3wb if
all three barriers have a different type, but only wb if the three barriers have the
same type.
8 The severity is sometimes denoted by the term barrier probability (i. e. the proba-

bility that a barrier of type b is a barrier for disability group u.) In UWEM 0.5 the
notation Fcui is used, where c is a WCAG checkpoint, u a disability group, and i a
failure mode (equivalent to barrier type b in our notation).

9 It is mentioned that the formula has been adapted to include the size of the web
page – 10 failures out of 100 should be treated differently from 1 failure out of 10.
However, a formal description of this procedure is not given.
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UWEM 0.5. The Unified Web Evaluation Methodology (UWEM) 0.5 [2] in-
troduces a probabilistic model: the User Centric Accessibility Barrier model
(UCAB). The barriers are grouped by WCAG checkpoint c. The severity is de-
noted by Fcub. Because the barriers are assumed to be (statistically) independent
the barrier probability of sample p for disability group u can be calculated by
multiplication of the involved probabilities Fcub (probability that barrier type b
constitutes a barrier for disability group u).

F (p, u) = 1 −
n∏

c=1

(1 − Fcub) (4)

where n is the number of checkpoints. A lower value of F (p, u) indicates higher
accessibility.

This approach satisfies requirement 6 because it allows calculation of assess-
ments for different user groups.10 It also has properties 1 and 5, but the com-
plexity of the inspected web resource it not taken into account.

The aggregation includes only one barrier b for each checkpoint c. It is not
clear how b is determined if there are multiple barriers corresponding to one
checkpoint c. As we are looking for a statement about the accessibility of the
entire sample p it seems necessary to take into account all barriers that were
reported.

Note, that this methodology is still under development. The upcoming version
UWEM 1.0 will presumably address some of the issues mentioned above.

Other Methods. Some methodologies, like BITV short test11and AIR judging
form12 also perform aggregation of test results. However, they are not subject
to our investigation because they are based on manual assessment. The reports
contain only one statement about the occurence of each barrier within the whole
resource and are not broken down into statements for single locations, which is
a prerequisite for the approaches we compare.

3 An Improved Aggregation Method

We base our further exploration of aggregation functions on the UCAB model
[2] because of the advantages it has over the simple additive calculation of score
values (cf. discussion of Zeng’s approach).

First of all we propose to aggregate all reports for one sample p (Notation as
described in section 2.2).

A1(p, u) = 1 −
∏

{Rib:i∈p}
(1 − RibSub) (5)

10 UWEM 0.5 does not cover the question how the severity values for the different user
groups can be estimated. We will address this issue in section 3.2.

11 http://www.wob11.de/bitvkurztest.html
12 http://www.knowbility.org/
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Subsequently, we address the two major issues: How can complexity of the web
resource and needs of different disability groups be taken into account?

3.1 Including Complexity

The function A1 can be converted into a product over barrier types

A2(p, u) = 1 −
∏

b

(1 − Sub)Bpb (6)

This is easy to verify as the number of factors (1 − Sub) for one barrier b is Bpb.
Note that this formula enables modelling of absolute barriers. A barrier is

absolute if it prevents to user from completing a task. The severity for such a
barrier is Sub = 1. This yields A2(p, u) = 1 because the product becomes zero
(one of the factors is (1 − Sub)Bpb = (1 − 1))Bpb = 0).

We propose to model the complexity of the sample by adapting the exponent
in this formula.

A3(p, u) = 1 −
∏
b

(1 − Sub)Cpb (7)

where Cpb is a value describing the complexity of p with regard to barrier type
b. Quantities relevant for the calculation of Cpb are Bpb, Npb and, Np.
Cpb should satisfy

– If no barriers of type b are encountered there is no contribution to the ag-
gregation function. (Bpb = 0 ⇒ Cpb = 0)

– If a barrier of type b is encountered this will decrease the result of the
aggregation function. (Bpb > 0 ⇒ Cpb > 0)

The following complexity function has the desired properties.

Cpb =
Bpb

Npb
+

Bpb

Bp
(8)

This function takes into account the ratio of potential and actual barriers.
And in addition the ratio of all failures to the number of failures for one barrier
type. This additional contribution ensures that barriers are considered according
to their overall proportion of occurrences within the web resource.

3.2 Estimating Severity

Simple Heuristics. The barrier types which are relevant for a specific disability
group can be identified rather straightforward. E. g. for deaf users without visual
impairment a missing textual description of an image is not a barrier.

This yields the following estimate (all relevant barrier types get the same
weight).

Sub =
{

0 barrier type b is not relevant for disability group u

s > 0 barrier type b is a barrier for disability group u
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User Model. In an iterative process the results from automatic evaluation
and aggregation are compared to results acquired from manual testing. The
initial values are adapted accordingly to improve the predictions of the automatic
system.

Involving Disabled Users. The most reliable way of estimating severity
weights involves feedback from disabled users. I. e. asking users to rate the
severity of the different barrier types.

4 Experimental Evaluation

The goal of an aggregation function is to provide a value that indicates the
accessibility of a web page for a disabled user. Therefore we chose to compare
the results from automatic web accessibility assessment with the ratings given
by a group of fifteen disabled people during a user testing study.

Table 1. Results from experimental evaluation

page A page B page C page D page E page F
all blind all blind all blind all blind all blind all blind

Sullivan & Matson 0.33 n/a 0.20 n/a 0.34 n/a 0.08 n/a 0.57 n/a 0.27 n/a
UWEM 0.5 0.99 0.99 0.51 0.51 0.60 0.60 0.97 0.97 0.10 0.10 0.96 0.96
A3 0.42 0.42 0.20 0.20 0.15 0.15 0.10 0.10 0.15 0.15 0.36 0.36
User rating 0.58 0.58 0.30 0.13 0.10 0.08 0.33 0.08 0.47 0.75 0.29 0.38

Table 1 presents the average results form all users and results for a selected
user group. The reports that are the input to the aggregation functions were
generated by the EIAO observatory.13 The severity values are set to Sub = 0.05
for all barrier types b and disabled user groups u.

The evaluation shows that the values from the improved aggregation function
A3 in most cases are closest to the user ratings. It is interesting to see that
the simple failure rate measure proposed by Sullivan & Matson also yields good
results.14

5 Conclusion and Research Prospects

We studied different methods for interpreting results from large scale automatic
evaluation of web asseccibility. We found that current approaches do not meet
all the requirements suggested in the literature. Based on the UCAB approach
13 EIAO covers automatically testable features that are a subset of the WCAG 1.0 AA

requirements.
14 The aggregation method proposed by Zeng has not been included in the comparison

because the WAB score has no upper boundary and can therefore not be normalised
to values in [0; 1].
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decribed in UWEM 0.5 [2] we developed a new aggregation function targeted at
the requirements. A preliminary experimental evaluation shows some promising
results. To strengthen the statistical evidence additional experiments involving
more users will be conducted. There are still many open questions in this field.
Directions for future research include:

– Improved modelling of key use scenarios: A key use scenario is sequence of
tasks that a user performs on a web site. An accessibility evaluation has to
take into account that there are crucial parts within the scenario (following
links, filling in forms) which should be modelled accordingly.

– Introducing uncertain reports: Some barriers can only be identified with lim-
ited confidence. The range of the reports can be extended to probability
values Rib ∈ [0; 1].
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Abstract. Evaluating Web sites for accessibility is a quality assurance process 
that becomes increasingly difficult to manage as the size and complexity of a 
Web site increases. There is a growing need to effectively manage and monitor 
the accessibility of Web sites throughout the development process. The  
Evaluation and Report Language (EARL) is a semantic Web vocabulary, and is 
a W3C royalty-free format for expressing test results. While EARL can be used 
to support generic Web quality assurance processes, it has been specifically  
developed to assist Web accessibility evaluation reviews. EARL facilitates 
 the exchange of test results between development and quality assurance  
tools. While a lot of development has already gone into EARL and tools that 
support the EARL format, a lot more work and research remains to be  
addressed. 

1   Introduction 

While the markup code of Web sites can generally be automatically validated against 
formal grammars, the accessibility features are mostly evaluated with manual input 
from human reviewers. For example, it is generally not possibly to automatically 
verify the validity of a textual description for an image1. Depending on the size and 
complexity of a Web site as well as on the type and thoroughness of the evaluation 
review, a considerable amount of time and resources may be required to determine the 
level of accessibility. Also, significant amounts of evaluation test results can be gen-
erated from detailed evaluations of Web sites for accessibility. 

The challenge for many Web site owners is to employ quality assurance proc-
esses for Web accessibility that will improve the efficiency of evaluation reviews 
as well as enhance the management of issues. This paper describes how the 
Evaluation and Report Language (EARL) [1], a common format for expressing test 
results, supports such quality assurance processes. This paper will highlight some 
of the key features of EARL that facilitate monitoring and managing the accessi-
bility of Web sites. 
                                                           
1 With the exception of images of text that can sometimes be automatically processed using 

character recognition. However, this approach has many limitations and often does not work. 
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2   Types of Web Accessibility Evaluation Reviews 

There are many of types of Web accessibility evaluation reviews that range from less 
formal preliminary reviews to more comprehensive approaches that include technical 
and user testing of accessibility features. The W3C/WAI resource suite called “Evalu-
ating Web Sites for Accessibility” [2] describes some of these approaches in more 
detail. This paper focuses on reviews that evaluate the conformance of Web sites to 
accessibility standards such as the Web Content Accessibility Guidelines (WCAG) 
1.0 [3]. Other examples of Web accessibility standards2 include the requirements 
defined by Section 508 in the USA, BITV in Germany, or JIS in Japan. 

While the difference between some of the currently existing standards for Web ac-
cessibility may vary significantly, most share a common anatomy3. Basically, it can 
be assumed that there is a target set of criteria to which a Web site is evaluated. The 
conformance to each criteria is determined by conducting a series of atomic tests. 
While some of these tests can be executed automatically by software, most of them 
usually need human reviewers to determine the result of such tests. The sequence  
in which the tests are executed usually depends on the results from previously exe-
cuted tests. This introduces a complexity vs. transparency dilemma for reporting 
evaluation results: if each executed atomic test is recorded then huge reports will  
be generated but if they are excluded, it becomes less transparent why a criteria was 
not met. 

Another aspect that affects the evaluation review is the sampling strategy. Usually 
it is not economically feasible to manually evaluate every page on a Web site. Web 
applications that generate content dynamically also add another dimension of size 
complexity. Therefore, most Web accessibility evaluation reviews employ some sort 
of sampling mechanism to reduce the number of tests that need to be manually exe-
cuted. Basic sampling mechanisms rely on a selection of Web pages that cover differ-
ent types of features, templates, production methods, or content styles. More sophisti-
cated mechanisms consider additional parameters such as link paths and transactions, 
page traffic and relative importance, as well as other factors. 

3   Role of Evaluation Tools During Review Processes 

Despite the fact that most of the tests required for conformance evaluations need to be 
executed manually, tools can assist many tasks and hence significantly improve the 
efficiency of Web accessibility evaluation processes. For example, tools can guide 
reviewers through the testing procedure, highlight issues that may be more applicable 
to specific areas of the Web site, or provide functionality to help reviewers determine 
the result of specific tests. W3C/WAI maintains a list of Web accessibility evaluation 
tools [4] which can be used during evaluation and development processes. 

                                                           
2 W3C/WAI maintains a list of international policies relating to Web accessibility [8]. 
3 Possibly because many of the existing Web accessibility standards are derived (directly or 

indirectly) from the W3C Web Content Accessibility Guidelines 1.0 [3]. 
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3.1   Tool Support for Automatic Testing 

For accessibility tests that can be executed automatically, automation is generally cost 
effective. Testing can often be repeated periodically on large numbers of pages. Even 
though the accuracy of Web accessibility evaluation tools may vary, the error rate per 
tool and per Web site can be usually assumed as constant and thus simple to adjust. 
Also, it is important to note that while some tests can not be executed automatically, 
sometimes their applicability on a given Web page or site can be automatically deter-
mined. This potentially reduces the amount of manual evaluations that need to be 
carried out by human reviewers and improves the efficiency of evaluations. 

3.2   Tool Support for Manual Testing 

Web accessibility evaluation tools can support human reviewers to manually carry out 
accessibility tests in a number of ways. So called transformation tools modify the 
presentation of Web pages to help reviewers find potential barriers for people with 
disabilities. For example, transformation tools could display Web pages in low color 
contrast, with large font sizes, or simulate page elements as they would be presented 
by assistive technology4. Other functions of evaluation tools can highlight areas of the 
Web pages or the underlying markup code (such as HTML or CSS, etc.) to help re-
viewers identify barriers of more technical nature on a Web site. 

4   Need for a Common Format for Evaluation Results 

Some enterprise Web accessibility evaluation tools and custom solutions implement 
different formats for expressing evaluation test results. This enables these types of 
tools to integrate different modules (or other evaluation tools) for automatic and man-
ual evaluations into a more complete testing framework5. Such frameworks often offer 
other data monitoring and analysis capabilities. For example, visualizing the number 
of issues encountered on a Web site against time to monitor the performance over 
time. Also, some authoring tools (such as editors or content management systems) 
provide APIs6 that can be used to integrate the output from evaluation tools. 

This exchange of test results between different types of development tools gener-
ally contributes to more efficient development of accessible Web sites. However, only 
few tools provide support for the exchange of test results. The reason for this rather 
slow implementation of support is possibly the cost of developing a format for ex-
pressing test results, or for developing the API functionality to process such data. 
Also the large amount of different and mostly proprietary formats and APIs creates a 
challenge for developers of evaluation tools to support them effectively. 

One possible approach to address this lack of support for exchanging results be-
tween different types of development tools is to provide a commonly accepted format 
for expressing evaluation test results. Such a standardized format would encourage 
evaluation tool developers to provide mechanisms for exporting test results in this 

                                                           
4 Assistive technology are computer programs or devices that assist users with disabilities 

accessing the Web. These include screen readers, screen magnifiers, or voice command tools. 
5 Examples include HiSoftware AccVerify, Watchfire WebXM, or WebThing AccessValet. 
6 Examples include Macromedia Dreamweaver, Microsoft Front Page, or RedDot XCMS. 



 Managing and Monitoring Web Site Accessibility 195 

format because it can be potentially processed by a large number of tools. Conversely, 
authoring tool developers would be encouraged to provide mechanisms for importing 
evaluation results in this standardized format as it allows the integration of potentially 
more variety of evaluation tools. Finally, third-party data analysis tools (for example 
to prioritize the repair of reported problems according to their cost of repair or impact 
on Web accessibility; or to generate customized reports for specific developers) can 
be developed based upon this commonly used format for expressing test results. 

5   Features of the Evaluation and Report Language 

The Evaluation and Report Language (EARL) [1] is a simple vocabulary to record the 
following aspects of a quality assurance test: 

 

• Which content was tested? 
• Which criteria was it tested for? 
• Who/what carried out the test? 
• What is the outcome of the test? 

 

While these questions apply to generic Web quality assurance testing (for example 
to determine conformance against usability or corporate design guidelines), many of 
the use cases and scenarios for developing EARL have originated from requirements 
of Web accessibility evaluation reviews. EARL can also be used beyond quality as-
surance processes on the Web, for example for generic software testing, but this re-
mains outside the scope of this paper. 

The vocabulary of EARL has been developed using the W3C “Resource Descrip-
tion Framework” (RDF) [5] which is a semantic Web format that allows the definition 
of custom vocabulary in a machine readable form. EARL is being developed under 
the W3C process7 which encourages the participation of different stakeholder and 
ensures consensus among them. W3C specifications are also royalty-free. 

Another compelling reason to implement the EARL vocabulary using RDF is to 
benefit from the existing and growing semantic Web community. For example, EARL 
reports can be queried using SPARQL8. RDF also finds support in databases and APIs 
in different programming languages9. Furthermore, RDF is flexible and enables lan-
guages such as EARL to be extended or refined for specific usages yet retain the 
overall structure and compatibility between tools. For example, developers could 
adopt different test criteria descriptions yet retain interoperability of the reports. 

Use Cases. The following are brief descriptions of some of the use cases for a com-
mon format for expressing test results in the context of evaluating Web sites for ac-
cessibility. 

Combining Results. A standardized format for expressing test results allows the 
combination reports from different Web accessibility evaluation tools. This enables 
different reviewers to carry out separate evaluation tasks using different tools, or for 
                                                           
7 The W3C Process Document is available at http://www.w3.org/Consortium/ 
Process/ 

8 SPARQL is an SQL-like query language for RDF. Other examples include RDQL or Squish. 
9 For example Jena for Java, RAP for PHP, or Raptor for Python (and other languages). 
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reviewers to employ different tools at different stages evaluation process and combine 
the results. 

Comparing Test Results. Calibrated results, such as results from pre-defined test 
suites could be recorded in a standardized format to facilitate the benchmarking of 
Web accessibility evaluation tools. This allows tool users to compare the output from 
different tools, and for tool developers to better test and improve their tool implemen-
tation. 

Processing Results. Quality assurance tools can rely on a standardized format to 
analyze, sort, prioritize, or infer conformance claims. Such processing tools could also 
provide their output in the same initial format to allow cascades of processing tools. 
For example, one tool could specialize in collecting results, while another one priori-
tizes them. 

Generating Reports. Tools that specialize in reporting could provide customized 
views on the results so as to provide specific developers with information according 
to their preferences. For example, Web programmers may want to receive more ver-
bose bug reports with line numbers and error messages, while project managers and 
executive may want to receive higher level management reports. 

Integration into Authoring Tools. As already described, a standardized format for 
expressing test results provides a mechanism for the integration of Web accessibility 
evaluation tools into authoring tools. It also allows evaluation tool developers to focus 
on testing techniques and algorithms and relying on authoring tools to provide the 
interface to the developers. 

Integration into Web Browsers. Web accessibility evaluation results could be used 
by Web browsers to improve the experience of the end-users. For example, Web 
browsers could use the results from Web accessibility evaluation tools to detect and 
linearize complex tables or to suppress moving content according to user preferences. 

Integration into Search Engines. Similar to Web browsers, search engines could 
enhance the experience of their users by considering user preferences. For example, a 
search engine may be configured to only return Web pages that match the request and 
that provide certain accessibility features. For example, Web pages that claim to be 
operable by keyboard10. 

Justifying Conformance Claims. To provide more credibility and transparency, Web 
site owners may chose to publish some of the test results that led to the conformance 
claims. For example, to supplement a quality mark label with a consistent report of 
what has been tested and when, could help the user set expectations about the accessi-
bility level of a Web site. 

                                                           
10

 Note that this raises issues related to trust and content labeling. For example, one thought is 
that third party services may provide information about Web sites rather than Web site own-
ers. However, this discussion is beyond the scope of this paper. 
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6   Current Status and Future Development 

At the time of writing this paper, the Evaluation and Report Language (EARL) [1] is 
a W3C Working Draft. However, it is fairly mature and expected to proceed to Last 
Call stage in due course. At the same time, building blocks on which EARL is de-
pendent (such as Dublin Core or Friend Of A Friend vocabularies, OWL Web Ontol-
ogy Language, or various query languages as described in the previous section) are 
widely deployed and implemented. So, while EARL itself is still in draft stage, it is 
gaining stability through the evolution of the related technologies. 

This is also reflected by the availability of tools that support the EARL format. 
There is a wide range of EARL implementations, however most of these produce 
EARL output and only few tools process EARL reports. It is interesting to see the 
uptake of EARL in both reference prototypes and research projects11, as well as in 
operational tools12. The W3C/WAI Evaluation and Repair Tools Working Group 
(ERT WG) [6] develops EARL, and maintains a list of Resources related to EARL 
[7]. This list references more implementations and projects. 

The main objective for the ERT WG [6] is to resolve the currently outstanding is-
sues in the EARL working draft and publish the first version as a W3C Recommenda-
tion.  One of the issues includes describing the occurrence of test results (for example 
accessibility violations) within a Web site. To promote the deployment of EARL, the 
working group is also developing an EARL 1.0 Guide to complement the EARL 1.0 
Schema with more examples and guidance for implementing EARL. The EARL 1.0 
specification is therefore becoming increasingly comprehensive yet modularized to fit 
the needs of different audiences. 

At the same time, feedback from implementation experience will be essential to 
avoid unexpected issues. For example, current implementations show that methods 
need to be developed that reduce the amount of output generated by EARL reports. 
Also, there is a strong need to increase the uptake of EARL in authoring tools, espe-
cially in content management systems. While many of these implementations could 
be reference prototypes and research projects during the development of EARL, de-
ployment in operational tools will be necessary when EARL become more mature. 

There are also some research questions open, mainly for later versions of EARL. 
For example, how can EARL reports be more resilient towards changes made on an 
already evaluated Web site? One approach to address this issue could be by analyzing 
where the changes occurred on a page and infer which tests a given change may have 
affected. Another open research question is how to map or relate tests that have been 
developed by different vendors and that evaluate the same criteria to each other. This 
is related to the issue that many vendors do not want to disclose the proprietary tests, 
or the sequence in which they were carried out in order to determine a result. 

7   Conclusion 

Managing and monitoring the accessibility level of Web sites is a challenging quality 
assurance task. Several evaluation tool developers have already reacted to this  

                                                           
11 Examples include EARL filter, EARL client and database, or WAINU. 
12 Examples include HiSoftware AccVerify, Sidar Hera, or WebThing Site Valet. 
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demand and developed systems to support reviewers or whole review teams in carry-
ing out specialized actions in a comprehensive quality assurance process. 

However, a common approach using a standardized format for expressing test re-
sults would facilitate the integration of different type of tools. A common standard 
will promote the implementation into currently available tools as well as the devel-
opment of new ones. It will simplify data analysis and will enable many different use 
cases. 

The Evaluation and Report Language (EARL) is currently being developed by the 
W3C/WAI Evaluation and Repair Tools Working Group (ERT WG). It addresses 
several use cases for integrating Web accessibility evaluation reviews into the devel-
opment processes. EARL is developed under the W3C Process and is the result of 
consensus among different stakeholders. 

While EARL is basically a simple vocabulary to describe evaluation test results, it 
has the power and potential for different tasks. EARL uses the Semantic Web Re-
source Description Framework (RDF) to define its vocabulary. This allows it to be 
machine readable and to benefit from a rapidly growing community. It benefits from 
readily available support in databases, query languages, and programming language 
APIs. 

At the time of writing this paper, EARL 1.0 is still a W3C Working Draft but rela-
tively mature. There is some existing tools support but also the opportunity for much 
more research and development work. 
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Abstract. The evaluation of the accessibility of a web site calls for the partici-
pation of human evaluators: most of the checkpoints to be assessed cannot be 
evaluated fully automatically. This paper presents the second version of HERA, 
a multilingual online tool developed by the Sidar Foundation that automatically 
performs a preliminary analysis of a web page and then provides support for the 
complete manual evaluation process. This description includes the justification 
for a newer version, the technologies used, and the main strengths of HERA 2.0 
as compared with other tools and version 1.0. 

1   Introduction 

In the last few years the issue of web accessibility has gained in relevance all over the 
world [1,2]. In the European Union, for instance, most member states have developed 
legislation to ensure the accessibility of public administration web sites at all levels 
(central, regional, local…) in conformance with the World Wide Web Consortium’s 
Web Content Accessibility Guidelines 1.0 (WCAG) [3]. 

In this context, the evaluation of the accessibility of a web site is of utmost 
importance. This evaluation cannot be completely automated, as many of the 
checkpoints require human judgement to assess a web page’s conformance level. 
Thus, the evaluation of web accessibility is a complex task requiring human expertise 
and tool support [4,5]. The person performing this task needs sound knowledge and 
experience in web development and has to be proficient in the use of the techniques 
required to evaluate conformance for each of the WCAG 1.0 checkpoints. 

Therefore, both experts and novices in web accessibility evaluation have a 
common need: a tool that provides support for the manual evaluation of web 
accessibility, automating as much of the work as is possible. 

This tool should provide services for all kinds of users. Firstly, the tool should 
provide rapid access to the text of the checkpoints and guidelines, because even 
experts find it difficult to correctly remember all 14 guidelines and 65 checkpoints. 
Secondly, the tool should provide information about all the items that require 
evaluation for each checkpoint, because some of the checkpoints refer to several 
structural elements. In third place, the tool should provide means to improve the 
visual detection of problems in the web page or in the source code by automatically 
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highlighting the different items on the page. In addition, the tool should provide 
services for the users to store either complete or incomplete evaluation results for 
further reference. Finally, the tool should automate as much work as possible, such as 
detecting the checkpoints that are not applicable to any one web page, the checkpoints 
that are correctly implemented and others that are wrong. 

With these goals in mind, the Sidar Foundation [6], in cooperation with the 
Technical University of Madrid (UPM), has developed the HERA system, an online 
tool for the semi-automated evaluation of the level of conformance with the 
checkpoints of WCAG 1.0.  

This paper presents ongoing work on the second version of HERA [7], [8]. 
Section 2 will briefly discuss related work. Section 3 will present a justification of the 
need for a second version of HERA. Section 4 will give a description of the main 
technical issues of the current version: automatic preliminary evaluation, use of PHP 
instead of CSS and multiple format report generation. Finally, section 5 will present 
some concluding remarks about the experiences in the use of HERA, along with work 
to be undertaken in the future. 

2   Related Work 

There are many automatic and semi-automatic evaluation tools that can be used to 
analyse a web page and generate an assessment of its accessibility level [9]. In this 
paper we will focus only on free online tools, as this is the category into which HERA 
falls. Three of the most relevant tools are listed below: 

• Cynthia Says [10], from the International Centre for Disability Resources on the 
Internet (ICDRI), in collaboration with Hi-Software. This is an automated 
accessibility checker that can be used to test one web page per minute. It can 
generate a report based on section 508 standards (US legislation [11]) or on 
WCAG checkpoints, with an additional evaluation of the quality of alternative 
texts. This is an exclusively automatic tool that does not check all of the 
checkpoints and provides no support, beyond a checklist, for manual evaluation. It 
is only available in English. 

• TAW [12], from the Centre for the Development of Information and 
Communication Technologies (Spain), is an online service that evaluates web page 
accessibility. It provides a report showing whether or not some checkpoints are 
satisfied, and displays tags placed in items that should be checked manually. This 
tool is available in English and Spanish. Again, the online tool does not support 
manual evaluation, although there is a stand-alone freely downloadable version 
that does. 

• WebXACT [13], from Watchfire, is a free online service. It tests only some of the 
WCAG checkpoints, but suggests that the user should test some others. In addition, 
WebXACT also performs other tests, such as quality measures, speed information, 
etc. This tool was previously known as Bobby (name now used for a commercial 
stand-alone product), and it is only available in English. 
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Fully automatic tools like the ones above clearly inform the user about the limitations 
of an automated evaluation and emphasize possible problems that have to be 
manually verified by the human inspector. Moreover, they usually provide additional 
information and examples on how to use items properly to make them more 
accessible. However, non-expert users actually find it difficult to evaluate these items 
manually because they do not usually have precise and clear instructions about how to 
deal with each case in the web page under evaluation. 

When comparing HERA with the above tools, there are some relevant differences, 
as shown in Table 1. They all perform an automatic analysis of as many checkpoints 
as possible, but HERA is the only online tool that supports manual verification 
(providing extensive help, modified views of the web page for the evaluation of some 
checkpoints and storage of evaluation scores and commentaries) and report generation 
(both human-readable and in the EARL language [14]). 

Table 1. Comparison of free web accessibility evaluation tools 

Tool Online Automatic 
Analysis 

Help on 
techniques 

Modified 
views 

Results 
storage 

Reports 

Cynthia Says Yes Yes No No No Human 
TAW online Yes Yes No No No Human 
TAW stand-alone No Yes Yes Yes Yes Human/EARL 
WebXACT Yes Yes No No No Human 
HERA Yes Yes Yes Yes Yes Human/EARL 

3   Need for HERA 2.0 

HERA version 1.0 [15] was made freely available to the public in 2003 and was a 
great success, as has been demonstrated by the positive feedback that we have 
received from system users. It is an online tool, based on PHP [16] and CSS [17], that 
provides support for the manual evaluation of the accessibility of web pages. It was 
the first online tool for accessibility evaluation that was developed with the manual 
evaluation process in mind. This tool provides help about the meaning of each of the 
checkpoints, instructions for the manual evaluation of the checkpoints, a modified 
view of the page using CSS, a view of the source code of the page, a system to 
annotate the results of the evaluation of each checkpoint and, finally, a report 
generation tool (Figure 1). 

This first version of HERA used a set of style sheets written in CSS in order to 
identify and highlight specific web page items, allowing the evaluator to examine the 
different items and their properties directly by means of a specialised view of a web 
page, without having to inspect the source code. In doing so, there is no need to 
modify the original page, except for the minimal change of including a reference to 
the required style sheet for each checkpoint. 

However, we have found that there is a major obstacle to the use of CSS for 
accessibility evaluation. This is because most browsers provide no support for some 
of the advanced properties of CSS2 [17], like generated content and attribute value-
based rule selectors. In fact, only the Opera browser [18] correctly interprets all the  
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Fig. 1. Overview of HERA version 1.0 

style sheets developed for HERA, though we expect more user agents to provide the 
required level of support for CSS2 in the future. 

There are two main reasons that justify the development of a new version of 
HERA: one is technical and related to questions of implementation, and the other is 
based on usability (efficiency) issues. 

The technical reason for developing HERA 2.0 is the above-mentioned dependence 
of HERA 1.0 on some advanced elements of CSS2 that today are only fully rendered 
by the Opera browser. Many users of HERA complained about the fact that they 
could not use their preferred browser and had to use a different one, with which they 
were less well acquainted. In some cases this was an important issue, such as for 
disabled users using specific assistive technologies that did not work well with the 
Opera browser. So it was decided that HERA 2.0 should be browser-independent to 
accommodate the maximum range of potential users. 

The usability-related reason for HERA 2.0 is efficiency. Performing a complete 
manual evaluation of the accessibility of a web page takes a considerable amount of 
time. An inspector using HERA 1.0 had to manually evaluate each of the 65 
checkpoints of the WCAG 1.0, even when some of them were not applicable (for 
example, table-related checkpoints in a web page without tables) or had a value 
(positive or negative) that would be easy to assign automatically. In HERA 2.0 we 
decided to reduce the minimum time for evaluating one web page by incorporating a 
preliminary automated analysis. 

4   HERA 2.0 

To deal with these new requirements, changes had to be made to the design and 
implementation of HERA 2.0. As shown in Figure 2, there are three main changes in 
the new version: an automatic preliminary analysis process (with an accompanying 
result summary for navigation), the generation of modified page views that does not 
rely on browser-specific features and, finally, an enhancement of the report generation 
functionality. 



 Semi-automatic Evaluation of Web Accessibility with HERA 2.0 203 

Original form

Manual 
Evaluation 

Process

Help on 
Checkpoints

Instructions 
for Evaluation

Modified 
Page View

Code View

Evaluation
Results

Report 
Generation

<hmtl
lang=es>
<head>
<title>..
.</title>
</head>

Automatic 
preliminary 

analysis

Summary of
Results

 

Fig. 2. Overview of HERA 2.0. Main changes from version 1.0 are highlighted. 

4.1   Automatic Preliminary Analysis 

The first change was the design and implementation of an automatic preliminary 
analysis, which was programmed using PHP. This process inspects the web page and 
automatically assigns a value for each of the 65 checkpoints: 

• Pass: the web page conforms to the checkpoint. This result can only be yielded for 
a very small subset of the WCAG. For example, when the web page conforms to a 
formal grammar of the mark-up language used (HTML, XHTML…).  

• Fail: the web page does not conform to the checkpoint. This result can be output 
on a larger set of the checkpoints. For instance, when an image element does not 
have an “alt” attribute. 

• Not applicable: the checkpoint is not applicable to the analysed web page. For 
example, if the checkpoint is about frames and the page does not use this 
technology. 

• Needs checking: the tool cannot decide and the user is asked to manually evaluate 
the checkpoint. 

It has to be noted that HERA 2.0 seamlessly integrates in its user interface the markup 
validation services offered by the W3C to check the correctness of HTML, XHTML 
and CSS.  

Table 2 shows a summary of the checkpoints that can be automatically evaluated 
by HERA. There are some checkpoints (or parts of them) that can be automatically 
checked, some that should be manually checked and some others on which, although 
the tool can do some automatic testing, users should make a final decision based on 
their knowledge and the pages generated by HERA. This means that it is not always 
possible to perform a fully automated evaluation for some checkpoints and the human 
inspector should finish off the evaluation of these checkpoints manually. 

Several checkpoints appear in more than one column in Table 2. For instance, 
checkpoint 1.1 (text alternatives) can be automatically evaluated as “fail” if there are 
images without the “alt” attribute, as “non applicable” if there are no non-textual 
elements (images, objects, etc.) in the page, and as “needs checking” if there are 
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images with “alt” attributes that require human evaluation to assess whether the 
alternative text matches the image. On the other hand, this checkpoint will never be 
automatically evaluated as “pass”, because the computer cannot judge the adequacy 
of alternative texts. 

Table 2. Summary of checkpoints automatically analysed by HERA 

 Pass Fail N/A Human 
Priority 1 2 4 12 16 
Priority 2 17 18 9 21 
Priority 3 6 6 6 13 
Total 25 28 27 50 

Once the preliminary analysis has been completed, HERA shows the results of this 
process, including information such as the URL under analysis, time spent on the 
automatic evaluation, number of errors found and, more importantly, a table with the 
summary of the checkpoints evaluation results. This table shows, for each priority 
level, the number of checkpoints that require manual evaluation, that have passed, that 
have failed and that are not applicable. This table is used as the main navigation tool 
during the manual evaluation process. 

It should be noted that, although the tool performs an initial evaluation and decides 
whether some checkpoints pass, fail or are not applicable, the responsibility ultimately 
lies with the human evaluator. The user should also check the decisions made by the 
tool to verify that the result output automatically is absolutely correct. The point here 
is that, due to the diversity of use (or misuse) of mark-up languages by developers or 
of scripts for generating dynamic content or changing items, a false positive or 
negative value could be output in some exceptional cases if the intended semantics is 
not well implemented. But this usually takes no more than a few seconds to check. 

4.2   Browser-Independent Modified Page Views 

The second change was the technology used to highlight the items of the pages that 
have to be analysed for each checkpoint. Instead of using CSS, the HERA 2.0 
program generates a new version of the analysed page that contains new items that 
provide the information needed by the evaluator.  

To implement this functionality in a browser-independent way, we needed to use 
server-side technologies. There are many options in this field: PHP, Java Server Pages 
(JSP), Perl, Active Server Pages (ASP), and so on. 

We decided that, to reduce the implementation effort, the best solution would be a 
scripting language that could be easily integrated with HTML and provided methods 
to easily manage texts, because HERA has to analyse document structure and insert 
some additional code in the pages. PHP was selected because it is an open source 
technology that works well with Apache servers and, last but not least, because we 
found it is easier to use than other valid technologies, like Perl or ASP.  

Therefore, the modified page view module has been implemented by a set of PHP 
filters that are launched when the user manually evaluates each of the checkpoints. 
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4.3   Enhanced Report Generation 

HERA 2.0 provides an enhanced report generation module, which offers improved 
functionality: 

• The possibility of downloading the XHTML version of the report. In HERA 1.0 
the user had to manually download the XHTML report using his or her browser 
commands. 

• One more output format (PDF). This format is useful when the evaluator wants to 
publish or send a report that is not easy to modify. 

• An improved, more up-to-date EARL version of the report, using the latest version 
of the language.  

5   Conclusions and Future Work 

A beta version of HERA 2.0 has recently been released and it is available in 4 
languages (Spanish, English, Portuguese and Italian) and it is being translated into a 
few more (including French, Catalan, Galician, Rumanian and Serb). The feedback 
that we have received so far from both users that already knew HERA and new users 
has been extremely positive. 

Users already familiar with HERA have found that the new version enables them 
to reduce the time it takes to perform the evaluation of a web page thanks to the new 
automatic preliminary analysis offered by the tool. Comparing HERA 1.0 and HERA 
2.0, we can say that the time saving is around 40 to 50%. Now it is possible to 
perform a full evaluation of a web page and to generate a detailed report in about 2 to 
3 hours (depending on web page complexity, of course). As compared with TAW, the 
time it takes to evaluate a web page is reduced by about 20 to 30%. Other online tools 
(Cynthia Says, WebXACT...) cannot be compared with HERA, because they do not 
provide support for running a full (manual) accessibility evaluation. 

In the case of new users, they have learned how a tool can help them to perform a 
manual evaluation of web accessibility and how cautious one has to be when dealing 
with the results of an automated evaluation. Moreover, both the Sidar Foundation and 
the UPM are using the new version of HERA in their web accessibility courses with 
very encouraging results. 

However, there are some relevant issues that require further work to get HERA to 
offer a better and more comprehensive service, such as the following: 

• There is a clear need for a downloadable executable version of HERA, which 
would enable the evaluation of local web pages and whole web sites. 

• Complex web sites are usually evaluated by teams of reviewers, and HERA should 
provide support for coordination and communication between them. 

• Another very useful functionality for evaluator groups would be a system for 
measuring the reliability of the evaluators.  
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Abstract. The use of simple and easy to understand language is an
essential requirement for web documents to be accessible by people with
cognitive or reading disabilities. We present an architecture that scores
the readability of textual content automatically and also provides hints
about possible obstacles to readability in the given text. Our approach
is based on a natural language processing framework that supports all
levels of linguistic analysis, ranging from the morphological analysis of
words to the semantic analysis of sentences and texts.

1 Introduction

The vision of an information society implies that everyone can easily access all
the information he or she needs from online resources such as the World Wide
Web. The advantage of having all kinds of information available, however, comes
along with the challenge to make use of it. In order to keep this challenge as
modest as possible, the information should be presented in a way that meets the
abilities of the intended target group. In particular, textual information should
be formulated in a way that is understandable without problems by those people
the information is relevant to. Often the target group is rather heterogenous
with respect to reading capabilities. Information related to administrational and
governmental issues, for example, affects more or less all members of the society.
Another important example are health related topics.

If a piece of textual information is to be accessible by virtually everyone, peo-
ple with reading impairment have to be taken into consideration as well. This
group includes individuals with acquired or developmental language disabilities
as well as people with poor reading skills either because of a low education level
or because the language in question is not their mother tongue. The need for
simple, understandable language in the context of web accessibility has found
its expression in the Web Content Accessibility Guidelines (WCAG) proposed
by the Web Accessibility Initiative (WAI) of the World Wide Web Consortium
(W3C). The respective guideline reads: “Make text content readable and under-
standable” (see also Section 2.2). Even though an easy to understand language
of course benefits all users, the guideline explicitly aims at helping people with
reading disabilities.

K. Miesenberger et al. (Eds.): ICCHP 2006, LNCS 4061, pp. 207–214, 2006.
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Since creating web pages without accessibility barriers is meanwhile being
recognized as an important issue for governmental or commercial content provi-
ders, there is a growing demand for tools that support the automatic testing
of accessibility guidelines. In this paper, we introduce an architecture that sup-
ports the automatic evaluation of web pages with respect to readability. The
work presented here is part of the EU funded BenToWeb project (Benchmark-
ing Tools and Methods for the Web). One of the explicit aims of this project is to
investigate the feasibility of automatic testing of WCAG accessibility guidelines.
Although the implemented prototype is at present restricted to the German
language, our approach should carry over to other European languages as well.

2 Approaches to Readability Control

2.1 Style Guides, Controlled Languages, and Readability Formulas

There have been several lines of work targeting readability. The most influential
are style guides, controlled languages, and readability formulas. Guides to style
and composition are probably as old as the art of writing itself. They consist
of hands-on advice like “Use short sentences” or “Prefer familiar, everyday vo-
cabulary”. Style guides are for the most part based on intuition and common
sense. They can be of great help to human authors in writing readable text but
often yield criteria that are difficult to control automatically. Meanwhile, there
are various initiatives to develop guidelines for authors of official documents,
including the promotion of plain language by the U.S. Government.1

Controlled languages are applied in technical documentation and in machine
translation. The specifications of such languages aim at reducing the complexity
of natural languages by constraining vocabulary and syntactic phenomena and
by avoiding ambiguity. Controlled languages are thus to be considered subsets
of natural languages. A prominent example is ASD2 Simplified English, which
has become the de facto standard for technical documentation in the air and
space industries worldwide. Technical writers at Boeing use the Boeing Simplified
English Checker (BSEC, [22]) to check their documents for compliance with
the language standard. Controlled languages are the only line of work within
readability for which automatic compliance checking technologies exist. But we
must keep in mind that these approaches are special purpose, limited domain
languages and that the corresponding support technologies have to cope only
with limited linguistic complexity.

Readability formulas were first developed in the 1920s in North America to
determine the adequacy of reading material for classroom use. A prominent ex-
ample is Rudolf Flesch’s Reading Ease Scale [7]. Readability formulas typically
exploit superficial statistical text properties like average sentence length, aver-
age number of syllables per word, etc. While these formulas have often been

1 See http://www.plainlanguage.gov/.
2 ASD stands for the AeroSpace and Defence Industries Association of Europe.
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criticized as unreliable (e.g. [6]), they where highly influential in teaching and
journalism. There have been various proposals for readability formulas suitable
to German, either by adapting formulas developed for English or by designing
formulas specifically for the German language. The latter type of approach has
been pursued by Dickes and Steiwer [5] in the 1970s: Based on 60 German texts
whose readability has been scored by the cloze test ([21]), a readability formula
was derived via multiple regression from 38 indicators ranging from simple word
count to the number of subordinate sentences. For practical purposes, Dickes and
Steiwer developed two simplified versions of the formula by the same method,
with indicators restricted to those that can be easily calculated by hand or
by computer. Since over the last thirty years what can be easily calculated by
computers has changed dramatically, and in view of the tremendous progress of
automatic natural language processing (NLP), it seems worthwhile to reconsider
the readability formula approach, especially when high level semantic indicators
are taken into account (see Section 4).

2.2 Readability in the Context of Web Accessibility

Web content is inherently open domain (in the sense that web content may
be on any topic conceivable). Authors and readers of web pages need not, and
most likely will not, share any common background as, for instance, professional
affiliation, ethnic, geographic, or religious origin. Thus, enforcing a language
standard of any kind is certainly no option.

As mentioned in the introduction, the Web Content Accessibility Guidelines
(WCAG 2.0) require texts to be “readable and understandable” (Guideline 3.1).
Interestingly, while the earlier working drafts of the WCAG 2.0 were quite spe-
cific with respect to linguistic phenomena and their impact on readability, sub-
sequent versions have seen a progressive dilution of the readability related rec-
ommendations. The main reason for removing these recommendations appears
to be the fact that many of them only applied to English and European lan-
guages, as discussed during the public reviewing of the working drafts. (Another
reason may be the lack of methods for automatic testing.) As far as linguistic
phenomena are concerned, Guideline 3.1 of the latest WCAG 2.0 working draft3

is only specific about obligatory explanations for abbreviations and for “spe-
cific definitions of words used in an unusual or restricted way, including idioms
and jargon.” To ensure readability in general, the WCAG draft now refers to
the “lower secondary education level” as defined by the International Standard
Classification of Education of the UNESCO. Guideline 3.1 essentially says that
if a text requires reading ability more advanced than the lower secondary educa-
tion level then a text summary requiring reading ability less advanced than this
education level should be added (or some other type of supplemental content).
Put briefly, the W3C Web Content Accessibility Guidelines essentially abstain
from listing specific criteria a text must satisfy in order to be linguistically
accessible.

3 Working draft of 23 November 2005.
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3 Readability Criteria from a Linguistic Point of View

Since there is no canonical set of criteria for linguistic accessibility, we have
developed a catalog (see [16]) based on the following two conditions: All criteria
must be psycho-linguistically motivated and must be testable with state-of-the-
art natural language processing technology.

We have categorized the criteria according to the level of linguistic description
that applies to them. The five levels we distinguish are morphology, lexicology,
syntax, semantics, and discourse. The following criteria are a subset of inves-
tigated criteria; the selection here includes mainly criteria that are or will be
implemented in the DeLite system (see Section 5).4

Morphology. Affixation and derivation should result in a predictable outcome.
Morphologically complex words, especially when they are infrequent, can im-
pose a considerable burden to the human language processing system [20,19,1].
Composition* is a highly productive phenomenon in some languages (German
is a notorious example). Compounds can become very long and complex, which
makes them hard to read. But, what is more, the internal relation between
the individual members of the compound may not always be clear. Abbrevi-
ations and acronyms* can unnecessarily obscure the text. They must be
explained when they first appear and ideally also in a glossary. In HTML docu-
ments, the abbreviation and acronym elements (〈abbr〉 and 〈acronym〉) must be
used.

Lexicology. Word frequency* plays a crucial role in language understanding.
Words that frequently occur are more likely to be familiar to readers. Fur-
thermore, plausibility, i.e. the high probability of a word occurring in a certain
context, is central to disambiguation processes [23,10]. Lexical ambiguity* can ir-
ritate and should be avoided if possible. If ambiguity is unavoidable, the context
should be such that the intended meaning can be identified easily. Words and
expressions that belong to an unusual register (e.g. slang, elevated speech) or to
specific domains should be used with good reason only. Depending on the tar-
geted audience, an explanation or definition may be in place. Idioms are phrases
where the intended meaning deviates from the literal one. Idioms do not con-
tribute to readability and especially second language users’ knowledge of idioms
may be limited. Support verb constructions (SVC) are phrases like to make a
proposal versus the simple verb to propose. SVCs consist of a verb with an un-
specific meaning (make, do, go, etc.) together with a noun phrase or an adjective
that contributes the main semantic content of the phrase. For English, SVCs are
considered to increase syntactic complexity without gaining expressivity, while
they are central to other languages (e.g. Hindi, Farsi). Thus the applicability of
a criterion prefer simple verbs to SVCs has to be established for each language
individually.

4 The asterisk (*) marks criteria for which tests will be implemented in the first
prototype of the DeLite system as our contribution to the BenToWeb project.
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Syntax. Structural ambiguities* come in various flavors. Most prominent are at-
tachment ambiguities (e.g. The policeman shot the gangster with the gun). Struc-
tural complexity* can be considered a property of the syntactic representation of
a sentence, e.g. the depth of nesting, the length of paths in syntactic representa-
tions like dependency graphs and constituent trees [18,17,8,9]. Sentence length*
is also a measure, but admittedly not a very sophisticated one. Most style guides
suggest not to exceed 20 words. As such it has proven its worth in the past. But
it is also a legitimate indicator for fall back strategies in case linguistic analysis
fails. Clusters of nouns, adjectives, or adverbs increase the density of informa-
tion. They should therefore not exceed certain limits. ASD Simplified English
does not allow more than three nouns in a row, but noun clusters in English
often appear disguised as compounds in German (see above).

Semantics. Semantic complexity* might be conceived as a metric considering
the number of propositions or conceptual entities in a text unit. Whatever the
metric, semantic complexity should be constrained. Reference ambiguity* arises
when a pronoun can refer to more than one noun phrase in the foregoing text.
It should always be possible to uniquely match a pronoun and its antecedent.
Reference distance* is the distance between a pronoun and its antecedent. The
longer the distance, the harder it is to match the two [4,2,9].

Discourse. Discourse coherence has been identified as vitally important for read-
ability. Points to mention here are the use of so called coherence devices : sentence
connectors like thus, furthermore, etc. A consistent theme-rheme structure and
the proper use of pronouns belong here as well [11,2]. For most of these discourse
phenomena, there are no robust analysis techniques. DeLite tries to detect pro-
nouns and noun phrases that have no antecedent although they require one to
be understandable.

4 Linguistic Analysis and Readability Indicators

Since we aim at a fully automatic scoring of text readability, all criteria under
consideration must be based on strictly operational conditions. To this end, we
specify a variety of numerical indicators which in turn are defined in terms of
the linguistic units and constructs of the text and their features.

Basic indicators encode number information, with length information as a
special case, and can apply to all levels of linguistic analysis. Simple examples
are the number of word tokens in a sentence or a text (i.e., sentence and text
length in words), the number of word types, and the number of lemmas (base
forms of words). (Especially for highly inflecting languages like German the lat-
ter two numbers can differ considerably.) Examples of basic indicators related to
syntactic complexity are the length (in words) of a nominal phrase and the num-
ber of embedded constituents (of the same type). Indicators related to semantic
complexity include the number of concepts and the number of propositions in a
sentence.
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Almost all of the above indicators presume linguistic processing ranging from
elementary tasks such as lemmatizing to complex tasks such as full semantic
analysis. Whereas it is fairly canonical what the lemma of a word is, the syntactic
and the semantic representation of natural language presuppose a commitment
to some sort of descriptive framework. The natural language processing compo-
nent of the DeLite system described in Section 5 returns dependency trees and
semantic networks as syntactic and semantic representation, respectively. In our
choice of the indicators, care was taken to reduce the dependency on the cho-
sen form of syntactic and semantic representation to a minimum. For example,
even if it might be arguable in detail how to count the propositions a concept
expressed in a text is involved in, it is not essential that we make use of a se-
mantic network representation (though we think that this kind of representation
is preferable to others with respect to cognitive adequacy; see [14]).

At present, we have defined about 50 basic indicators. Several of these indi-
cators are directly connected to possible violations of the readability criteria. If,
for instance, the indicator for clause embedding depth exceeds a certain thresh-
old then the sentence in question violates the criterion of syntactic simplicity.
The basic indicators are assigned to specific parts of the text, e.g., to a certain
sentence or constituent, and can hence be used to locate potential readability
problems.

Basic indicators can be combined into derived ones in various ways. Standard
examples are the arithmetic mean, the median, or the maximum of indicators
of the same type such as the average word length in a sentence or the max-
imal number of prepositional phrases per sentence in a text. In the foregoing
definitions of derived indicators, the underlying basic indicators are typically
associated with consecutive linguistic entities (e.g. words or sentences). Another
option is to combine indicators of different type that are assigned to the same
entity. For instance, the various indicators related to syntactic complexity can
be combined into a weighted sum which gives us a single (derived) indicator
of syntactic complexity per sentence. Obviously, well-known measures like the
type-token ratio and other readability formulas (see Section 2.1) can be regarded
as derived indicators as well.5

5 The DeLite System

The DeLite system implements the method of readability testing by evaluating
linguistic indicators as briefly described in the previous section. DeLite will serve
a twofold purpose. As an authoring tool, it identifies and highlights problematic
text passages in web pages and gives hints towards the nature of the problem.
As an evaluation tool, it rates the readability of a web page’s text. At present,
a prototype is available that works on German web texts.

5 It is argued in [3] that classical readability formulas are not well suited for web pages
because the latter often consist of short passages only – especially in the presence of
additional graphical material.



Automatic Control of Simple Language in Web Pages 213

In order to determine the linguistic indicators of the input text, DeLite em-
ploys a syntactico-semantic parser [15,12] that provides an analysis of the text at
all levels of linguistic description.6 In particular, the parser returns lemma infor-
mation for each word, a syntactic dependency tree and a semantic network for
each sentence, and a list of possible antecedents for every noun phrase. DeLite
then aggregates this information into an annotation structure for the text in
question and assigns the basic and derived indicators to the respective compo-
nents of the structure. On the basis of this data structure, DeLite can report on
readability violations and scores via a graphical user interface or a structured
report form.

6 Future Work

Plans for future work encompass an thorough evaluation of the system, which
includes a validation of the criteria catalog and an extension to the English lan-
guage. With respect to calculating overall readability scores we are planning to
set up a machine learning scenario for adjusting indicator parameters automat-
ically by applying our system to texts that are pre-classified (annotated) with
respect to certain readability aspects. Possible corpus sources are, for instance,
news and other non-fiction texts especially written for children7 and text vari-
ants resulting from professional readability revisions of texts. Another topic of
future research especially virulent in the context of the web is concerned with
the automatic adaption of our system to specific domains (e.g. those provid-
ing governmental or health content), where specific expressions can be far more
frequent than usual without affecting readability.
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Abstract. Two tools are presented which support test case management
for accessibility test suites. Creating test suites for the Web Content Ac-
cessibility Guidelines 2.0 is one major objective of the EU-funded project
BenToWeb1. Parsifal is a desktop application which easily allows editing
test description files. Test description files compose an XML layer con-
taining descriptive information about the particular test cases. Amfortas
is a web application which allows controlled evaluation of the test suites
by users. Controlled in that sense means, that Amfortas not only stores
the evaluation results, but also is aware of the physical and technical
condition of the evaluator.

1 Introduction

According to the AMFORTAS methodology [1] a test case consists of test mate-
rial (e.g. an HTML file) and a test case description. The Test Case Description
Language TCDL [2] developed within the scope of BenToWeb, not only states
whether a test case passes or fails. For user evaluations it additionally provides
guidance on the combination of assistive technologies/user agents/devices a test
1 http://www.bentoweb.org
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case should be tested with. The creation of test cases (a complete set matching
each of the requirements of a high-level specification like WCAG) is costly and
work-intensive, but it has the advantage that false negatives are much easier to
find than in the evaluation reports of real websites [3].

Preparation, editing and management of user, expert or manual tests can
be improved if appropriate software tools are available. Two tools have been
developed to support the editing process of the test case description files and to
manage the test case evaluation procedure.

2 Parsifal – Test Case Editor

Parsifal is a graphical Test Case editor for editing user test descriptions as defined
by TCDL1.1 specification [2]. Test case description files are written in XML.
Since work with XML documents in text editors is not very comfortable and
error-prone a graphical editor was implemented to ease editing XML test case
description files. Parsifal is implemented in C# using .Net Framework 1.1. A
setup routine for easy installation and runtime configuration is provided for
Parsifal. In Parsifal parallel work on test case descriptions is guaranteed by
using a Concurrent Versions System (CVS), for managing multiple submits from
different partners at a time. The Annotation facility of CVS is used to comment
changes made on test cases.

Fig. 1. Status information about a test case description file
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Parsifal consists of three main components. A graphical user interface com-
ponent, which describes the graphical editor. A CVS component, which deals
with CVS file synchronization between editor and CVS server. And a serializer
component, which is responsible for reading, writing, previewing and printing
test case documents. Standard requirements for editing, saving and printing
test case descriptions have been implemented in Parsifal. Moreover features like
document preview and CVS debugging have been added for internal quality as-
surance. Parsifal’s graphical interface consists of three main panes (see Fig. 1.).
Document structure and navigation tree on the top-left. A short description
about the meaning of the tree entry is on the lower left, the main pane (content
pane) is on the right. The top level tree node is called ’Test Case’ and gives
the author a detailed summary to which WCAG guideline the test applies. In
addition test case meta-data includes information about the WCAG guideline
the and success criteria the test covers. This information is relevant for test case
authors preparing user tests.

In ’Document Status’ field authors can change the document’s status (e.g.
draft version) and can add a CVS comment to their changes made. Document
history and versions are also traceable on this pane. The section labeled ’Files’
provides access to relevant test files. Test files are presented in the user panel.
On basis of a test file the authors can create test scenarios. Therefore authors
can preview test files and read the tests purpose. The test case purpose describes
what the test file should test and what the expected test result is. The section
’Required Tests’ hosts scenario child nodes describing user tests. Tests can be
marked as automatic, end user, experts, and one expert test by the test case
authors. A user test description is only necessary if a test is not marked as au-
tomatic test only. Authors can remove and add scenario child nodes as needed.
A scenario (see Fig. 2.) describes user groups to run the test with corresponding
questions and user guidance. A user is categorized by his disability/disabilities
and his experience level in usage of assistive technologies, user agents and de-
vices. For all three experience levels detailed information about each type (e.g.
browser, screen reader), exact product name, product version, and experience
level can be specified. Experience levels range from not experienced to very
experienced (1-5). One scenario node includes user guidance and questions sub-
sections. User guidance and questions will be presented to users in multiple
languages in Amfortas. Therefore localization of all texts is possible in Parsifal.
One user guidance entry describes necessary prerequisites a user must undertake
to accomplish a test. One sample instruction could ask the user to switch on his
screen reader. All user guidance and question texts are described in a subset
of XHTML1.0. Therefore a basic HTML editor component eases authoring user
guidance and question text entries. Parsifal supports questions of type yes/no,
yes/no/open, multiple choice, and likert scale. Each question type supports dif-
ferent settings like likert scale and multiple choice questions need at least labels
and values being specified. Open questions need information about layout and
spacing to be presented correctly to user panel by Amfortas. As mentioned before
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all question texts must be translated into different languages, this happens by
adding child nodes to the Questions entry with corresponding language specific
labels.

On the right hand side question corresponding input can be edited. In this
case a yes/no/open question at least needs a question text. A mandatory ’Other
Options’ entry is used if e.g. yes/no is not an appropriate answer to users. In this
example the user was asked to navigate through the page using the tab key and
if he got the welcome message. Most of the users will answer with ’yes’ or ’no’
but those who have e.g. technical difficulties would like to answer more precisely.
Therefore ’Other Options’ asks for the reason why the user was not able to get
the information propagated.

Fig. 2. Scenario pane in Parsifal

3 Amfortas – Test Case Evaluation Framework

The framework is a Java-based web application for evaluating accessibility test
suites. It covers the whole management process from creating and handling user
and testing profiles, to storing the test results in a database. Usually user eval-
uation processes are monitored by an agent, who in a first step presents a task
and then gathers information about the process and the result by asking relevant
questions. Obviously, this makes testing fairly expensive. The evaluation frame-
work should ease user testing procedures in a way that evaluators can proceed
testings by themselves without any human support.
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3.1 Process Work-Flow

The evaluation task starts with a recruitment procedure. The recruit is guided
through a series of questions in order to gather information about his personal
constitution (disability, age range, internet experience) and technical equipment
(assisitive technology, browser, device used to access web content). The answers
of the recruitment procedure determine one testing profile. The evaluator should
be able to set-up additional profiles, if for some reason the equipment changes
or he uses more than one set of equipment to access web content.

The administrator can view the status and profile of the registered partici-
pants. All participants with adequate profile will be granted access to the evalu-
ation framework by activating their accounts. The users then are able to access
the log-in area of the web-application, but cant start testing unless the test
profile is admitted to a particular test suite.

The testing process starts by activating the corresponding link in the web ap-
plication. The mapping algorithm first looks up the database, selects profile infor-
mation for the actual user and tries to match it with the TCDL description files.
The matches are stored in a pooling table, in blocks of 20 test cases (called test
run). Testing can be repeated as long as there are matching test cases available.
The evaluators are expected to have at least moderate English skills. As all test
cases are in English, the log-in area of the web-application is also kept in English.

The framework guides the evaluator through all the allocated test cases. A
test case is finished when the user answers the question about the test case. The
answer is stored in the database.

After evaluating the test suite the data is extracted from the database for
later analysis.

3.2 System Architecture

Amfortas is built on top of the XML publishing framework Cocoon2. The core
of Cocoon’s object-oriented architecture is based on the Apache Avalon project.
The overall architectural view of Amfortas consists of three components: a Java
web server containing the application, a MySQL database and a resource con-
taining the test files and test description files. Usually, the files are provided via
a web interface, but any other providing mechanism, e.g. CVS, would also be
appropriate.

Due to Cocoon’s internal architecture, the evaluation framework is composed
out of 3rd party components, own components, Javascript files, XML files and
certain additional resources.

Database Layer: Instead of creating a custom persistency layer, we decided to
use Hibernate3. Hibernate not only provides a powerful and easy-to-use object-
relational bridge for Java applications, but also offers a rich query language to
retrieve objects from the database.
2 http://cocoon.apache.org/
3 http://www.hibernate.org
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The evaluation framework uses 41 tables to store persistent data. Persistent
data is data needed to build up the application view, data to accomplish the map-
ping procedure, data to conduct application management procedures and data
which composes the evaluation result. The database model is straightforward:
it is actually a normalized view on the users personal condition and technical
equipment. Amfortas stores the mapping-related data for assisitive technologies,
user agents, devices and disability in different tables, which in the end are consol-
idated in the table test profiles. One entity set in test profile determines
one test profile.

Presentation Layer: The initial version of the user evaluation framework
presents a very simple and intuitive user interface, as it is going to be accessed
by users with a huge variety of interaction requirements. For later extension of
functionality a clear separation of content and presentation is needed.

Amfortas’ content has been completely authored in XML reusable entity doc-
uments. This process actually involves three sitemap components. If there is no
need for aggregation, a Cocoon generator simply loads XML from the file sys-
tem or web resource and generates SAX events which are handled by consecutive
XSLT transformers and finally a serializer (i.e. HTML for Browsers). In most
cases, an Cocoon aggregator is required which offers additional functionality by
aggregating more than one XML files (i.e. Header, Content and Footer) inside a
root element.

Amfortas’ public access area is implemented in the languages English and
Dutch, as the potential evaluators are recruited in England and Belgium. Co-
coon offers the i18n-Transformer component to implement internationalization
features. Language-dependent text is stored in an XML file and referenced by
the application through a unique key.

CForms - Forms are important for interaction but at the same time raise a lot
of accessibility issues. This is mainly due to the need for direct and responsive
interaction, which is usually implemented with client-side technologies - in most
cases Javascript - which may cause serious accessibility barriers. These problems
have been already addressed by W3C, which proposes the next generation of
web forms named XForms. XForms seems ideal for Amfortas’ forms implemen-
tation, but it’s not applicable as most user agents have not yet implemented
this technology. A good alternative that merits goods from both current and fu-
ture world are Cocoon forms (CForms). CForms are XML forms that introduce
the separation of the model (form model) and instance (form template) of the
form that can be implemented separately. The so-called form widgets can be
developed and include their own server-side validation. In Amfortas, the form
instances are controlled with Cocoon flow. A further advantage of this approach
is the ability to move to XForms by simply applying XSL transformation.

Application Logic: While ’action components’ have been the dominant meth-
od to encapsulate application logic in Cocoon, this position has been taken
over by the Control Flow. A flow script is implemented in Javascript notation.
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A considerable part of application logic, like the recruitment process, the applica-
tion administration or the saving routine of the evaluation results is implemented
using flow scripts. Application logic which directly influences the view of web
application is implemented using the Cocoon JX-Transformer. Higher-level logic,
such as the mapping procedure, is implemented in Java classes.

Profile Mapping. Only test cases marked with status ’accepted for end user eval-
uation’ are pooled. Each user request for new test cases triggers the mapping
algorithm. Mapping involves comparing TCDL disabilities and experience ele-
ments (i.e. user agents, assistive technologies and devices) with the user’s test
profile stored in Amfortas’ database. The mapping algorithm first filters out the
test cases that are ’done’ and those that the user has already evaluated. For
a test case to be allocated, the following conditions needs to be satisfied. For
disabilities, if in TCDL there is a disability, the test profile needs to have at
least one of them. For user agents, assistive technologies and devices, the test
profile must have all the types that appear in TCDL file. If the TCDL specifies
a product as well, the profiles need to have at least one of the specified products
for each type. Further, if minimum level and product version are also specified
these need to be equal or less than the profile’s one. Finally, for better matching,
a complementary grading mechanism is involved that enables a better selection
after sorting by grade and getting the required number designated by the test
suite configuration.

Fig. 3. Amfortas test case evaluation



222 S. Herramhof et al.

Test Presentation. The test case evaluation is a cyclic process which can be
invoked as long as test cases can be allocated for the actual evaluator. The whole
test presentation is created within the Cocoon sitemap, by passing a number of
parameters from the Cocoon flow, for example, the URI of the actual test case
description file, the URI to the test file, and the scenario. The default sitemap
generator is used to fetch the test description file from the web resource and
page header, footer and navigation from the local file system. The standard
cocoon aggregator bundles these XML trees to a single XML tree which is handed
over to XSLT transformation and finally serialization. The result is an XHTML
page with user guidance information, a link to the test file and a question with
corresponding answer type (see Fig. 3.).

3.3 Application View

Fig. 3. shows the user interface for the evaluation process. The ’user guidance’
section (1) requests the evaluator to adjust special settings or behave in a certain
manner in order to complete the test. The question (2) is presented before the
link to the test file (3), to give a first idea what to mention when evaluating the
test file. Finally the answer section (4) presents one of the answer categories to
be replied. On submit, the answer with references to the accomplished test is
stored.
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Abstract. Laboratory navigability testing is a powerful technique to obtain a 
picture of the user’s mental representation of the navigation model of a web 
site. However, bringing volunteers to the laboratory to test our prototypes is 
quite expensive and even impossible for certain users with specific interaction 
needs. Since the tests are performed using equipments different from those em-
ployed by the real user, the impact that the computer performance has on navi-
gation is missed. In this paper we propose a remote testing approach, perform-
ing navigability testing in the user’s home, employing special silent data-
gathering software agents, which are able to measure the user accuracy when 
performing navigation tasks. 

1   Introduction 

Web navigation is as process where decisions must be made continually, regarding 
strategies for reaching the goal and determining whether the goal has been reached 
[1]. People need to determine what is in their environment and how to find their way 
around [2]. As navigation strategies are based on topological considerations of the 
knowledge structure [1], orientation involves the alignment of the user’s mental rep-
resentation of the navigation model with the designer’s mental representation.  

Since the user sometimes follow a plan and sometimes respond to the environment 
[2] it does not seem to exist a rule of thumb to achieve the goal of a perfect alignment 
between both mental representations. As a result, testers must expose their web prod-
ucts to real users performing periodic usability and navigability testing [3] before 
releasing the final product. 

Usability testing offers a powerful and accurate tool to get valuable information 
that helps designers to analyze the weak points of their site: difficulty of use, miscon-
ceptions in the use of the interface, misunderstanding in the classification of contents 
and much many others [4].  

However the data gathering process used by the classic usability testing approach 
has also an important number of drawbacks, making it inaccurate and expensive when 
using it at the navigability testing stage of this kind of projects. The main drawbacks 
are cited next:  
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• Expensive and Difficult Process. Navigability testing requires accuracy and 
permanent observation of each volunteer participating in the navigability tests. 
Observing times are long and it is required at least an observer per volunteer. 

• Destruction of Spontaneous Behaviour. Volunteers know that they are under 
observation. The presence of a video cameras required to record their behav-
iour perceptively modifies people’s attitude. This knowledge has a deep im-
pact on navigability, as volunteers tend to adapt their own internal navigational 
metaphors to the navigational model provided by the researchers conducting 
the experiment.  

• Difficulties identifying new Kinds of Users. The testers choose volunteers 
among people with the same cultural background of the intended target user. 
This might not be the case of the final user, as any web product will be used by 
a huge variety of different users.  

• Users with special interaction requirements usually do not participate in the 
process. Certain kind of users who need special interaction requirements (such 
as blind users or people with limited movement) usually do not participate in 
those testing due to the cost of the special hardware required. Although this 
equipment is usually available at the user’s home, the cost of installing the 
data gathering equipment in this environment is really high. 

• Navigational Environment is not considered. Navigability testing takes place 
behind the walls of a laboratory, using computers with different performance 
that those employed by the real users. Since several authors reported that navi-
gation is affected by the speed of the equipment [5, 6, 7, 8 y 9] a really impor-
tant part of the whole picture is missed in this kind of tests. 

2   Testing at Home: The Remote Testing Approach 

In order to avoid the problems commented, we have proposed the Remote Navigability 
Testing [10], replacing human observers by software data-gathering agents. The re-
placement of human observers by software agents is possible if we consider the simple 
nature of the information to be gathered (nodes and link used as landmarks, reaction 
times, accuracy, etc.). An automatic data gathering process means a cheaper testing 
process is cheaper, since the high costs derived from navigability testing are generally 
caused by hiring a laboratory and human resources for long times of observation. 

In the classic usability testing approach, the user visits the laboratory to test soft-
ware. In the remote testing approach, the software visits the user’s home in order to be 
tested. The prototypes are uploaded to a testing server to be used at home by any 
volunteer participating in the tests. Since the volunteers are real visitors of the target 
web site, this approach encourages the detection of new kind of users and allows the 
participation of users with special interaction requirements with no cost for the re-
searchers (the user is using his own equipment at home).  

Since the tests are performed in the user’s home, external factors such as stress or 
the sense of being under observation disappears, obtaining more accurate results. 
Users can use their own interaction equipment performing navigation tasks in a natu-
ral (spontaneous) way, being possible to obtain important data about how the special 
features of the computing environment might affect navigation for each user. 
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This technique facilitates experimentation, focusing testing in only one-task (navi-
gation) using special tools to support remote navigability testing. These tools must be 
able to capture information about the user navigation session, and send it to the testers 
for an offline analysis.  

3   ANTS (Automatic Navigability Testing System) 

The remote testing technique requires the use of tools to gather information silently. 
WAMMI [11] and WebCAT (Web Category Analysis Tool) [12] are evaluation tools 
based on questionnaires that the users fill out, providing a measure of how easy to use 
they think a web site is.  Although they are able to obtain important information about 
the user navigation model, they aren’t advisable to perform navigability testing as 
they are unable to record spontaneous navigational behaviour. Silent data-gathering 
tools (whose presence is unnoticed by the user) should be used instead. 

WebVIP (Web Variable Instrumented Program) [13] and EISUR (ErgoLight’s In-
teractive Site Usability Reports) [14] are good examples of this kind of tools. At de-
sign stage, WebVIP allows the selection of the types of user events to log. These 
choices are converted to JavaScript code, which is then inserted inside each page of 
the target web site. When the user interacts with the web documents, the selected 
events are captured and recorded in session-specific log files, which can be analysed 
offline. EISUR works slightly different, analysing web server logs in order to obtain 
metrics of the usability of the navigation models, as well as a site rating report.  

Since those tools obtain and classify the information included into the log archive 
of the web server, important information about the impact of the user computational 
environment is missing. Additionally, it is also impossible to obtain information about 
the user interaction requirements with this kind of tools. For instance, it is not possi-
ble to obtain the mouse motion accuracy of the user whether the user prefers a text-
based navigation or a mouse-based navigation. 

Due to the lack this kind of features in the state of the art of the data-gathering 
technology, we designed a new tool based on independent agents, which are able to 
obtain data about specific interaction requirements. This tool is called ANTS (Auto-
matic Navigability Testing System). 

3.1   ANTS Inside 

The design of ANTS is based on a client-server paradigm, using a design metaphor 
inspired in colonies of ants. The ants (agents) depart from their anthill (a server) look-
ing for food (the information) in every picnic available (navigation session). Once the 
ants get their food, they come back to the anthill carefully storing the information in 
one of the anthill’s data warehouses (the data base). 

As in real life, where there are different types of ants specialized in performing 
specific tasks (warriors, workers, etc.) Our system uses a large collection of different 
ants, which were specially designed for the purpose of gathering specific kind of data. 
For instance, our system uses text agents to determine user’s typing skills, motion 
agents to measure the user’s motion accuracy and so on.  
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In order to perform a remote usability test, the agents must be included in each web 
document under testing. Depending on the kind of data to be retrieved, more than one 
kind of ant should be included in each document. Whenever the researcher tests a small 
number of static web pages in a hired web server, the ants may be included manually, 
inserting small pieces of code in each page. However, in wider scenario, whenever the 
researcher uses his own web server to test a huge amount of static and/or dynamic web 
pages, the ants are automatically inserted by our ant-proxy tool. 

This tool works as a proxy between the web server containing the web project un-
der testing and the users. When the ant-proxy receives the user requests for a specific 
web page, it will redirect it to the real web server which will return the requested page 
to the ant-proxy. Prior to return it to the user, the ant-proxy inserts the required ants in 
the page automatically. 

This tool is fully configurable by the tester, using different Http ports for different 
tasks. For instance, it is possible to use a working ants-free version of the web project 
and its equivalent testing version (including ants) in the same machine and at the 
same time. For example, let suppose that a researcher assigns the port 4040 to the ant-
proxy in a site called www.myproject.com. In this case, the URL of the ants-free 
version of this site would be www.myproject.com (any request on port 8080 will 
be processed by the web server) while the testing version (including ants inside) 
would be www.myproject.com:4040. 

3.2   Data Retrieved with Ants 

Whenever a testing web page is retrieved by the user, the ant is downloaded from the 
anthill (the ANTS server) to his computing device. Once the ant has arrived to the user 
machine, it establishes a communication channel with the anthill, which is used to send 
the data collected. An ant-assistant object located in the server-side (see figure 1) main-
tains the communication channel alive during the interactive dialog’s cycle of life, col-
lecting the information sent by the ant, classifying it, and sending it to the warehouse 
object commissioned to store it in the proper user model. 

Any kind of ant is able to gather information about the exact amount of time em-
ployed by the user in each web document, including time of arrival, time of departure 
and his next destination. The agents only measure the time spent by the user when 
performing navigation task, so the time is not measured when the user stops naviga-
tion to perform any other kind of task. 

This information is used to create an abstract navigation model including series of 
nodes linked to each other, where every node represents a web document. The naviga-
tion model, is used to determine the landmarks, routes and mental models [1] em-
ployed by the volunteers when they navigate thorough the web document. Combining 
the information gathered from all the volunteers it is possible to obtain the hot and 
cold zones of the web site, that is, the most and less visited page clusters. This infor-
mation is also used to detected popular links and links that are never used. 

It is also possible to determine the user’s navigation speed comparing his naviga-
tion behavior with the average navigation speed in the site. This information is also 
employed to determine the user’s expertise degree [15]. 
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Fig. 1. ANTS navigation model 

Specialized agents increase the amount of gathered information or complement it 
for specific usability tests. When using standard ants we get valuable information 
about the navigation behavior of a huge amount of users but not for all. For instance, 
standard ants can get information about the links employed by the user when perform-
ing a mouse-based navigation but no information is retrieved when using a key-based 
navigation. 

Visually handicapped users and any other users with similar special interaction re-
quirements need to perform key-based navigation. In this case, the tab key is used to 
select the required link moving the focus from one link to the next one. In web docu-
ments designed according to the W3C's WAI Accessibility Level AAA [16], it is also 
possible to access to specific links using Access Keys (also known as keyboard short-
cut) represented by the accesskey HTML tag.  

Obtaining information about the key pressed by the users along their navigation 
session is crucial in this kind of tests, so the standard ants are complemented by text 
ants which are able to record any single key pressed by the user, storing this informa-
tion in the ant hill. This data is later used by the researchers in order to reproduce the 
navigation session for an offline analysis.  

Mouse-based and key-based navigation gathered information can be analyzed sepa-
rately in order to determine different navigation speeds, level of expertise and interac-
tion requirements in both approaches. 

ANTS also includes other agents specialized in gathering specific information to 
obtain a better view of the interaction requirements of the users. For instance, the 
motion-ant is able to obtain a mouse motion accuracy rating for each user of the pro-
ject. This information is quite valuable in order to design the visual appearance of the 
web. For instance, if the average users are elderly people or any other kind of users 
with low motion accuracy, the size of the target objects in mouse pointing tasks 
(links, buttons, etc.) should be increased accordingly in order to make this task easier. 
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In order to obtain this score, whenever the user moves the pointer in the screen the 
ant analyzes its trajectory according to Fitt’s Law [17 pp. 4]. This law predicts the time 
required for reaching a target when a finger or pointer is moved from a place to another. 

4   Conclusions 

Remote testing clearly increases the quality and productivity of the testing stage of a 
hypermedia development process. This approach eliminates irrelevant noise (external 
factors such as nervousness or confusion), captures additional information (influence 
of the environment on navigation), gets accurate and reliable information automati-
cally and makes testing cheaper a more efficient.  

When using automatic remote testing tools such ANTS, data flows freely from the 
origin to the server storage system, where it can be analysed off-line. As navigation 
takes place in the own user-computing environment, there is no need to assign expen-
sive laboratory resources for testing. Testers are free from the boring task of capturing 
data, so they can focus their efforts in analysing the results obtained and improving 
the quality of the navigation maps. As there is no need to assign human resources for 
conducting user observation, the whole process of usability testing is cheaper.  

The use of agents is much more powerful that a deep analysis of web server’s logs 
in most of the cases. For instance, the agents used by ANTS are able to detect text-
based navigation approaches usually performed by visually handicapped users and are 
also able to measure the mouse motion skills of the users.  

We want to remark however, that remote testing does not pretend to be a substitu-
tion of classic usability testing. Our intention is to optimise usability testing for cer-
tain special tasks. Remote testing is able to detect actions but it is unable to observe 
how those actions are performed. For example, with remote testing it is quite easy to 
get the number of clicks on a button during a navigation session, but it is impossible 
to know the difficulties that the user could have when he/she performed the click. 
That is a task where classic usability testing seems to be unbeatable. 
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Abstract. Functional web accessibility goes beyond complying with the techni-
cal requirements of Section 508 or W3C Web Content Accessibility Guidelines 
1.0. Current web accessibility policies and practices favor an “accessible repair” 
approach to web accessibility, which lead to resources that might meet the tech-
nical requirements of accessibility guidelines, but are still not functionally us-
able by people with disabilities. The University of Illinois at Ur-
bana/Champaign (UIUC) has developed a set of HTML best practices and 
accessibility management and visualization tools to improve the design and 
verification of the functional accessibility of web resources. The goal of these 
practices and tools is to support developers and administrators in creating and 
verifying the functional accessibility of their web resources. The practices en-
courage developers to use forward looking web design that improves the acces-
sibility of web resources to everyone, including people with disabilities, by 
making web resources more adaptable to a wider range of technologies and user 
preferences. 

1   Accessible Repair Model 

Universities, community colleges and other organizations are defining and setting 
web accessibility policies and practices. Current policies and practices are based on 
the minimal standards of Section 508 [1] with encouragement to implement the more 
extensive requirements of W3C Web Content Accessibility Guidelines [2]. Based on 
these practices developers usually first create web resources using the techniques and 
markup that they want, usually without any consideration for accessibility. Near the 
end of a development cycle, the developer uses an automated web accessibility check-
ing tool to tell them of known or potential accessibility problems.  

Most web accessibility checking tools are based on markup pattern matching to 
identify the markup used with the requirements of web accessibility requirements and 
include tools like Watchfire WebXact, Webaim Wave and other tools [3]. The reports 
can identify a few known accessibility problems like ALT text for images and LA-
BELs on form controls, but most of the items in the report require the user to make 
extensive manual checks for accessibility that require too much time and are often be-
yond the capabilities of most web developers.  
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The current practice therefore usually improves the use of ALT text of images, 
but does little to improve the navigation structure or ability of users to restyle con-
tent for their own needs. For example if a developer does not use header (H1-H6) 
markup none of these tools will complain, even though headers are critical for pro-
viding a navigation structure. Current tools also are not designed to support admin-
istrators in understanding the state of functional accessibility of the web resources 
they manage, so verification of accessibility was difficult or impossible for them to 
assess.  

2   Functional Accessibility 

The goal of accessibility at UIUC is to make web resources more functionally acces-
sible to people with disabilities. One of the key components to obtain this goal is the 
need for tools that would estimate compliance with the manual checks required in 
other accessibility analysis tools and in general provide authors with more informa-
tion to help them evaluate the accessibility of their web resources.  UIUC has devel-
oped a set of HTML Best Practices [4], the Functional Accessibility Evaluator (FAE) 
and the Web Accessibility Visualization Tool [5] to support developers in using ac-
cessible markup, estimating the use of best practices, and help developers visualize 
the accessibility of their resources. The tools use the following functional accessibility 
requirements defined in five major topics: 

1. Navigation and Orientation: The use of html structural markup like headers (H1-
H6), form control labels and other HTML structures for identifying the topics and 
relationships between topics in web resources. . 

2. Text Equivalents: Images, video, audio and other multi-media object in web re-
sources need text descriptions for people who cannot use the objects. 

3. Scripting: Javascripting, embedded objects and other technologies that generate 
dynamic or interactive content. 

4. Styling: The use of markup and styling techniques that support users restyling con-
tent for their own needs and content adapting to the capabilities of the browser ren-
dering the resource.  

5. Standards: The use of web standards insures that web resources can be rendered by 
the widest range of web technologies, which supports the basic principle of inter-
operability that is the heart of web technologies. 

HTML Best Practices. The CITES/DRES HTML Best Practices [4] translate the re-
quirements of Section 508 and W3C Web Content Accessibility Guidelines into 
markup requirements for implementing common web page features. Each best prac-
tice includes: 

1. Explanation on the accessibility issues 
2. HTML markup associated with the best practice 
3. Relevant Section 508 and WCAG requirements 
4. Examples of the best practices 
5. Other resources 
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For example the best practices related to navigation include: 

• Uniquely titling each web resource 
• Indicating major/minor topics 
• Accessible menus 
• Accessible dynamic Menus 
• Labeling and grouping form controls 
• Indicate default and changes in languages 
• Creating accessible links 
• Using list markup 
• Simple and complex data table markup 
• Issues in using accesskeys 
• Frames 

Functional Accessibility Evaluator (FAE). One of the major problems after an or-
ganization defines a web accessibility policy and practices is estimating the imple-
mentation of the policy. The Functional Accessibility Evaluator (FAE) provides a 
means to estimate the functional accessibility of web resources by analyzing web 
pages and estimating their use of the best practices. The tool does not determine if a 
resource or a collection of resources is accessible or not, but provide statistics on the 
use of accessible markup. 

Some examples of a test for accessibility: 

1. Unique Titles: HTML Best Practices require the TITLE element and an H1 should 
be used to uniquely identify web resources. The FAE tool reports the percentage of 
pages in a web site that have unique TITLE elements and a matching H1 element 
on a page. 

2. Headers: The use of headers is mostly ignored by other scripting tools. FAE pro-
vides information on the use of headers (H1-H6) by providing counts on the num-
ber of headers used on a page and percentage of content that is contained in head-
ers. This allows web developers to see how much of there content is contained in 
headers and the distribution of header types in a web resource. 

There are rules for testing each of the functional accessibility features of navigation, 
text descriptions, styling, scripting and the use of standards. The test results are linked 
to both the HTML Best Practices document and the Web Accessibility Visualization 
Tool for web developers to find out more information about the results. The HTML 
Best Practices provide information on the accessibility and markup issues with the 
functional accessibility requirement and the Web Accessibility Visualization Tool 
provides a means developers to graphically view the accessibility issues. 

Web Accessibility Visualization Tool. The Web Accessibility Visualization Tool 
provides a means to create graphical views of functional web accessibility issues 
based on the HTML Best Practices. For example, with headers, the visualization tool 
shows a rendering of the web page with all non-header text grayed out so the header 
information is highlighted on the page. This allows a developer to see if all the major 
topic areas of a web resource have a header. 

Another example is looking at overall document structure. If there are no headers, 
lists, or other structural content on a web page, then the visualization of the web page 
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puts all the text of the web page into one paragraph. The developer is then asked how 
easy is it for them to use the web resource when all the content is in one paragraph. 

The visualization tool helps to take developer beyond the current lists of accessibil-
ity checks of current web accessibility analysis tools and provides them with a means 
to visualize the accessibility problems.   

Accessible Web Publishing Wizard for Microsoft® Office. Professional web de-
velopers can learn how to create accessible markup, but the most important web con-
tent in education is created by instructors. Most instructors have little understanding 
or interest in learning about the details of HTML, let alone the additional details asso-
ciated with web accessibility. Therefore the tool that they use will have a tremendous 
impact on the accessibility of their web resources. The Accessible Web Publishing 
Wizard for Microsoft® Office provides them to use their most familiar authoring tool, 
Microsoft® Office, to create highly accessible web versions of the resources.  

3   Conclusion 

For functional accessibility to be achieved, web developers, instructors, students and 
all users need to embrace the benefits of accessible design principles. People need to 
value the additional options and control they have over the rendering and navigation 
of web content. As long as web developers view the needs of people with disabilities 
as something that does not benefit them or their users, the functional accessibility of 
web resources will remain marginal. Only when all users expect and appreciate the 
features of accessible design will there be a break through in making web resources 
more accessible to people with disabilities. 
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Abstract. This paper outlines the architecture of a system designed to 
demonstrate large scale web accessibility assessment developed in a European 
research project. The system consists of a set of integrated software components 
designed to automatically evaluate accessibility metrics for a large number of1 
websites and present results in a common report. The system architecture is 
designed to be maintainable, scalable, and extensible in order to facilitate 
further development of the tool. To meet these design criteria within a limited 
set of resources, an Open Source approach is adopted both for selecting, 
designing and developing the software.  

Keywords: Software architecture, Web accessibility evaluation, free/open 
source software. 

1   Introduction 

Access for all to the Information Society is a declared key-goal for the European 
Union. With the wide-spread adoption of the Internet – in particular for access to 
government information and services, it is essential to secure access for all citizens. 
However, there are still digital barriers that make access to information difficult, 
especially for people with disabilities. Large scale web accessibility benchmarking 
can help to locate potential barriers and fuel the development towards Internet 
accessibility for all.  

The EIAO (European Internet Accessibility Observatory) [1] project will establish 
the technical foundations of an Internet observatory for large-scale assessment of the 
accessibility of European websites.  

The general specification of the demonstrator is defined in the Unified Web 
Evaluation Methodology, UWEM0.5 [2] which is based on WCAG1.0 [3]. To build a 
demonstrator implementation of UWEM0.5 we need to integrate different web 
assessment tools and aggregate the results into one coherent report. Experts often use 

                                                           
1 The project is co-funded by the European Commission DG Information Society and Media, 

under the contract IST-004526. 
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several automatic tools to support their work of evaluating web accessibility. The 
results are then manually compiled into one report. 

In this paper we outline some related work on web assessment components and 
architecture and elaborate on the chosen software components and interfaces in a 
proposed architecture. Finally, we discuss potential extended uses of the proposed 
architecture. 

2   Related Work on Tools and Integrating Architecture 

Most existing web evaluation tools are built to be self-contained and do not encourage 
integration with other tools. However, such automated tools often give a better 
coverage of accessibility aspects when used in combination. In [4] an architecture is 
proposed for integrating test tools to be used by practitioners who carry out web 
accessibility testing.  

This problem has a range of common issues with the approach pursued in the 
EIAO project. Those issues include the difficulty to combine the reports from 
different tools both in terms of format and aggregating results, and the need to run 
tools individually and sequentially. 

The proposed architecture in [4] outlines a common infrastructure that will allow 
tools to be installed, selected and customized. Those tools would share a common 
crawler and parser. Furthermore, seven tools are analysed in more depth for WCAG 
[3] coverage. 

To classify the tools a taxonomy of capabilities is proposed. For results, a 
canonical format is referred to. EARL [5] will be addressed for this purpose as soon 
as EARL is fully defined by W3C. 

In contrast with the architecture in [4], we base the tool interface on EARL and 
replace the indicated user interface with an import interface into the Observatory for 
further processing. We also need to make sure the integrated evaluation tools are at 
least partially conforming to UWEM [2]. 

Some early versions of our work on an architecture was first presented in [6] and 
later in more elaborated form dividing into components in [7]. An early presentation 
of measurements results is available in [8]. 

3   Outline of the EIAO Software Architecture 

The architecture is based on a set of requirements derived from the original project 
proposal, a user requirement analysis and on the defined project Open Source policy 
as indicated in the next section. 

3.1   EIAO and the Open Source Policy 

The project management has decided to use the philosophy of OSS in the project. The 
policy is inspired by [9], by Bruce Perens. The following are the primary reasons for 
adopting this open approach: 
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A. Free access to source code, covering 

• Availability: The software should be available free of charge so that others 
could use it without hindrances for research and improvement. 

• Extensibility: The software created by the project should be open so as to 
allow extensibility by the use of plug-ins, adapters or other extension 
mechanisms. 

• Transparency: The transparency of software used for measurements is 
essential to allow third party verification of the implementation. Also the 
software development process should be open and well documented to provide 
others a chance to verify the development methodology and tools.  

• Participation: By defining a policy to use and develop OSS software, the 
project opens itself to participation from international developers and groups, 
who develop open/free software. This has helped the project to attract wider 
developer participation. 

B. Free access to assessment results, covering 

• Dissemination: Providing free access to the measurement data created by the 
project will help the project to reach out to a wider audience who can benefit 
from the results of the research. 

• Verifiability: The results should be available to allow third party replication of 
measurements and verifying the metrics.  

The above two aspects are crucial for validity of any measurement program. 

C. Licensing. The project aims to provide all software developed by it under the 
GNU [10] General Public License (GPL). The publications of the project will be 
provided under the Creative Commons Attribution ShareAlike license. For a plug-in 
interface part of the software, the LGPL license or GPL with an exception is 
considered; which will allow the use of plug-ins released under proprietary licenses. 
The chosen licensing scheme has proved to simplify the collaboration within the 
project allowing the participants to focus on the research rather than on IPR 
discussions. 

D. Open technologies. In addition to Python [11] for software development and Plone 
[12] for the project website the project uses a number of other OSS components. Those 
include PostgreSQL, Subversion, Apache, Trac, 3store, HarvestMan, RELAX-NG/ 
Schematron/EARL and Openoffice.org.  

EIAO reuses OSS components to reduce development lead time. The OSS 
development style allows the changes made to the components to be contributed back 
to the original projects.  

The architecture is based on this policy and designed to meet the functional 
requirements. 

3.2   Outline of the Architecture 

The architecture is designed to facilitate the integration of existing and new 
accessibility evaluation tools into the observatory framework. The main components 
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are shown below in Figure 1. A cron job will start the controller at regular intervals 
(monthly). The controller will then load the plugin configuration from the RDF 
repository, and start binding local and remote WAM components to the 
Scheduler/Dispatcher, based on the evaluation to be performed on the defined list of 
URLs in the URL directory. 

The Web 

Download /Cache

GUI

Data 
Warehouse

Local
Repository

Cache

WAM

Web Service

RDF / 
EARL

HTTP

 

Fig. 1. The architecture of the Observatory planned for the first release 

For the implementation of the architecture we will use the HarvestMan crawler 
[13], Relaxed [14] and Imergo [15] as basis for WAM plugins. In addition, we use 
3Store on MySQL [16] as RDF repository, and PostgreSQL [17] as the basis for the 
Data Warehouse.  

Information flow in the observatory. The information flow is structured as follows: 

• The crawler downloads web page samples ta the http-cache repository.  
• The downloaded web pages get their accessibility measured by internal/external 

WAMs.  
• Subsequently, the sampling algorithm will choose the next sample to download. 

In release 1, this will be a uniform scheduling algorithm, but the scheduler will 
be candidate for a more advanced resource allocation algorithm in further 
releases.  

• The results from the WAMs will be processed in a parallel queue-thread and later 
stored in the local RDF repository. At the same time the crawler will start 
downloading a new page / sample site.  

Writing to the RDF repository and downloading from the Web are potential 
bottlenecks in the system. An advantage of having the information flow of the 



238 M. Holmesland Snaprud et al. 

Observatory as described above, is that the two bottlenecks of the system can run in 
parallel to improve the overall performance of the Observatory.  

3.3   The Main Software Components Used in the First Implementation 

Crawler. The key component in this architecture is the crawler, which is based on the 
Open Source web crawler HarvestMan [13]. HarvestMan was chosen because it is a 
good and mature web crawler that was easy to adapt to the system. Moreover, the 
HarvestMan developers were interested in actively supporting the EIAO project. 
HarvestMan has already been adapted to crawl according to EIAOs URL directory by 
the developer. HarvestMan has been further modified and integrated into the system 
to perform accessibility assessments on each downloaded web site and to store key 
use scenarios [2]. These scenarios are estimated by using the near uniform random 
sampling algorithm [18]. The web content is stored in a 3Store for further processing 
by web accessibility test modules.  

Datawarehouse. A data warehouse is used in the architecture to support storage of 
large amounts of data and support flexible analysis from an on-line user interface. We 
also expect the hierarchical design of the databased schema in a data warehouse to 
facilitate analysis of the data. 

PostgreSQL was chosen since it is the only Open Source DBMS with extensibility, 
table partitioning and bit-mapped indexes. Materialized view support is being built by 
the bizgres project. PostgreSQL performs very well for complex queries on large 
databases. The only other Open Source alternative is MySQL, which does not have 
these features.  

Local repository. This component is responsible for storing the downloaded web 
pages, the URLs to crawl and also the results of the evaluation. The RDF repository 
will use the 3store RDF triplestore, and we will develop an EIAO RDF schema that 
can be used as an overall container for timestamped test runs containing EARL 
metadata, the URL directory, HTTP header information and other metadata 
extracted from the documents. Also data that does not fit nicely into EARL, like 
unique descriptions of the HTML deviations from Validate will be stored in the 
EIAO RDF schema. A formal representation of the EIAO RDF result repository 
also elaborated. The observatory in version 1 uses only one RDF repository, in 
order to make extraction of data as simple as possible for the data warehouse  
ETL tool.  

The choice of a triplestore for the RDF repository was influenced by the co-
operation with W3C on developing the EARL report language, since a large-scale 
EARL/RDF repository, able to collect data from different vendors, will be the first 
large-scale EARL consumer application. This may also be a driving force for vendors 
to use EARL. 

Web Accessibility Metrics (WAMs). A Web Accessibility Metric (WAM) is a 
formal rule specifying how to make a statement about accessibility barriers of a given 
Web resource. 

The description of a WAM consists of one or more procedures for how to measure 
characteristics of a Web resource and one or more procedures using the results of the 
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measured characteristics to produce probability values for the violation of 
accessibility requirements derived from WCAG 1.0 / UWEM0.5. 

In addition, the WAM will have one aggregation scheme (according to UWEM) 
that defines how to aggregate the probability values to produce a statement about an 
aspect of accessibility barriers of the Web resource. The current implementation gives 
two aggregated scores indicating the barrier probability and the change in barrier 
probability since the most recent measurement. 

A set of Web Accessibility Metrics (WAMs) has been specified based on the tests 
described in UWEM0.5, checking for deviations from web standards (WCAG 
guidelines [3]) based on WCAG 1.0 checkpoints, with a view to conversion to 
WCAG 2.0 if possible. The first set of WAMs will be based on Relaxed/Schematron 
[14]. The first WAMs will address simpler forms of rules that can be expressed as 
Schematron rules. More complex rules may be implemented in some other language 
in a later release. 

Cache. The Observatory must implement a web page repository to store versions of 
documents downloaded during the test runs and associated versioned tests and other 
metadata in raw form. It is important to store data unmodified to verify correct 
operation of the Observatory and as evidence for the data being tested.  

Another important feature that should be considered is, facilities to avoid storing 
duplicates of the mirrored web documents. If the individual documents can be 
verified, by using digital signatures or hashing, we could save disk space by storing 
only a single version of each document downloaded. This is an important 
consideration, since storing 12 separate copies of test runs with all the (X)HTML data 
will exceed the current storage capacity of the Observatory. 

To facilitate the checking of documents via WAM components or external tools, it 
is important that the web cache can be accessed via a transparent proxy, since most 
existing accessibility assessment tools will load missing web resources autonomously 
using the HTTP protocol. This will also apply to some of our own design bases, like 
the Relaxed validator.  

4   Future Development of the Architecture 

We have proposed a design suitable for integrating already existing software 
components to reduce the development and maintenance effort. We expect the 
architectures to evolve as the project matures, which should help to improve the 
performance. Interesting still unresolved issues include how to deal with the 
integration of potentially conflicting results from different tools or how to strike a 
balance between accuracy storage demands and sampling.  

To make sure that the measurements are actually measuring barriers in a 
meaningful way, we have planned an improvement cycle involving systematic user 
testing. The test will be carried out with different disability groups on a set of web 
sites also assessed automatically. We plan to experiment with pattern recognition 
techniques and learning automata to identify the relations among user experience and 
automatically assessed web content. We also plan to improve the WAMs by extensive 
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user feedback, to keep them updated with evolving Web technology. A more 
elaborate description of this approach is given in [19]. 

5   Conclusion 

The proposed architecture builds on the results from a number of Open Source 
projects to establish a demonstrator for an Internet Accessibility Observatory.  

Much effort was initially spent on defining the requirements and on code analysis 
to select the most suitable code bases. For the first implementation of the architecture 
we use the HarvestMan crawler [13], Relaxed [14] and Imergo [15] as basis for WAM 
plugins. In addition, we use 3Store on MySQL [16] as RDF repository, and 
PostgreSQL [17] as the basis for the Data Warehouse.  

The results from the prototype implementation indicate that adapting and 
integrating existing tools rather than building a system from scratch has been very 
suitable for the task. This choice has also, implemented by the highly talented 
development team, resulted in an extensible architecture for large scale web 
accessibility evaluation. 

We think that a similar architectural approach can be useful also in related research 
projects and plan to explore this potential further in future research.  
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Abstract. This session has been design as to discuss several and various aspects 
involved in the design of quality and to examine how e-accessibility may 
impact this general process.  

1   Introduction 

Making the ever-growing multitude of Web sites (both public and private) accessible 
within the next few years will be a major endeavour across Europe and throughout the 
world. This implies a considerable effort in R&D and Industry for providing a variety 
of technical e-accessibility solutions involving access and assitive technology tools as 
well as methodologies for the creation and implementation of accessible content and 
evaluation, all in concert with legislation and standards. 

There is now a matter of evidence that e-accessibility shall be taken into account 
early in the design and implementation process starting with technical specification, 
and the choice of the appropriate development tools.  Moreover e-accessibility should 
be incorporated into standards, referenced in legislations, and systematically 
addressed in public procurement. The professional developers should have been 
taught the Design for All principles and have had a practical experience of them. This 
would affect the final approval of goods  and services by purchasers, on the basis of 
conformity certification. 

In other terms, e-accessibility should simply be considered as an element in Web 
Quality Management, and become a part of the decisional and technological process.  

This would certainly represent a cultural change, but would dramatically vitalise 
the industrial process which would have to produce better customisable solutions and 
fully interoperable products. 

The ambition of this session is not to cover all the aspects involved in this idea, but 
at least to foster an in-depth reflection on some of them.  

The session is organized on behalf of the European Specific Support Action 
Support-EAM1. 

                                                           
1  Support-EAM is an IST funded project (FP6-2003-IST-2-Support Action 004754): Support 

the Creation of an eAccessibility Mark (www.support-eam.org ). 
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2   Overview of the Session 

User-centered design is widely recognised as a key for success in the development of 
human-computer interfaces. Nevertheless taking into account the needs and 
preferences of people with disabilities raises specific questions that standard 
methodologies and guidelines may ignore, making necessary to widen preliminary 
studies with  users, involving users with disabilities at an early stage of the design. 
This question is discussed by M.L. Guenaga, J. Oliver and A. Barbier in their paper 
“Accessible Interfaces to Empower the User” in which they report on two studies 
conducted with blind uses for better understanding some possible interaction barriers 
and proposing a path towards necessary improvements. The study was conducted on 
the basis of a Web questionnaire an prototype testing, bringing concrete suggestions. 

Accessibility guidelines  provide general and useful directions to the designers. 
Nevertheless, M. Schrepp and P. Fischer underline that these guidelines may lack the 
necessary guidance and details for practical design. For instance, the W3C/WAI 
WCAG1.0  say that “ product functions shall be executable from a keyboard”. The 
authors underline that it is not sufficient and that, in addition, a user must be able to 
navigate a page using the keyboard with acceptable performance. In their paper “A 
GOMS Model for Keyboard Navigation in Web Pages and Web Applications” they 
discuss how these models can be used to compare different ways to operate a web 
page or web application and improve the efficiency of users with disabilities. 

Certification has a potential for fostering e-accessibility. In the paper “Towards 
Web Accessibility Certification: The findings of the Support- EAM project”, D. 
Burger presents the divergent opinions of different groups of stakeholders concerning 
Web accessibility conformity certification. These opinons were expressed formally in 
a CEN Workshop Agreemeent (CWA) identifying three possible schemes for Web 
accessibility certification, in Europe. These schemes are 1) inspection according to the 
ISO/IEC 17020, 2) certification according to the EN 45011, and 3) Supplier’s 
Declaration of Conformity according to the ISO/IEC 17050. Nevertheless, most 
stakeholders recognise the need for global standards and a harmonised 
implementation of the W3C/WAI Web Content Accessibility Guidelines.  This might 
be the  mission of an Institute that  would produce a normative document on Web 
accessibility conformity assessment and create a Web accessibility Quality Mark. 

In the paper “Web Accessibility Conformity Assessment - Implementation 
Alternatives for a Quality Mark in Austria”, M.L. Leitner,  K. Miesenberger, D. 
Ortner and C Strauss examine how the recommendations made by the CEN 
Workshop on Web Accessibility certification can be practically implemented at 
national level, taking the example of Austria. The authors draw four basic senarios 
based on the CEN Workshop Agreement. They   evaluate them against six criteria, 
namely complexity, cost, dependence, flexibility, impartiality, and time. They also 
consider the legal framework in Austria, in order to propose a method for analysing 
the advantages and drawbacks of various implementation alternatives and to make the 
appropriate decsisions for their implementation. 

F. Aslaksen, F. Fardal and M. Snaprud, analyse the “The role of benchmarking in 
concerted actions to increase accessibility”. A experiment was made in Normay in 
2001 for measuring the conformity of websites to requirments and making  the results 
public, and thereby “reward” websites of good quality. This was reconducetd year 
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after year and a quality mark was created for supporting such policy. The authors 
demonstrate the qualitative impact of such a policy on e-accessibility. They propose 
to extend it at European level by means of a European Internet Accessibility 
Observatory. This is the objective of an European funded project (EIAO) whose aim 
is to develop a prototype technical machinery for large-scale Web accessibility 
conformity assesment and publication. 

The European Community and several Member states have recognised that Design 
for All should be part of any design curriculum, as a key factor in building a better 
inclusive society. This requirement is more and more considered in architecture 
curricula for the building of spaces that meet the needs of all people, young and old, 
abled and disabled. This should also affect engineering courses. K. Miesenberger and 
D. Ortner report the successful experience of B.F.W.D. - Accessible Web Design 
(Barrierefreies Web Design) in Austria as a way of “Raising the Expertise of Web 
Designers through Training”. This course was  developped by Institute Integriert 
Studieren at the University of Linz, designed for post graduate students and 
practitioners working in the field of web design. It is worth noting  that the course is 
e-learning based and designed to be accessible to students and teachers with 
disabilities, as well. 

3   Conclusion 

This sessions shows that Web accessibility could irrigate technological, industrial and 
educational policies  for producing innovating and high quality solutions. If this ideal 
were realised the additional  cost of Web accessibility – and e-accesibility in general – 
would be absorbed in the overall cost of global quality. But the added-value of 
accessibility would certainly be beneficial to all.  
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Abstract. This paper presents the results of a European Specific Support Action 
whose objective was to explore the possibility to certify the accessibility of 
Internet services and the possible implications for a eAccessibility Quality 
Mark. The project initiated and conducted a CEN workshop which produced a 
CEN Workshop Agreemeent (CWA) identifying three possible schemes for 
Web accessibility certification, namely inspection according to the ISO/IEC 
17020, certification according to the EN 45011 and Supplier’s Declaration of 
Conformity according to the ISO/IEC 17050. The CEN workshop also 
recommended the creation of an Institute whose objective would be to 
harmonise the interpretation and implementation of the W3C/WAI Web 
Content Accessibility Guidelines (WCAG) in Europe.  The Institute would 
create, promote and maintain a Quality Mark. 

Keywords: eAccessibility, Web accessibility, Conformity, Certification, 
Supplier’s declaration, Quality Mark. 

1   Introduction 

Since 2001, e-Inclusion has become a key objective of the overall European Social 
Inclusion Strategy. The European Community has established objectives towards e-
accessibility within the i2010 – “A European Information Society for growth and 
employment" [1]. Concerning Web Accessibility particularly, guidelines have been 
formulated by the W3C Consortium which are recognised worldwide, the Web 
Content Accessibility Guidelines (WCAG) [2]. In reality, several studies have 
evidenced that the WCAG are quite poorly implemented, like the one published by 
the UK Cabinet Office in November 2005 [3]. 

Certification is one of the instruments that are considered as having a potential for 
improving the current situation, and supporting the legislations that mandates 
accessibility [4]. 

In several countries this assumption is supported by the experience of non 
governmental organisations which have created conformity labels based on the 
WCAG guidelines. Among other, one can mention AccessiWeb, Blindsurfer, 
Drempelvrij, See it Right-Useability, Sello de Accessibilidad [5,6,7,8,9]. These labels 
are based on private agreements between service suppliers wishing to demonstrate the 
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quality of their products and reinforce their public image, and organisations being 
accountable of technical verification for which the suppliers have not the expertise. 
These initiatives have improved the clarity and the transparency in the attribution of 
accessibility labels and have contributed to make accessibility recognised as a 
necessary component in the development process. 

Nevertheless, the success of these labels raises the question of a real control of 
their quality and their harmonisation. If this question were not solved, any policy for a 
large-scale implementation of the W3C WCAG would be difficult, due to their 
fragmented interpretation. In this context, the Council of Europe stated in 2003, that a 
Quality Mark for eAccessibility should be set up, and the European Commission 
recommended certification as an instrument for fostering eAccessibility, in the 
Communication released on 13 September 2005 [10,4]. A mandate to European 
standardisation bodies concerning eAccessibility was released in December 2005 by 
the European Commission [11].  

A specific Support Action was set up in order to explore the possibility to certify 
the accessibility of Internet services in Europe. This action is called Support-
EAM[12]. It was conducted by organisations from 7 countries1, and coordinated by 
the association BrailleNet, France, from October 2004 to July 2006. The two main 
objectives of Support-EAM were: 

• To develop a harmonised methodology used for assessing Web Accessibility 
(single-site or large-scale).  

• To recommend requirements for a Web Accessibility certification scheme.  

2   What Is Certification? 

Service certification is a standard procedure for garanteeing that a service is in 
conformance with requirements specified in a norm or a normative document, on an 
objective basis. Service certification is a voluntary action undertaken by providers 
that outsource the necessary operations to a third-party organisations, called 
certification body, in order to bring garantees to customers and users. The certifying 
organisation uses inspections, that they carry out themselves of with help of external 
organisations. The guaranty covers a certain duration. This guaranty is often 
associated with a Certification Mark in order to make it more visible.  

Service certification and the related procedures are defined in standards such as 
ISO/IEC Guide 28:2004, ISO/IEC Guide 65, ISO/IEC 17020:1998. The certification 
body shall be competent, respect impartiality and transparency. It is accountable for 
what it certifies. It shall also insure that normative documents are valid and accepted 
by stakeholders.  If needed it shall organise their update with the parties concerned. 

In many domains, service certification has proven to be an efficient instrument 
helping companies to build up confidence with their customers and improving their 
competitiveness. 

                                                           
1  The partners are Association BrailleNet (France), Fundosa Teleservicios (Spain), Bartimeus 

Accessibility Foundation (Netherlands), Dublin City University (Ireland), Universität Linz 
(Austria), Katholieke Universiteit Leuven Research & Development (Belgium), 
AccessInMind Ltd (United Kingdom).  
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3   Supplier's Declaration of Conformity 

In order to alleviate control procedures and reduce the costs another conformance 
certification system has been set up by companies, based on Supplier's Declaration of 
Conformity (SdoC). Suppliers may decide to adopt this scheme if they are convinced 
that their image and expertise are good enough to allow them to save the cost of third 
party-certification. They remain accountable for their declarations. SdoC shall be 
complemented by market surveillance and respect the ISO/CEI 17050. This approach 
has been successfully applied in several sectors like telecoms or electrical goods. 

4   A Demand for Web Accessibility Certification 

The Support EAM has conducted two on-line digital surveys where a wide spectrum 
of stakeholders expressed a need for a certification scheme [12].  

4.1   Stakeholders’ Needs for a Quality Mark 

A first survey was conducted in February-March, 2005, whose objective was to 
collect opinions about a European Quality Mark. About 450 answers from more than 
20 countries were received. They represent a great variety of stakeholders with a 
strong representation of public organisations and Web designers. The results 
definitely highlight the needs for clearer communication on Web accessibility and the 
set up of a methodology and a verification process to put into concrete the WCAG: 

• 80% of respondents pay attention to Web accessibility of their sites but only 35% 
have checked it: most people know of Web accessibility but have no clear ideas of 
what to do.  

• 75% of respondents want methodology and criteria. 
• 80% of respondents think that to get a Quality Mark for their Web site is necessary 

before acceptance from their site builder: the Quality Mark is seen as a security and 
quality issue.  

• Stakeholders also consider that a Quality Mark for Web Accessibility would 
improve the image of the owner of the website (81%) and trust the accessibility of 
the Web site (84%). They think that an accessible Web site reaches a larger 
audience and therefore increase the Return On Investment (70%).  

• 72% of the respondents have a budget for accessibility. Furthermore, 34% of them 
are willing to pay for an ongoing evaluation of their website. Among them, around 
50% were even proposed an estimated annual budget for that whose average is 
2200 €/year.  

4.2   Stakeholders’ Needs for a European Authority  

A second on-line digital survey was conducted in February-March, 2006, whose 
objective was to collect opinions about a European Authority for certification. The 
241 respondents who answered the questionnaire originated from more than 13 
different European countries. 
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A striking result of the survey is that third party certification is regarded as a more 
trustful certification method than Supplier Declaration of Conformance. A majority of 
respondents is in favor of 3rd party certification, half of them accepting to pay for this. 
For most respondents avoiding fragmentation of interpretation of web accessibility 
guidelines and harmonisation should be the key activitiy the authority (Table 1). 

Table 1. Answers to the question: In your opinion, what is the most important activity of the 
European Authority concerning the operation of the certification scheme? 

 Total Perc. 
Avoiding the fragmentation of the interpretation of European and W3C 
and other international guidelines for web accessibility 164 68% 

The harmonization of quality marks 134 56% 

Drafting a normative document setting criteria to web accessibility 129 54% 

Registration of website which have been attributed the quality mark 121 50% 

Development of a European quality mark 109 45% 

Contracting parties issuing this quality mark 49 20% 

Effectuating market surveillance 33 14% 

Total 739  

The international role of the authority is considered most important, while testing 
should be made by a local authority.  

The vast majority of respondents share the opinion that as a European Authority 
the best way to support an adequate quality mark is to encourage the use of objective 
criteria and good practices concerning web accessibility.  

These results confirm those of the on-line consultation from the Europa 
Commission open to all interested organisations and individuals to participate, in 
January-February 2005. 

5   Can On-Line Services Be Certified? 

Several answers can be made to the objection that Web sites are changing 
permanently making any evaluation obsolete immediately after it is completed: 

Firstly, this problem is not specific to on-line services, but rather common for 
many services, like services welcoming the public, elevators, touristic sites, for 
instance. Nevertheless, it is accepted that certification can guarantee their quality; 

Secondly, on-line services may be quite stable, like some administrative services, 
for instance; 

Finally, there are solutions to the problem of changeability of Internet services: the 
frequence of controls shall be adjusted according to the stability of the code; controls 
can be preformed remotely and randomly, using automatic surveillance tools; the 
services are continuously exposed to public so that complaints can be collected in 
real-time. Such features make possible on-going surveillance and corrections.  Several 
experiences of accessibility labeling scheme have taken profit of them, imposing to 
Web site suppliers to address accessibility issues in a limited period of time.  
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6   Requirements for Normative Document 

Normative documents shall provide precise criterias and methods making possible to 
verify them on an objective basis. They allow for the catacterisation of the services to 
be controlled. They can refer to a technical norm, or to widely accepted 
recommendations. In addition to technical specifications, normative documents 
specify how to inform customers and users about the conformity assesments and the 
guaranties that are given, and - possibly - commitments concerning the service and 
reparations made in case of non-conformity. 

Concerning Web accessibility, no international norm exists. But the WCAG are 
officially reognised by European countries. Thus, a normative document for Web 
accessibility certification should be based on these recommendations.   

National organisations have undertaken the adaptation of these recommendations 
into national reference documents, norms, or technical rules for implementing the 
laws. One can mention, for instance: 

• Spain: Norm developed by AENOR : "Requisitos de Accesibilidad para 
Contenidos en la Web", UNE 139803:2004; 

• France: AccessiWeb, developed by BrailleNet, submitted to public comments in 
2003 and incorportated in the interoperability reference documents of the 
administration in 2004; 

• Italy: Decree  of 8 July 2005 “Requisiti tecnici e i diversi livelli per l'accessibilità 
agli strumenti informatici”, (technical rules) published in the Official Journal n. 
183 8 August  2005; 

• Pays-Bas: Normative Document Drempelvrij prepared by a normative commission; 
• Royaume-Uni: “PAS 78: Guide to Good Practice in commissioning Accessible 

Websites”, developed by BSI British Standards.  

Nevertheless, nor the WCAG, nor the national adaptations, can constitute by 
themselves the technical  reference  for certififying a Web site, because they do not 
contain methods for deciding the conformity on a uniquely interpretable, repeatable 
basis. This is why the various labeling schemes had to create their own documents in 
order to make their assessments as objective as possible. 

7   The Web Accessibility Certification CEN Workshop  

Support-EAM organised the concertation with stakeholders within a CEN/ISSS 
Workshop (WS/WAC) in order to establish a first level consensus for a certification 
scheme and a Quality Mark [13]. The Workshop has elaborated a scheme which was 
adopted as a CEN Workshop Agreement (CWA) after  a 60 days public comment, on 
April 6th, 2006, according the the CEN/ISSS policy. 

The CWA identifies 3 schemes reflecting the preferences that were expressed: 

• Inspection providing audit reports, according to ISO/IEC 17020; 
• Service certification by accredited organisations, according to EN 45011; 
• Supplier’s declaration of conformity, according to ISO/IEC 17050.  
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The CWA proposes a reasonable way for existing labeling schemes to improve and 
migrate towards standards, according the model fitting the best their needs.  

An Institute would act as a central authority whose mission would be to organize, 
harmonize and control practices in liaison with the international bodies concerned. 
The Institute would be the owner of a Quality Mark (or Conformity Mark) and would 
develop services for promoting Web accessibility. 

8   A European Authority for Web Accessibility Accessibility 
Assessment 

The organisations which operate web accessibility quality marks for web accessibility 
in Europe would join their efforts for the creation of the institute whose role would be: 

• avoiding the fragmentation of the interpretation of guidelines for web accessibility; 
• the harmonisation of web accessibility quality marks; 
• drafting a normative document, in line with the adopted version of the WCAG; 
• development of the web accessibility quality mark; 
• establishing agreements with parties issuing the web accessibility quality mark; 
• registration of websites which have been attributed the web accessibility quality 

mark; 
• effectuating market surveillance; 
• creating an active dialogue with user groups. 

The Authority should guarantee its independence, and should be submitted to 
quality controls. 

9   Roadmap Towards a European Certification Scheme 

The road towards a European certification scheme should go through the following 
steps: 

• Creation of the institute by organisations runing Web accessibility labels; 
• Preparation of a normative document; 
• Creation of a web accessibility quality mark and adoption of a convergence plan of 

the different labels towards this mark; 
• Establishing relationships between the institute and the standardisation bodies; 
• Promoting services in relation with the web accessibility quality mark, respecting 

independence principles; 
• Establishing agreements with organisation willing to use the mark. 

10   Conclusion 

User and consumers organizations, industry and governments agree that the 
accessibility of technology is a significant and relevant issue that shall be addressed 
seriously and coherently. 
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Accordingly, in its Communication on eAccessibility, September 13th, 2005, the 
European Commission proposes a set of policy actions that should foster e-
accessibility. It calls on Member States and stakeholders to support voluntary positive 
actions to make accessible ICT products and services far more widely available in 
Europe. It mentions certification as an instrument [4]. 

All see the accessibility of technology as a large-scale problem concerning many 
business domains and hitting a growing potential market. They consider that 
regulation, standards, e-procurement and some forms of recognized certification 
should help towards a society more beneficial to all citizens, matching the ethical 
objectives of democracies. 

Also the work done by the W3C under the Web Accessibility Initiative is 
recognized as a basis for building up Web Accessibility, particularly the WCAG. 

End of 2005 an EC mandate has been given to the European Standardisation 
Organisations to come with a solution for common requirements and conformance 
assessment. 

This context is encouraging the creation of a certification system for Web 
Accessibility designed to work at European level. The experiences that organisations 
have conducted in several countries over the past few years constitute a favourable 
basis for that.  

The creation of an institute would offer an opportunity to bring together 
competences and energies, and stop the fragmentation into multiple schemes, whose 
paradox would be to make any further progress towards accessibility difficult in 
Europe. 

The work undertaken by Support-EAM and the CEN Workshop clearly show that 
such an authority could integrate different existing schemes supporting voluntary 
certification and serving the interest of all the parties concerned. This authority would 
make collective expertise visible and provide a space where to develop it and improve 
it collectively. Organisations having a solid experience in labelling Web sites should 
constitute the core of this authority that should also take on board all the interested 
stakeholders, in order to capitalise the lessons from different experiences, which have 
produced a real expertise that should be promoted at European level. 

Acknowledgments. Support-EAM is an IST funded project (FP6-2003-IST-2-
Support Action 004754). 
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Abstract. Over the last years a well elaborated body of knowledge in
“Web Accessibility” has become available. Awareness and in accordance
legal directives today ask for application of this knowledge. The BFWD
post graduate course, a comprehensive university course on accessible
web design, is a pro active reaction to this an increasing demand.

1 Introduction

The Institute Integriert Studieren at the University of Linz developed the course
“Barrierefreies Webdesign” [1] what was partly funded by the European Social
Fund (ESF) [2] and the Federal Ministry for Education, Science and Culture
(bm:bwk) [3]. This course is designed for post graduate students and practi-
tioners working in the field of web design. The course is e-learning based and
designed in an accessible way for students and teachers.

After successfully implementing the curriculum, getting approved the course
by the university board and preparing the first parts of the content the course
started in October 2005 with 19 students coming from Austria and Germany.
Most of the students work in web design companies which are confronted with
the need to develop accessible web pages for their clients. by enclosing a check
(mail orders only).

2 Legislation

Web Accessibility in Austria is regulated by two laws:

– The e-Government-Law [4] that has been enacted in 2004 states that websites
offered by public authorities have to follow international Web Accessibility
standards in order to allow access without barriers for people with disabil-
ities. Following this law, web pages of public authorities in Austria have to
be adapted by the beginning of the year 2008.
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– Furthermore the so called “Behindertengleichstellungsgesetz” (anti discrim-
ination legislation) was put in force at the beginning of 2006. This law guar-
antees the right of access to all areas of the public sector including web
pages [5].

Due to this new legal framework an increasing demand for courses can be
expected.

3 Development of the Curriculum

The development of the curriculum has formally been assigned to the committee
responsible for computer science studies at the University of Linz. Based on
the drafts delivered by the Institute Integriert Studieren and according to the
intensive communication and discussions with the committee, the curriculum
has been improved through several iterations. The curriculum has a total sum
of 44 semester hours and is divided into the following six modules:

– Technical Fundamentals
– Assistive Technologies
– Guidelines and Laws
– Accessibility
– Design and Usability
– Practical Experience

Each of the modules contains appropriate lectures. Mandatory attendance
hours are reduced to a minimum during the whole course as the main parts of
the content are taught using an online e-Learning system. This was intended
and also accepted as and invitations for experts on the job.

4 Inclusive Education

The goal of the postgraduate course was not only to teach people about Web
Accessibility, but also to design the course itself in a way that people with dis-
abilities are able to attend as well as to teach in the course. According criteria
had to be taken into account when selecting and adapting the system. Sev-
eral e-Learning platforms were analysed including commercial as well as non-
commercial systems. It became obvious that commercial systems are at the one
hand not affordable for the project, and on the other hand do not comply to the
requirements regarding Web Accessibility. As the source is not available they
cannot be adapted. The decision was between three non-commercial systems:
ATutor [6], Ilias [7] and Moodle [8]. Moodle was selected for several reasons: it is
open source, it fulfils most of the accessibility criteria, it seems to be adaptable
without too much effort, and it allows content developers to use the tools they
are familiar with (as for example MS Word for lecture notes). The following
changes and features have been implemented to increase the accessibility and
usability:
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– Using relative instead of absolute sizes
– Inserting skip-links
– Inserting alt-attributes and appropriate values
– In forms, associating labels with their controls
– Developing an accessible chat

The adapted system now fulfils most priority 1 and 2 criteria of the Web
Content Accessibility Guidelines 1.0 (WCAG 1.0) [9] of the Web Accessibility
Initiative (WAI) [10]. To make self-studying easier, a lecture-like presentation
tool for content including slides and synchronised speech with the additional
possibility to navigate through slides and chapters has been developed. The first
attempt was using the Synchronized Multimedia Integration Language (SMIL)
[11], more precisely the Timed Interactive Multimedia Extensions for HTML
(HTML+TIME) [12], which are based on the XHTML+SMIL language profile
[13] of the Synchronized Multimedia Integration Language and add timing and
media synchronisation support to HTML pages. But there were some problems
that came along with using HTML+TIME: the use of streaming media is not
supported, and the only supported browser is Microsoft Internet Explorer. In
a second attempt, a prototype using JavaScript has been developed and is in
use now. Using JavaScript does not make the application fully accessible accord-
ing to the Web Content Accessibility Guidelines, but it is assumed that people
with disabilities joining the course use modern assistive technologies. Our tests
involving experienced blind computer users have shown very positive results.

At the beginning of the postgraduate course, a face to face meeting of 2 days
was organised. This was used for an introduction to the course, for social contacts
and a good start of co-operation and for an introduction to the e-learning system.
Three face to face meetings are organised each semester. The last one includes
exams.

Today blind, visually handicapped and deaf students attend the course. Also
three blind and one severely mobility impaired teacher successfully use the sys-
tem for delivering their courses. This shows that an adequate solution has been
found.

5 Future Plans

After successfully starting the course in Austria first considerations and negotia-
tions have been started to offer the course also in other countries and languages.
This of course asks for localizing the content. Such co-operations should guaran-
tee the offer in the long run and an efficient and cost effective organisation and
updating.

The curriculum is designed following a modular approach, which allows that
single lectures can be changed and also used also for other teaching purposes.
Some lectures could for example be easily integrated into the regular lectures for
computer science students or to provide training for interested companies and
organisations.
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As the e-Learning system Moodle is developed by a big community, there is
a constant progress in functionalities. To keep the system up to date, it will be
necessary to port the adaptations that were made regarding to Web Accessi-
bility also to newer releases of Moodle. Discussions with the community about
integrating our adaptations into their development and therefore also into new
releases would not only be very useful for us, but also for all other organisations
providing e-Learning courses via Moodle.

As soon as version 2.0 of the Web Content Accessibility Guidelines (WCAG 2.0)
[14] becomes an official recommendation of WAI, the current installation of the
e-Learning system has to be adapted according to the new specifications.

Additionally, also the contents of the course that deal with the guidelines have
to be adapted in order to follow the new recommendation.

The Institute Integriert Studieren is currently preparing another postgrad-
uate course which will use the same system for teaching: “Assistec - Assistive
Technologies” [15] focuses on consulting and the development of the acquisition-
process of Assistive Technologies in practice. It represents an interdisciplinary
innovative program including technical, social, economical and medical aspects.
The curriculum of this course became accepted by the university at the end of
2005. The first course will start in October 2006.
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Abstract. This paper covers “soft measures” that can be used in a “stick and 
carrot” strategy to improve accessibility to web sites. Two examples of 
benchmarking are presented. The first is the benchmarking of 700 Norwegian 
public web sites that has been carried out three times the last years, giving 
experiences on how to carry out the analyses and how to use the results for 
awareness raising and stimulation to improvement. The second is the planned 
European Internet Accessibility Observatory, EIAO1. This will be capable of 
large-scale web assessment and may speed up the effects of benchmarking as a 
tool for awareness raising. 

1   Introduction 

Universal design and access for all has recently received much attention both in public 
administration and in the private sector. In all fields lawmaking and the development of 
standards and regulations play an important role. Several countries have introduced anti-
discrimination laws protecting disabled from discrimination, and there is a continuous 
work going on to improve standards and regulations (like the building regulation). 

This is also the situation for the accessibility to the Internet. However, many 
countries have so far not agreed upon an anti discrimination law, and standards are not 
compulsory. Luckily there are also some other measures available to speed up 
accessibility. These may be regarded as supportive actions to the use of law and 
compulsory standards and should be included in the sticks-and-carrot-toolbox of 
government supported action to increase accessibility to the Internet. Such carrots may 
also be used before the sticks (law and compulsory standards) are established.  

In this presentation we will describe experiences and initiatives related to 
benchmarking to increase and develop the use of such measures. 

                                                           
1
  The project is co-funded by the European Commission DG Information Society and Media, 
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2   Soft Measures 

These measures may include benchmarking, public procurement, introduction of 
quality marks, education of people involved in the Internet business, general awareness 
raising and other measures based on voluntary actions. 

In this paper we will go deeper into benchmarking. This includes the experiences 
from a yearly assessment of Norwegian public web sites and the use of the results to 
create awareness, plus a short description of EIAO – European Internet Accessibility 
Observatory – where large scale benchmarking is a key part.   

3   Norwegian Benchmarking of Public Content - Norge.no  

3.1   Background 

The aim of benchmarking is to measure and publish the quality of public websites, 
and thereby “reward” websites of good quality.  

Norge.no has established a set of evaluation criteria to evaluate the quality of public 
websites in Norway. The criteria are divided into three categories: accessibility, user 
adaptation and content. 

The first evaluation was conducted in 2001 and there has been an annual 
evaluation since 2003. In 2005, approximately one hour was needed to manually 
evaluate each page with the 34 checkpoints. When all the evaluations are finished, a 
report including a username/password is sent to each website authority. If they have 
comments to the evaluation, they can log on to a website and reply with their 
feedback and comments. In 2005, 698 websites were evaluated, which gives a total of 
23 732 checkpoints. There were only complaints regarding 126 of the checkpoints, or 
0.5% of the total evaluation. 

To ensure criteria quality and relevance, the evaluation criteria are reassessed every 
second year. This is necessary because of changing demands and technical evolution. 
It is also important to allow websites to volunteer their opinions and influence the 
evaluation criteria to develop their motivation for being involved in the evaluation 
and satisfying evaluation criteria.  

3.2   The System Works 

In 2004, only 98 websites satisfied 80% or more in the accessibility category. In 2005, 
the number was 150. The feedback from the websites indicates that much of the 
improvement is caused by the awareness created by the benchmarking. By doing so, 
the “good” websites can act as role models and none of the websites want bad 
publicity. 

3.3   Attention and Publicity  

To simplify the presentation of the result the websites are given between one and six 
stars. The full evaluation is available at the norge.no web page. The results from the 
benchmark are promoted in several ways: 
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• Presentation at a conference  
• Presentation on the norge.no website 
• A quality mark to put on the evaluated website (shown below) 

 

Fig. 1. Norge.no quality mark 

In addition to these initiatives the press releases several articles comparing the 
websites. 

3.4   Using the Results 

The result from the benchmarking is used to identify which areas that need more 
attention. The chart below shows that many websites are not satisfactory for checkpoint 
1.5 and 1.9.  Identifying such problems is important because norge.no can make a 
special effort to improve information on how to satisfactory follow those guidelines.  

3.5   Challenges 

The main challenge in producing quality websites seems to be lack of awareness and 
knowledge. Many of the website authorities are not aware of missing accessibility, 
and when the results are presented they wonder how to make a satis-factory solution. 
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During the evaluation we get a lot of feedback, and even though we criticize the 
websites by giving them a bad score, most websites wants to know how they can fix 
problems and improve the quality, and thereby get better results next year.  

4   EIAO 

4.1   Background 

The overall objective of the EIAO project is to contribute to better e-accessibility for 
all citizens and to increase use of standards for representing on-line resources. 

The project will develop a prototype technical machinery for a European Internet 
Accessibility Observatory (EIAO) consisting of: 

• A set of web accessibility metrics. 
• An Internet robot for automatic and frequent assessment of web accessibility and 

deviations from Web Content Accessibility Guidelines (WCAG). 
• A data warehouse providing on-line access to collected accessibility data. 

The tools for collecting, assessing and disseminating data will be continuously 
improved, based on feedback from end users (e.g. policy makers, associations of 
disabled people etc.) and user tests to sharpen the relevance of the automatically 
collected data. 

In this way, the EIAO can provide large scale benchmarking of websites. Such 
benchmarking can lead to competition between countries, organisations, developers 
etc. It may also be used to provide background for political action. 

The EIAO Report Web Site will allow for generation of reports for single web sites 
and NUTS regions (Nomenclature of territorial units for statistics – NUTS – 
Statistical Regions of Europe). Each of these report types will be available for a given 
point-in-time as well as for a time period. Consequently, four basic types of web 
accessibility reports should be available: 

• Single web site accessibility scorecard report for a point-in-time 
• Single web site accessibility scorecard report for a time period 
• NUTS region(s) accessibility scorecard report for a point-in-time 
• NUTS region(s) accessibility scorecard report for a time period 

Further more a range of criteria according to which the overall accessibility 
scorecard scores, reported in the four basic types of the web accessibility reports, can 
be decomposed. These criteria include: 

• Disability groups 
• NACE branches (Classification of Economic Activities in the European 

Community) 
• WCAG checkpoints 

The EIAO Report Web Site will allow for generation of user-defined detailed 
reports where the overall scorecard score from the basic report will be decomposed 
according to 1, 2, 3, or 4 criteria specified by the user.  
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Subsequent evaluations of the EIAO Report Web Site will guide future 
development of the functionality related to the detailed reporting. 

4.2   National Accessibility Case 

We have established a NAC group related to the project (National Accessibility Case) 
to work with the development of benchmarking combining the experiences from 
norge.no and the prospects of large scale assessment EIAO can offer. Firstly the 
experiences from using benchmarking as an awareness raisin tool may be used in the 
development and tuning of the EIAO data warehouse, and secondly the effectiveness 
of automatic assessment by the EIAO machinery may be used in the future analyses 
carried out by norge.no.  

4.3   Conclusions – The Importance of Benchmarking 

Even though the sticks often are regarded more important than the carrots we believe 
the best results will be achieved when using both. Even if the sticks are very effective, 
using only stick turns the goal of the efforts into a burden rather than a challenge for 
the people involved. Such reactions may slow down the speed of the desired 
development. Benchmarking is also a key element in planning activities, as it gives 
feedback on the effectiveness of the actions carried out to follow up planning. Thus it 
may contribute to a better basis for political actions and the use of tools in the 
concerted actions to reach accessibility goals. 
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Abstract. A ubiquitous social community portal service for social networking 
was studied with short International Domain Names (IDN) as a convenient mo-
bile user interface (UI) for the disabled and elderly. Single-character multilin-
gual domain-names are easy for the disabled and elderly people to memorize 
and type in to access social information. Multi-lingual single-character domain 
names with text-based social information are more convenient than long URL 
strings to retrieve information and to give short notice of information for social 
networking. We introduce a ubiquitous social community portal ‘ktrip.net’, that 
has real-time Text to Speech (TTS) functionality with text-based contents in so-
cial networking service, using a tiny ‘hand-board’ for alumni, relatives and any 
special groups. 

1   Introduction 

Many elderly people feel social helplessness when coping with age-related changes 
such as retirement, the death of a spouse, and a diminishing network of surviving 
peers and relatives, they miss the spontaneous peer contact they enjoyed in previous 
phases of their lives, but become resigned to solitude because of the tremendous effort 
required to see friends. Such changes often bring about social disengagement – with-
drawal from the relational stimulation and support that can protect against a spectrum 
of illness [1]. Researchers have also examined social information flows for strong and 
weak ties in Internet communications and online spaces, how online socializing im-
pacts people’s psychological health, and how online socializing affects face-to-face 
interactions in communities [2]. The rapid modernization through the weakening of 
place-linked social relations could cause a loss of traditional social community; how-
ever we can use ICT to maintain a network of strong social ties with kin, friends, and 
colleagues who don’t necessarily live in the same neighborhoods [3]. 

We have studied the convenience matters to access to information ubiquitously for 
social networks, e.g. alumni association, relatives, various offline associations, clubs, 
and colleagues. Researchers have begun to examine user’s finding and refinding be-
haviors as well as the limitations of existing search technologies [4]. We should ex-
tend this concept of finding and refinding behaviors done by the disabled and elderly 
people to access to information for lifetime social networking service. There are many 
Internet portals providing various information, e.g. Web page, music, image, video, 
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Web site, news, dictionary, encyclopedia, blog, mini-homepage, community café etc. 
However, the behavior for finding and refinding of right information is difficult or 
confusing even for skilled users; and the community service cannot be guaranteed for 
lifetime service until the aged with strong social networking tie. Therefore we need to 
consider more convenient user interface and simplified portal service adequate in 
ubiquitous computing and networking environment, especially for the unified and 
lifetime service until the aged as well as for the offline social networking tie. Social 
information networking based on Internet, both the wired Internet and mobile Inter-
net, will be made more practical by using short multilingual International Domain 
Names (IDN), instead of the long and inconvenient URL-string, as a convenient user 
interface for the disabled and elderly people. We introduce single-character multilin-
gual domain names for Web information access to the ubiquitous information portal 
in the worldwide multilingual information network based on wired and mobile Inter-
net, and show the useful results from implementation of the ubiquitous portal for 
social networks using single-character multilingual domain names. 

In the following sections, we will discuss multilingual domain names in social 
networking; here we will introduce the single-character multilingual domain names 
instead of long URL string for Web information access in social networking. Informa-
tion access in the Web portal will be discussed with consideration of commercial 
portals. Then, we will discuss the convenience metric and resource utilization. The 
empirical results will be discussed on the basis of implementation of information 
portal, accessible with multilingual single-character domain-names as well as capable 
of Text to Speech (TTS) functionality for the disabled and elderly people in the Aged 
Society. Finally we will conclude our study with a consideration of future research. 

2   State of the Art for Social Networking 

We have studied the usefulness of the International Domain Names (IDN) for infor-
mation access in social networking, especially the convenience of single-character 
multilingual domain names; classical bookmark functionality in browser help only 
limited URLs visited already. For fast and convenient service, speed of typing long 
and complex URLs is one of the dominating factors in terms of performance for mo-
bile phone users. In the previous work, the performance analysis for user interface in 
real-time ubiquitous information networks was studied by Kim et al. [5]. Empirical 
performance analysis of Web accessibility in ubiquitous information networks was 
also studied [6]. User interface for the disabled and elderly people was discussed in 
terms of performance in the real-time ubiquitous information network [7]. The focus 
of the work was on mobile user interface with single-character multilingual domain 
names. In addition, we studied Text to Speech (TTS) functionality based on speech 
synthesis in information portals accessible with single-character multilingual domain 
names in social networking. 

The user interface to type in the domain name for access to Internet, the wired 
Internet as well as the mobile Internet, should be as simple as possible. Single-
character multilingual domain names provide a convenient user interface. The scheme 
for multilingual domain names has been standardized worldwide by IETF (Internet 
Engineering Task Force) and has been approved by ICANN (Internet Corporation for 
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Assigned Names and Numbers). A plug-in program for converting from Unicode to 
ASCII code has been provided by VeriSign Inc., and auto-conversion functionality for 
standardized multilingual domain name service is embedded in the Web browsers as a 
built-in functionality, e.g. MS IE7.0, Mozilla Firefox, etc. 

For information retrieval and access in social networking, the performance of the 
unified portal is important to provide QoS (Quality of Service) with cost-effective and 
inexpensive system solutions. For consistency of information as well as for conven-
ient user interface in social networking, we need a unified portal both for wired  
Internet and mobile Internet. Fast and convenient access of information as well as 
notification is required for social networks including mobile application services. We 
need to write the information or advertisement in the information Web site accessible 
with single-character multilingual domain names, instead of long URL strings, for 
convenient Web information access. The writing of information or advertisements on 
Web sites or special notices for social networking is difficult or impossible, especially 
for elderly people. 

There are many different kinds of portals based on the wired or mobile Internet, 
and also various community sites are proliferating in online social networks. The 
complexity of consistent information access from portals or community sites has been 
increasing, and the inconvenience of the user interface for information access has 
become serious even for the skilled users. Mobile portals mainly used by the younger 
generation are more difficult for the elderly because of inconvenient user interface. 
We suggest a ubiquitous portal based on ‘hand-board’ with online whiteboard service 
using hand-sized information in PC or handheld phone, accessible with simple single-
character multilingual domain names as a convenient mobile user interface. 

For ubiquitous information portals, unified information service is indispensable in 
social networking. The ubiquitous Web server should have the capability of showing 
the unified contents, i.e. the HTML contents for wired Internet as well as the mobile 
contents for many different kinds of mobile Internet and various contents using dif-
ferent mobile markup languages, e.g. WML (Wireless Markup Language), mHTML 
(mobile Hypertext Markup Language) etc. Easy typing of the URL was also consid-
ered for both wireless and wired Internet. The single-character multilingual domain 
names, which could become the key character for information access to DB and regis-
tration of information as well as advertisement, were considered as a convenient user 
interface for mobile phones in a ubiquitous information network for the disabled and 
elderly people in social networking. 

3   Convenience Metric and Resource Utilization 

For typing the information in a fast and convenient way, the user’s typing speed is 
one of the important performance factors for information retrieval in online social 
networks, especially with the mobile phone [8,9]. Depending upon the keypad stroke 
number, the level of convenience of user interface can be estimated as a convenience 
metric. The convenience metric, defined as the keypad stroke number, helps us to 
understand the usefulness of single character domain names instead of long URL-
strings for unified information service, especially in the mobile Internet environment. 
For a ubiquitous information network, even the input of characters becomes important 
for retrieval of information as well as for registration of information, especially with 
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keypads in the mobile phone. To access the unified portal ubiquitously, the user inter-
face for information retrieval should be as convenient as possible for typing in the 
domain names or URLs for searching the right Web site and information access. 

For information access, the text entry with PC or mobile phone is an important ba-
sic step to consider the user interface related to the convenience metric. Soukoreff and 
MacKenzie [10] studied and introduced metrics for text entry, i.e. evaluation of MSD 
(Minimum String Distance) and KSPC (Keystrokes per Character), and a new unified 
error metric. This study focused only on the QWERT keyboard. With inconvenient 
keypads in the mobile phone, the error rate for text entry becomes more serious, and 
we should keep this in mind for the following discussion. 

We can access information in the unified/ubiquitous information portal with multi-
lingual single-character domain names as root nodes in the information tree for social 
networking. With multilingual single-character .net domains, we can access the re-
quired information, especially unified and consistent information in a ubiquitous in-
formation network for social networking. If we look at the user interface for handheld 
phones for mobile information service and even for the URL typing interface for 
information access in the wired Internet, multilingual single-character is very conven-
ient and useful because it is like a root node in the tree of information-access hierar-
chy to generate any multilingual domain names or words for information access in 
China, Japan, Korea, and other countries using multi-lingual domain names. 

Even though the single character for Web information access is very convenient, 
from commercial search portals in service we cannot retrieve any meaningful infor-
mation even with huge numbers of results after searching with a single character. We 
need a unified Web information portal, based on the ‘hand-board’ we introduced, for 
ubiquitous information network in the ubiquitous networking environment, with con-
venient accessibility to information for social networking service. 

Let’s look at mobile user interface in the mobile Internet for ubiquitous informa-
tion network. The development and application environments are very different from 
the existing wired Internet environment, i.e. mainly based on MS Explorer as an 
Internet browser. Most of the Web pages in existence today are designed for desktop 
PCs, and viewing them on mobile Web browsers is extremely difficult. Chen et al. 
[11] have studied the adaptation of Web pages for small-screen devices. Adapting 
Web content to mobile user agents has been studied using an adaptation proxy, 
XHTML documents into XHTML MP (mobile profile) and WML, by Laakko and 
Hiltunen [12]. The searched Web information (e.g. mini-homepages, blogs, club, café, 
etc.) is very difficult to browse with the mobile phone, so we need to consider the 
ubiquitous portal with convenient user interface and unified (for PC and mobile de-
vices) online bulletin board, (the so called ‘hand-board’) for text-based information 
for easy TTS (text to speech) application. 

We need to consider the performance of ubiquitous information portals including 
the Web server as well as the mobile device for considering mobile user interface in 
the ubiquitous networking environment. We used a single Web server for information 
access as a unified service for simplicity of management and for cost-effectiveness. 
This method gives effectiveness and efficiency for the access of information and 
utilization of resources, in terms of the bandwidth for communication and the size of 
disk storage to build portals for lifetime social networking service.  
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We used single Web server ‘ktrip.net’ for the simplicity of management and the 
cost-effectiveness of implementation for text-based Web information portal in life-
time social networking service. We considered the effectiveness and efficiency for the 
management of Web information and utilization of resources for social networking, in 
terms of the bandwidth for communication and the size of disk storage. Most com-
mercial portals are providing rich-media contents for community, e.g. mini-
homepage, blog, club, and café; therefore the resources for DB and Web service are 
increasing with a lot of investment for computer system and network bandwidth. The 
size of resources for multimedia service is huge compared to our text-based approach; 
therefore our text-based portal is self-evidently very cost-effective for lifetime service 
without further analysis. The finding and refinding of right information in most com-
mercial portals is very difficult. We considered the complexities of consumed re-
sources Rs and Rp (s means pushing scheme, p means polling scheme) for pushing and 
polling scheme respectively, and the consequent relation between the orders of com-
plexity for resource consumption becomes 

( ) ( )s pO R O R
 (1) 

We need rather efficient way in resource investment with the cost-effective server 
using polling scheme instead of pushing scheme for online/offline lifetime social 
networking. This concept will be also important for unified text-based information 
portal in the mobile Internet environment, for cost-effective ubiquitous communica-
tion service. 

4   Implementation for Evaluation 

Using multilingual single-character domains for fast access to the required multilin-
gual domain name, the required information or advertisement can be registered any 
time and any place using wired or mobile Internet with multilingual single-character 
domain names. The implemented system for evaluation is as follows: for the operat-
ing system, Windows 2000 server; for wired and mobile Internet Web services, IIS5.0 
Web server and ASP 3.0 with MS DBMS; for the mobile markup languages: WML 
and mHTML for mobile service operators. The Internet communication line to  
the router and Web server http://ktrip.net , i.e. the unified portal for informa-
tion access in both wired and mobile Internet service, is used on the basis of  
Metro-Ethernet (10Mbps). 

We measured the time to type in the ‘ktrip.net’ as a simple example to show the 
critical time in terms of performance. We measured also the aggregate time spent by 
information server and network, and we observed the time to read the right contents 
after clicking the title in the displayed information list on the mobile phone screen. 
We observed that the typing time for full domain names or long URL-string with 
mobile phone was serious in terms of performance. Therefore we need single-
character domain names instead of long URL-strings for mobile Internet applications 
with mobile phones, as we discussed; and the typing time is faster than 3 seconds, in 
most cases 1 second. 

In terms of packet cost, one packet, i.e. 512 Bytes, costs 0.6 Cents (U.S.), the 
minimization of delivered packet number from Web server to the mobile phone is 
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important for cost-effective service with ubiquitous information portal. We consid-
ered both the cost-effective packet size and the number of packets for delivery in our 
implementation of ubiquitous information portal for social networking service; and 
moreover the TTS (text to speech) functionality in service was easy to implement 
because of the tiny size and text-based ‘hand-board’ contents. 

We did some experimental research for students as follows. The number of stu-
dents was around 500 during four semesters, i.e. around 125 students in each semester 
consisting of 4 months, and they used frequently this notification bulletin board  
so-called ‘hand-board’ using the site ‘ktrip.net’. The cumulative number of usages 
was around 24,400, and that means the average click number α in one semester by 
one students was 

2 4 , 4 0 0
4 8 . 8

4 * 1 2 5
α ≈ =

 
(2) 

i.e. around 
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1 2 . 2
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=
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clicks per month by each student) thus every student clicked around 3 times in every 
week. Therefore the suggested method is useful where the usage frequency is around 
3 times per week. As an example of Web services for online/offline social networking 
service, special application for information registration/retrieval can be done with the 
notification bulletin board (the so-called ‘hand-board’) for alumni associations in 
social networks; here the size of the association may be from ten people to a couple of 
hundred people in online/offline social networking. 

Usually alumni association meetings are held between one month and one year 
apart; that means the information polling frequency by each member is enough to be 
notified with the frequency between once every two weeks and once every six 
months. The speed of on-line registration of advertisement/notification as well as the 
speed of access of special information with information portal is fast enough for real 
application. Moreover the effectiveness of storage usage for social networking is 
anticipated if we consider the applications for various communities, mini-homepages, 
club, and blog services based on rich media, as far as the consumed disk storage and 
cost for operation and administration of lifetime social networking are concerned. 

We implemented also the Text to Speech (TTS) functionality for evaluation, be-
cause the simple and text-based information in ‘hand-board’ service was easy to im-
plement the TTS functionality based on speech synthesis. The conversion time of  
1 Kbytes text-based information was around 1 second; and in most cases, the informa-
tion size for social networking was enough, with around 1 Kbytes. This TTS func-
tionality will be very helpful for the disabled and elderly people; moreover, telematics 
service for auto drivers will be applicable with convenient user interface for listening 
to the contents in ‘hand-board’. 

As we discussed, commercial portals cannot give meaningful information after 
searching with multilingual single-character or characters, even though it is very con-
venient to search with single-character as search key for information access in social 
networking, especially in the mobile Internet using handheld phones with small 
screens. We are considering the special information service for the disabled and  
elderly, on the basis of using text-based information portals for social networking 
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services; therefore the listed information, i.e. meaningful information searched based 
on a multilingual single-character domain name, is not as large as the meaningless 
information provided by commercial search portal services. We are also considering 
location-based services using mobile phones, as listed information related to specific 
locations will decrease tremendously for special applications in the ubiquitous infor-
mation networking environment. The convenience and usefulness of multilingual 
single-character will be remarkable for ubiquitous information networking in social 
networking services, with any mobile devices for the disabled and elderly people in 
the Aged Society, and without Digital Divide as a lifetime service. 

5   Concluding Remarks 

A ubiquitous community portal service using multilingual single-character domain 
names instead of long URL-strings for convenient information access has been stud-
ied for lifetime social networking service for the disabled and elderly. The conven-
ience of multilingual single-character domain-names and the tiny ‘hand-board’ for 
mobile Internet service was discussed considering state of the art for social network-
ing. The performance for information access using multilingual single-character do-
main names with mobile phone for mobile Internet was also discussed, considering 
the keypad-press number with mobile phone as a convenience metric. The results of 
implementation show the usefulness and convenience of multilingual single-character 
domain names for information access in social networking services. Additionally, the 
Text to Speech (TTS) functionality based on the text-based contents in ‘hand-board’ 
service for social networking was implemented in the unified site ‘ktrip.net’ to in-
crease the convenience in the ubiquitous information portal for the disabled and eld-
erly people in the Aged Society. With a more ubiquitous network environment, the 
delay time related to user interface will become more critical; thus we need more 
efficient user interface for lifetime social networking, especially using mobile Internet 
with mobile devices. For further research, the speech recognition functionality for the 
disabled and elderly people in the Aged Society will be studied to increase the con-
venience metric as well as to decrease the delay time, i.e. performance metric, for 
search and notification in lifetime social networking services, considering multimedia 
information access. 
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Abstract. Various European Union initiatives have focused on the dis-
semination and harmonization of approaches for assessing the conformity
of web accessibility. This paper suggests a scenario-based decision sup-
port for the implementation of a web accessibility quality mark in Austria
on the basis of a framework proposed in a CEN Workshop Agreement.
The paper analyzes different implementation alternatives in order to fa-
cilitate and accelerate the realisation of such approaches at the national
level and to encourage other European countries to adopt selected ele-
ments for their own initiation.

1 Introduction

In recent years, web accessibility quality marks have been developed and estab-
lished on a national basis in several European countries. Although they are all
based on the Web Content Accessibility Guidelines 1.0 [18] published by the
World Wide Web Consortium, a variety of different evaluation procedures, im-
plementations and levels of conformity have led to considerable heterogeneity
within the European context. To avoid further fragmentation, the “Support-
EAM” project (Supporting the creation of an e-Accessibility Mark) [16] was
initiated by the European Commission as part of the eEurope 2005 Action Plan
[4]. One of Support-EAM’s objectives involved the development and stipula-
tion of requirements for a harmonized European web accessibility conformity
assessment scheme, which was realized within a CEN (European Committee for
Standardisation) Workshop. As a result of this cooperative effort between in-
dustry and consumer organisations, the CEN Workshop Agreement proposed
specifications for a European web accessibility conformity assessment scheme
and the relevant quality mark.
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This paper is based on that CEN Workshop Agreement [3] and explores viable
alternatives for implementing the European web accessibility quality mark in
Austria. This article applies a look-ahead approach that assumes the release of
a normative document and an evaluation methodology in the near future. The
scenario analysis includes the development of four scenarios and their evaluation
in terms of six criteria.

2 State of the Art in Web Accessibility Conformity
Assessment

2.1 Benefit of Web Accessibility

Realizing web accessibility has a positive impact on a company’s reputation and
image [14]. The risk of possible litigation costs that could occur if a website is
not fully accessible is eliminated; in addition, a fully accessible website enjoys a
larger potential audience and customer base. A rough cost-benefit analysis that
takes into account the total accessibility costs, which depend on the enterprise
size and the complexity of the website on the one hand and the increased audi-
ence size on the other, suggests that accessible websites enjoy estimated relative
savings of 12-35% of the website costs [11]. Validated websites could indicate
the accessible character of a particular purchasing process, to name just one
example, for customers with special needs. A harmonized European web accessi-
bility quality mark communicates these efforts and at the same time fosters the
promotion of web accessibility in Europe [10].

2.2 Legal Framework in Austria

The rights of people with disabilities are protected by law in an increasing num-
ber of European countries. In Austria, Article 7 of the Austrian Federal Con-
stitution of 1997 states that nobody should be discriminated against due to an
impairment [12]. In addition, the Austrian Equalization Act for People with Dis-
abilities establishes that people with impairments must be granted equal rights
for participating in public life [1]. Some European countries have enacted laws
to oblige (public) websites to be accessible. The Austrian E-Government Act
of 2004 stipulates that public websites have to meet international standards on
web accessibility by January 2008 [13]. Compliance with such legal obligations
could be verified with the help of a quality mark, which would also strengthen
public awareness for the issue of web accessibility and thus make an important
contribution to the objectives of the eEurope 2005 Action Plan [4].

2.3 European Web Accessibility Conformity Assessment Scheme

The CEN Workshop Agreement establishes the European Authority for Web Ac-
cessibility Conformity Assessment (EAWAC) as the central European body with
ownership of the relevant quality mark. The creation and operation of a Euro-
pean conformity assessment scheme for web accessibility is one of EAWAC’s main
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responsibilities. This tasking includes the drafting of a normative document to
set criteria for web accessibility, as well as the establishment and administration
of a quality mark.

Different options exist for the framework in which the mark is implemented
at the national level; however, each of these assumes the existence of one unique
normative document created by the EAWAC. The CEN Workshop Agreement
does not recommend or enforce the implementation of a distinct framework
option, nor does it determine the number of options being implemented on a
national level.
1. Inspection: The ISO/IEC 17020 [6] accredited inspection body issues the

quality mark. Furthermore, the inspection body performs regular surveil-
lance of the certified websites and withdraws the quality mark if the criteria
have not been met. Membership in the EAWAC is mandatory for inspection
bodies.

2. Product certification: In this option, a EN 45011 [5] accredited product cer-
tification body issues the quality mark. The product certification body per-
forms regular surveillance of the certified websites and withdraws the quality
mark in case of non-compliance with the criteria. The product certification
body must be a EAWAC member.

3. Supplier’s declaration of conformity: The owner of a website assures that
his/her website meets the criteria set in the normative document issued by
the EAWAC. The owner accepts the specifications presented in the ISO/IEC
standard 17050 part one [7] and two [8] about the supplier’s declaration of
conformity. The website owner receives the quality mark after registering
with the EAWAC, which performs regular surveillance to assure compliance.

3 Implementation Alternatives for a Web Accessibility
Quality Mark in Austria

3.1 Conditions

Discussions with national stakeholders in Austria about the CEN Workshop
Agreement led to a serious debate that identified some weaknesses that the
scheme had with regard to its implementation in the country.

Normative Document. A European quality mark should be based on a nor-
mative document that stipulates the specifications for certification. With regard
to web accessibility, the requirements will include the Web Content Accessi-
bility Guidelines for accessible web presence. An evaluation methodology that
contains a procedure for testing the fulfilment of the requirements is essential
for the certification process. At present, the EU Web Accessibility Benchmark-
ing (WAB) Cluster [9] is working on a Unified Web Evaluation Methodology
(UWEM) [17] that could be used as a basis for that purpose. National stake-
holders have pointed out that the development of these normative documents
is a prerequisite for the implementation process. These documents can take the
form of either a European Norm or a CEN Workshop Agreement.
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Certification Types. The CEN Workshop Agreement scheme proposes three
alternative mechanisms for implementing web accessibility conformity assess-
ment: (i) inspection, (ii) product certification, and (iii) supplier’s declaration
of conformity (cf. Section 2.3). The major difference between inspection and
product certification does not lie in the certification process, but rather in how
the object is defined. In the approach outlined in this paper, no distinction is
made between inspection and product certification, as both alternatives repre-
sent third party systems with similar structures.

Due to cost aspects, a simultaneous implementation of third party approach
and supplier’s declaration of conformity would make the third party approach
obsolete. For this reason, national certification bodies might be less inclined to
cooperate if the supplier’s declaration of conformity were to be introduced in
parallel.

3.2 Evaluation Criteria

European progress in establishing web accessibility conformity assessment
suggests a variety of possible scenarios, whose individual applicability can be
compared and analyzed by means of six evaluation criteria: complexity, costs,
dependence, flexibility, impartiality and time.

1. Complexity. The complexity of implementation depends on the quality mark’s
background structures. This criterion represents a measure for the amount
of prerequisites necessary for implementing the scenario. Thus, a scenario’s
complexity increases with the existence of ownership and license agreements
at a national or at the European level.

2. Costs. A scenario’s costs comprise the setup costs of the national issuing
organisation, the issuing costs of the quality mark or certificate (accredita-
tion and testing costs) and the licence costs for the quality mark imposed
by the EAWAC. These costs, especially the setup and testing costs, cannot
be specified as they depend on a number of variables, such as the providers
organisational form (profit or non-profit), the sample size or the evaluation
procedure. All of these variables must be specified in the normative document
and the evaluation methodology; as a result, they are not known at present.
This paper compares the scenarios in terms of the existence of various cost
elements.

3. Dependence. Some scenarios can only be realized if certain prerequisites have
been fulfilled. These may depend on national, European and international
certification, accreditation or legislation bodies. This criterion expresses the
degree to which an implementation scenario is dependent on further au-
thorities or institutions. The dependence on the normative document and
the evaluation methodology holds true for every scenario and, subsequently,
does not need to be taken into consideration.

4. Flexibility. The flexibility of implementation represents the issuing organ-
isation’s degree of self-determination. For all of the scenarios presented in
this paper, the quality mark must conform to a standard or a workshop
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agreement. However, the administrative background and, therefore, the de-
gree of flexibility vary from scenario to scenario.

5. Impartiality. The quality mark system’s impartiality is measured by this
criterion, which compares third and first party conformity assessment in
terms of their objectivity.

6. Time. The time period from the development of the normative document to
the implementation of a particular scenario is covered by this criterion.

3.3 Implementation Scenarios

This section outlines four basic scenarios and analyzes them by means of six
evaluation criteria (cf. Section 3.2) with the aim of supporting and accelerating
the national implementation process once a European normative document or a
CEN Workshop Agreement has been released.

Scenario 1: Supplier’s Declaration of Conformity. Scenario one includes
a first-party evaluation by a supplier according to the international standard
ISO/IEC 17050. This approach is easy and cost-effective to implement, as no
accredited third party is involved in this scenario. The owner of a website can de-
clare his/her commitment to a normative document or a CEN Workshop Agree-
ment. He/she is authorised to place the quality mark on the website (for a limited
period, e.g. for one year), provided that the relevant criteria have been fulfilled
and the supplier’s intention to use the quality mark has been communicated to
the EAWAC [3]. However, if the criteria have not been met, website users may
post complaints and the EAWAC can impose sanctions or withdraw the right to
issue the quality mark in the event of violations.

Scenario one constitutes the least complex scenario, as it does not require
third party involvement (as a consequence, no accreditation procedure accrues).
For the same reasons, scenario one is an especially cost-effective and flexible
solution. However, it is also highly dependent on existing structures, as it can
only be established once the European Authority and a quality mark have been
created. The impartiality of this scenario is a matter of great discussion. A
study of e-commerce and financial websites indicated that 30% of the websites
that had an accessibility quality mark claimed a higher level of accessibility
than they actually provided [15]. Because the quality marks concerned had been
issued with a supplier’s declaration of conformity, a certain lack of impartiality
should be assumed for the first party system.

Scenario 2: Product Certification without a Quality Mark. In the sec-
ond scenario, an Austrian certification body would issue an explicit certificate
stating conformity with the normative document or the CEN Workshop Agree-
ment. Scenario two could provide a temporary alternative until the EAWAC, as
the owner of the European quality mark, and the corresponding structures are
established. This scenario requires neither the elaborate structure of a European
quality mark nor ownership or license agreements.

Accordingly, scenario two is a third party solution with relatively low costs
and - compared to scenario three - with high flexibility. The low complexity of
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this scenario is attributable to the fact that it is independent of administrative
structures. The impartiality of third party conformity assessment makes scenario
two a competitive solution that can be implemented immediately after the release
of the normative document.

Scenario 3: Product Certification with a Quality Mark. Scenario three
assumes both the release and approval of a European quality mark and the es-
tablishment of an organisational structure for a specific web accessibility label.
Thus, scenario three represents a follow-up or stage of expansion to scenario two.
The quality mark in scenario three would be issued by national certification or
inspection bodies.

This scenario involves the most elaborate structures. The EAWAC and the Eu-
ropean quality mark system must be set up before scenario three can be realized,
making the scenario highly dependent on European authorities and structures
and therefore inflexible in its implementation. The costs for scenario three ex-
ceed the costs for scenario two, due to the additional licence costs incurred for
the European quality mark. Because it results in the issuance of a harmonized
European quality mark, scenario three, like scenario one, is in keeping with the
final goal of the CEN Workshop Agreement.

Scenario 4: Product Certification Using Existing Structures. Scenario
four relies on well-established organisational structures and quality marks, such
as the Keymark. The Keymark is an existing quality mark that stands for the
compliance of products with requirements of the relevant standards. It has de-
veloped as an umbrella label in the technical sector and currently consolidates
150 European standards [2].

If the Keymark were to become the operating mark, the EAWAC would need
to be embedded into CEN, the owner of the Keymark. Such a scenario goes
beyond the scope of the CEN Workshop Agreement, which does not consider
the use of existing structures for the creation of a quality mark. As the issuing
organisation has already been established, the costs, particularly the setup costs,
may be lower than in scenario three, provided that the owner of the existing mark
refrains from any additional fees for the structure and label. This factor makes
the implementation of scenario four highly dependent on the authority owning
the existing mark. Adopting an existing structure assumes that the owner and
issuer fully agree. In turn, such an agreement might require negotiations that
could delay and hamper the implementation of scenario four. Existing structures
may decrease the complexity of implementation, but they also keep the flexibility
to a minimum. A main advantage of this scenario lies in its not creating any
additional administrative and bureaucratic structures. Its impartiality is given
through third party certification.

3.4 Scenario Evaluation Overview

The rough evaluation of the four scenarios by means of six criteria (cf. Section
3.2 and 3.3) provides a basis of support for decision-making on the national
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Table 1. Scenario Evaluation

Criteria Scenario 1 Scenario 2 Scenario 3 Scenario 4
Complexity low low high medium
Costs low medium high medium

setup no yes yes no
issuing no yes yes yes
licence yes no yes yes

Dependence high low high very high
Flexibility high medium low very low
Impartiality low high high high
Time sooner immediately sooner later

implementation of the quality mark. Table 1 gives an overview of the four alter-
native scenarios, taking into account the criteria complexity, costs, dependence,
flexibility, impartiality and time. In an early stage of realisation, scenario two
is a reasonable strategy, as no explicit quality mark system is needed. Once the
EAWAC and the quality mark are established, a follow-up choice can be made
between scenario one, as a cost effective solution with a lack of impartiality, or
scenario three, whose third party conformity assessment brings with it higher
costs for the end user. Scenario four may require negotiations with existing qual-
ity mark owners, but could result in a cheaper and less complex alternative.

4 Summary and Perspective

Harmonization of web accessibility conformity assessment has become an issue of
growing importance for the European Union. This contribution uses a scenario
technique in order to provide initial decision support for the implementation of a
web accessibility quality mark in Austria. The purpose of this paper is to
analyze the advantages and drawbacks of various implementation alternatives in
order to facilitate and accelerate their national realization. Additionally, the re-
quirements for each scenario are examined and categorised in terms of their com-
plexity, costs, dependence, flexibility, impartiality, and implementation time. As a
next step, quantitative methods should be applied in a refined analysis in order to
develop a business plan and provide decision makers with detailed cost and bene-
fit estimates. This contribution intends to stimulate authorities in other European
countries to consider the proposed scenarios from their own points of view and to
adopt those elements that seem appropriate for their national implementation.
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Abstract. Highly interactive interfaces, where complex information is pre-
sented and managed, need further research. Existing guidelines, techniques 
and recommendations focus on the user accessing, reading and understand-
ing content and services, but there is the need to go beyond, and convert us-
ers into authors, editors or managers of products and services provided by 
ICT. DAIA project (Accessible Design of Advance Interfaces, a practical 
application) has contributed to the understanding of human behavior in this 
context and to a better approach of guidelines to improve this kind of inter-
faces. Users with disabilities have broadly contributed to the success of this 
project through a web questionnaire and a software prototype testing. 

1   Introduction and Aim 

Guidelines, techniques and recommendations developed by organizations enable users 
with disabilities to access products, services and content provided through telecom-
munication and information technologies (ICT). Current research and development 
focus on web content, user agents and authoring tools, what makes it easier for users 
to benefit from the information society. 

Even though there is a long way to walk in these areas, many improvements have 
been done on the accessibility and usability of interfaces, and it is time to step over 
this point of view of accessibility, empowering the user, what means that we have to 
provide usable highly-interactive interfaces, so they are able to create, edit or manage 
content, services and products. 

READIS (Accessible Resource Centre for People with Disabilities) project first [1], 
and DAIA at the moment, aim to improve usability and accessibility of user interfaces 
which require intense interaction with users and where complex data is managed. 
With this purpose a web questionnaire and two software prototypes have been devel-
oped, to gain applicable knowledge about specific needs and preferences of people 
with disabilities facing these kind of interfaces. 

The outcome of users’ response via web questionnaire provided input to the design 
and engineering process which aim was the specification and implementation of im-
proved prototypes. 
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2   Methods 

READIS and DAIA projects have involved users from the very beginning of the de-
sign process. End-user organizations and individuals have been contacted to partici-
pate via Internet questionnaire or personally in prototype testing. 

2.1   Questionnaire, Quantitative Research 

After the review of existing accessibility guidelines and techniques we have used a 
questionnaire, via Internet, to obtain information about problems users still face ac-
cessing user agents, web sites and specifically when using web forms and managing 
hierarchical information. 

The pre-questionnaire design, first in paper and later in web format, was evaluated 
by experts and users so it conformed the following requirements: 

- Easy and fast to answer 
- Comprehensible questions and options to answer 
- Usable and accessible interface 

The preliminary test give way to the spread of the existence of the questionnaire, 
mainly through email, so Spanish-talking users could answer it. The questionnaire 
was four months on the Web, from July to October 2005. 

A preview of users’ answers to the questionnaire, and their receptive attitude, fa-
vored individual contact with some of them to obtain detailed information about their 
answers. 

2.2   Prototype Testing, Qualitative Observation 

Volunteers, chosen from the group of people who answered on-line questionnaire, 
where asked to test two software prototypes of a digital resource centre (from now on 
DRC). The knowledge about user preferences and problems, obtained from their an-
swers, and the study of usability engineering lifecycle, guidelines, methodologies and 
techniques [2,5,6] led us to develop two prototypes. Both of them have some elements 
in common, for example: 

- Interface structure and general design. The number, meaning and initial  
position of content blocks or sections is the same in both prototypes (see  
Fig. 1). 

- User interface configuration options. These options make it possible to person-
alize elements like font, foreground and background colors and styles, and what 
is more significant, users are able to hide or show the sections of the interface 
(heading, path, author’s bar, keyboard shortcut bar, etc.), and they are also able 
to place these blocks in the preferred position: up or down, right or left (what 
means before or later for users with screen readers). 

- Content and basic functionality to perform the test. Only the necessary parts of 
the DRC were implemented to carry out the test, and in both cases the catego-
ries, resources, attributes and content in general was the same. 
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Fig. 1. Interface structure and initial block position 

These two prototypes also have significant differences, which aim to contrast interac-
tion mechanism and preferences: 

- Main menu structure, guided by concepts-actions in one of them, and in a con-
cept guided way in the other one. 

- One of the prototypes has more help and assistance than the other (see Fig. 2), 
in the way assistant programs do. 

 

Fig. 2. Screenshot of one prototype, the one that follows a more guided model 

The aim of the test was: 

- To observe and contrast user’s behavior and problems using two different inter-
action mechanisms. 

- Users have to play the role of content administrators of the DRC, so they have 
to interact in depth with the interface and manage complex data. 

The steps followed before the very test started were the following [3]: 

1. Contact users and ask for their availability for a 2.5 hour test. 
2. Schedule the appointments with all users, grouping them by place of residence. 
3. One week before the test we sent them the user guide of both prototypes. 
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4. Before the test we asked the user personal information and data about their 
computer, web browser and Internet connection, in order to foresee problems 
due to configuration or hardware performance. 

 

Once we were in the place of the test, the procedure was as follows: 
 

1. Explained the user the aim of the test, the way the DRC worked and the main 
differences between both prototypes. We also answered all questions he or she 
may pose. 

2. We presented the prototype that provides more assistance for a beginner, and 
asked for initial configuration options. 

3. The user logged in to complete the first task. Each user was intended to com-
plete three tasks with each prototype, launched in order of difficulty, but if any 
problem to fulfill the task came up we presented only one or two tasks. There-
fore, the total length of the test, for the welfare of the user, was no more than 
two hours. 

4. During the task the evaluators took note of the user’s behavior, difficulties, way 
of browsing the web or interacting with the system, besides all comments and 
opinions. Prototypes themselves also recorded all user’s interaction in a log file. 

5. The task was considered finished if the user got the objectives, if too much 
time was spent or if the user found any problem that made it very difficult or 
impossible to finish the task in a reasonable time. The minutes spent to finish 
each task were noted, not as an accurate data but as additional information. 

6. After finishing the tasks with the first prototype, steps 2 to 5 were repeated for 
the second one. 

7. Once they had finished all tasks, and with a better knowledge of the system, 
users were asked to re-select configuration options given by the system. 

8. They were also asked about some specific elements like the best way to presen-
tation hierarchical information, accessibility attributes of digital resources, 
structure of the main menu and interaction mechanisms, or the best way to 
manage elements of the system (categories, resources, attributes or keywords). 

9. As a conclusion, they should compare both prototypes, arguing the best and 
worst properties of each, and their advantages and disadvantages. 

3   Results of Prototype Testing 

User testing was made with nine blind people who used JAWS screen readers [4], and 
44% of them also used Braille displays. The average was 44 years old and 13.6 years 
using ICT. 40% were female and 60% were male. 

3.1   Observing the Users 

First of all we will describe the conclusions achieved from the observation of users 
facing tasks with both prototypes, how they interact with the system, problems arisen 
during the test and their general behavior and opinion. 

Navigation and User Profiles. All users start the test browsing the system sequen-
tially at least once, looking for the general structure of the web, the different sections, 
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content and the way it works. Once they are familiar with the site, some of them use 
more advanced techniques to scan it faster, for example they use searching facilities 
and lists given by the screen reader (link, section or frame lists). 

45% of users browse the web exclusively in sequence, what means that sections 
and important content must be clearly identified with meaningful names, and useless 
or repeated content must be removed, so users can go as straight as possible to the 
content. Otherwise users tend to accelerate the processing of the page, missing essen-
tial information. 

The ability and knowledge of users handling screen readers make a big difference 
in user’s profile. As well as using advanced techniques described before, they are able 
to use not usual controls, needed in interfaces for managing complex information, like 
simple or multiple selection lists, combo boxes, pull-down lists, etc. Beginners found 
them very difficult or impossible to use. 

Comparing Prototypes. One of the problems at the beginning of the test was the lack 
of knowledge on how the DRC worked and the concepts in which it relies. Although 
users had the user’s guide before the test, most of them had not read it in depth, so 
explanations and help was necessary before and during the test. 

The preferred prototype for the 67% of users was the named Prototype 1, the one 
with no so much help, in which resources and content was managed directly accessing 
it (see Fig. 3). The reasons given by users are the more direct access to information, 
the fewer number of links and the simplicity of the design and structure of the con-
tent, as they say “it is more natural”. All these properties make it easier and faster to 
complete the tasks using this prototype. 

 

 

Fig. 3. Screenshot of the preferred prototype for the 67% of users 
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3.2   Interface Configuration 

At the beginning of the test users have the opportunity to select some options to per-
sonalize the interface, as they were not familiar with it, 80% of them selected the 
predefined blind profile. 

At the end 90% of users preferred to show only text if it is possible and not icons 
or images at all. As far as block configuration concerns, users’ choice is shown in 
table 1: 

Table 1. Users’ choice for the configuration of content blocks, those shown in figure 2. Grey 
areas are options not possible to choose. The value is the percentage of users who chose that 
options. The percentage of position options (up, down, both, left, right) are over the number of 
users who chose to make them visible. 

 Visible Invisible Up Down Both Left Right 
Heading 45% 55% 100% 0%    
Path 67% 33% 67% 33% 0%   
Main menu      11% 67%* 
Keyb. Shortcuts 67% 33% 17% 83%    
Authors’ bar 33% 67% 33% 67%    

* For the remaining 22%, it is the same to place the menu on the left or on the right.  

The trend in general, and for beginners in particular, is to clear the interface as 
much as possible, even more if the system is a daily-use tool: 55% of users chose to 
hide the heading and 67% of them chose to hide the authors’/copyright bar. 

The reader may ask why this percentage is not bigger, or why the 67% chose to 
make path and keyboard shortcuts visible. In the case of the path, users find it more 
useful, because it provides context information, and in the case of keyboard shortcuts 
or the selection of other blocks as visible (authors’ bar or heading), it is because they 
serve as references to identify the beginning and end of content blocks, what should 
be done in another, more appropriate way. 

It is also important to stress that none of the users asked want to repeat path infor-
mation, or any information at all. Repeating information is very confusing, even de-
signers may think it helps them to understand or remark important information, be-
cause they get lost in the structure and content of the web site. 

These results show that non essential or repeated elements should be removed from 
the interface, or at least give the opportunity to do so, and content should be clearly 
structured and identified. 

The last question about user configuration was about how to show hierarchical in-
formation, 56% percent selected a numbered schema-like list, better than a dotted 
item list. 

3.3   Specific Interface Elements 

Users were asked to give a value between 1 (not satisfying at all) and 7 (very satisfy-
ing), and their opinion about some specific elements of the user interface, that we 
considered specially important. The number obtained, shown with each item into 
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brackets, is very significant because the number of users is low, but it is a hint about 
their preferences. 

Keyboard Shortcuts (4.78 average mark (am)). Users find them useful if the web is 
a tool to be used daily. But the lack of a standard set of keyboard shortcuts and the 
occasional use of many pages makes it not worth to memorize them. In addition, 
sometimes these keyboard shortcuts overlap browser’s or screen reader’s shortcuts, 
disabling their more important functionality. 

Hidden Links or Shortcuts (4.17 am). Hidden links to skip blocks of content or to 
access directly to specific sections are worse valued. This is due to the fact that they 
add text and content to the web page, and many times users do not even realize what 
they are for. Their advantage compared to keyboard shortcuts is that they do not need 
to be memorized, and as users get familiar with them their opinion is better. 

Configuration Options (5.78 am). This is the best valued item of the test, because it 
enables to make the web lighter and adapt it to their preferences, so the DRC becomes 
more usable. 

Hierarchical Information Tree (5.44 am). Categories are shown like a two-level-
depth tree, where each entry is a link that expands, if selected, in subcategories and 
resources. Users agree that two levels is enough, 22% of them even think that expand-
ing only the selected category would be enough. 

The preferred way of handling hierarchical information is the way Microsoft Ex-
plorer does, expanding, contracting or scanning items with cursor keys. The fact is 
that this element is not available for web sites, there are visually similar controls but 
they do not work properly with screen readers. 

Simple Selection List (3.22 am). This has been one of the most problematic elements 
of the interface. In some cases it has limited the number of tasks proposed to the us-
ers, because the correct use of lists was essential to complete the task. 

The problem lies on the difficulty of using this control, it is not a common element 
on average web sites, designed to be browsed and read by users. Yet, it is frequently 
used in administrating or managing sites. Only advanced users were able to enter the 
list, select the desired item and leave it, without loosing or blocking the web site. 
Other users prefer an alternative way to select items, typing if possible. 

4   Conclusions 

All users implied in the test of a digital resource centre were blind people using screen 
readers, in some cases they also used Braille displays. The aim of the test was to gain 
a better understanding of their behavior, interaction mechanisms and preferences 
using an interface, where complex data is shown and high interaction is required to 
complete the management tasks. 

Better skills using assistive technologies, and ICT in general, make a big difference 
in user’s satisfaction, but this should be overcome making more usable interfaces. No 
matter what their experience was, all of them make a sequential reading of the web 
page at least once, and for many of them this was the only way to browse a site. That 
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is why interfaces must be as simple and clear as possible, removing useless and re-
petitive information, so the user goes straight to the content. 

Configuration options were very valuable, as users could remove or replace blocks 
of content in the preferred side of the web page. In addition, sections and important 
information must be clearly identified, and repetition of context information should be 
avoided, this may lead users to loose themselves in the page or to miss important 
information. 

General guidelines apply in advance and complex interfaces, but there is the need 
to stress in simplicity and the existence of alternative ways to interact with the system. 

There is a hard work to improve the usability of interfaces where users have to 
carry out management and administration tasks. In this sense, it is essential to provide 
more and more accessible and usable services and tools where users are not only the 
customers or users, but the service providers and managers. 
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Abstract. An unlimited keyboard support is one of the main accessibility re-
quirements for web pages and web applications. But it is not sufficient that the 
user can perform all actions on the page using the keyboard. In addition design-
ers of web sites or web applications have to make sure that keyboard users can 
use their pages with acceptable performance. We present GOMS models for 
mouse and keyboard navigation in web pages and web applications. These 
models can be used to compare keyboard navigation with mouse navigation. 
Such a comparison allows us to decide if the amount of keyboard support for a 
web page or web application is sufficient or if there is an unacceptable disad-
vantage for keyboard users. 

1   Introduction 

An unlimited keyboard support is one of the main accessibility requirements for web 
pages and web applications. The user must be able to reach all interactive elements of 
a page (links, fields in online forms, etc.) by keyboard actions. In addition the user 
must be able to perform all possible actions on the page (follow a link, press a button, 
etc.) using the keyboard. 

This requirement is for example covered by the WAI 1.0 [1] Guideline 9 Design 
for device independence or Section 508 [2] checkpoint §1194.21a When software is 
designed to run on a system that has a keyboard, product functions shall be executa-
ble from a keyboard where the function itself or performing a function can be dis-
cerned textually. 

But it is not sufficient that all active page elements are available over keyboard. In 
addition a user must be able to navigate a page using the keyboard with acceptable 
performance.  

This is especially important for web applications [3]. Vendors of business software 
increasingly offer parts of their software as web applications. There are two reasons 
for this trend. First, companies want to save costs by avoiding installations of a GUI 
(Graphical User Interface) on each workplace in the company. Second, mobile or dis-
tributed business scenarios require that employees can connect to the IT infrastructure 
of their company over the web. 
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The accessibility of web applications is important for the workplace integration of 
disabled people [4, 5]. Computerized workplaces offer handicapped persons often a 
good chance for a job which is not in conflict with their disability. Especially web ap-
plications have a high potential concerning workplace integration, since they allow 
their users to access all relevant information over the web. Handicapped users can 
profit from such applications since they allow them to work fully or partly from 
home. But this requires that the design of web applications takes the special needs of 
disabled users into account and allows them to work efficiently. 

The design concept of Design for All (this concept is also often referred as Univer-
sal Design or Barrier free Design) tries to address this problem [6, 7]. The basic idea 
of this concept is to create user interface designs which as many people as possible 
can use either directly or with the help of assistive technology. Currently the Design 
for All concept seems not to be well adopted by designers. For example, a recent 
study [8] on web site accessibility conducted by the British Disability Rights Commis-
sion showed that most web sites (81%) fail to satisfy even the most basic checkpoints 
of the Web Content Accessibility Guidelines [1]. In addition interviews with disabled 
users reported in this study show that these users believe that most current web sites 
do not consider their specific needs. 

Since users of web applications work with those applications on a daily basis they 
must be able to work efficiently. Thus, it is for example not acceptable that a task 
which can be solved using the mouse in 1 minute requires 10 minutes if the user is re-
stricted to use the keyboard. If we fail to provide an efficient keyboard support we ex-
clude disabled persons from working with the software, even if it is accessible accord-
ingly to the common accessibility guidelines [1, 2]. 

It is important to notice here that an adequate keyboard support is not only impor-
tant for disabled persons. The needs of disabled persons concerning keyboard support 
are similar to the needs of expert users. Such expert users often prefer to handle an 
application completely over the keyboard [9, 10], since working with the keyboard is 
much faster than working with the mouse. This need for efficiency is also covered by 
the common definition of usability given in the ISO-Norm 9241 (Part 11) [11] where 
usability is defined as the extent to which a product can be used by specified users to 
achieve specified goals with effectiveness, efficiency and satisfaction in a specified 
context of use. Thus, improving the accessibility of a software product by providing 
an efficient keyboard support will also improve the usability of the product [4]. 

2   GOMS Models for Navigation in Web Pages 

The standard method to access interactive elements of web sites, like links or fields in 
forms, is provided by including these elements into the TAB-chain. Thus, all interac-
tive elements of the page are organised into a virtual chain. The user can navigate to 
the next respectively previous element on this virtual chain by pressing the TAB key 
respectively the key combination SHIFT + TAB.  

This method to make web sites accessible over keyboard is problematic if a web 
site contains a huge number of interactive elements, since the user has to press 
the TAB-key very often to reach the required element [3]. Thus, for web sites which 
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contain a huge number of links or other interactive elements it is necessary to add ac-
celerators, for example access keys, to provide a reasonable level of keyboard support. 

2.1   Comparison of Mouse and Keyboard Navigation 

We want to make sure that a user is able to navigate in a web page or web application 
using the keyboard with sufficient performance. A natural criterion to decide if key-
board navigation is efficient is to compare it to mouse navigation. Let k be the time 
required by an experienced user to finish a task using the keyboard and m be the time 
necessary to finish the same task using mouse and keyboard. We can define that key-
board support is sufficient if k < c * m, where c is a constant depending on the nature 
of the usage scenario. Thus, for a news page on the web obviously a higher value is 
acceptable for c than for a web application which is used for professional work. 

Thus, we need a method to compare mouse and keyboard navigation. In principle 
this can be done with user tests, but this requires a huge effort. A cheap method to 
compare different designs concerning their efficiency is the GOMS model [12,13, 14]. 
The acronym GOMS stands for Goals, Operators, Methods and Selection rules which 
are the basic building blocks of such a model. 

A GOMS model allows to predict how long an experienced user needs to perform a 
given task in a given interface design. There are several different GOMS models 
available. For an overview of these models see [13]. 

The central idea of the GOMS model is that the time necessary to perform a certain 
task is the sum of the times of the elementary actions (pressing a button, moving the 
mouse cursor to a certain place at the screen, clicking on a link, etc.) required to finish 
the task. Different users will need different times for these elementary actions. But for 
a comparative analysis of screen designs it is sufficient to use a set of typical or aver-
age times for the elementary actions. These average times are typically determined in 
laboratory experiments [13, 15]. 

We describe in the following two GOMS models for mouse respectively keyboard 
navigation in web pages or web applications.  

2.2   A GOMS Model for Mouse Navigation 

Assume that the task of a user is to follow a link on a given page. If the user navigates 
using the mouse this task can be split into three sub-tasks: 

• locate the target link on the page, 
• move the mouse focus to the target link, 
• click on the target link. 

Let t1 be the time required to locate the target link, t2 be the time required to move the 
mouse to the target link, and t3 be the time to click on the target link. Thus, the total 
time to perform this task can be computed as  

t = t
1
 + t

2
 + t

3 
. (1) 

The time t3 consists in fact of two components. First, the time the user needs to decide 
if the link to which the mouse points is the correct target (cognitive decision time). 
Second, the manual time required to click on the target link. 
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A good estimate for t2 (1.1 seconds) is already published [13,15]. Estimates for t1 
and t3 will be given later in this paper. 

2.3   A GOMS Model for Keyboard Navigation 

Assume again that the task of a user is to execute a link on a given page. If the user 
navigates using the keyboard and if we assume that the target link is the n’th link in 
the TAB-chain the task can be split into the following subtasks: 

• locate the target link on the page, 
• press n-times the TAB key to place the cursor focus on the link, 
• follow the link by pressing the ENTER key. 

There exists already a good estimation for the time necessary to press a key on the 
keyboard (0.2 sec) [15]. But this time can not be used directly for a GOMS model of 
keyboard navigation. The reason is that the cognitive task of the user requires that he 
or she controls the current cursor position while pressing the TAB key repeatedly. 
Cognitively we can assume that the process which controls the cursor position inter-
feres with the process of pressing the TAB key. Thus, we can expect that the time 
required to press the TAB key is higher than the above mentioned estimate. In addi-
tion the user may loose the current cursor position completely and needs to find it 
again in the page.  

We assume in our GOMS model for keyboard navigation that the total time to 
complete the task is given by: 

t = t
1
 + n t

4
 + n p t

5 
+ t

6 
.  (2) 

Here t1 is again the time required to locate the target link, t4 is the time required to 
press the TAB key, p is the probability to loose the cursor focus during navigation, t5 
is the time required to locate the lost cursor focus again, and t6 is the time required to 
follow the link by pressing the ENTER key. 

Again we assume that t6 consists of two components. The first component is the 
cognitive decision time required to decide if the link is the correct target link. The 
second component is the time required to press the ENTER key. 

The described GOMS model concentrates on the keyboard interaction of sighted 
users with a web page or web application. This model is not fully adequate for the in-
teraction of blind users with such applications. For blind users we have to consider the 
fact that they can scan the page only linearly over their screen reader or Braille dis-
play. Thus, the process to locate the target link and to follow this link is different for 
such users. GOMS models to describe the interaction of blind users with web pages 
are described in [16]. 

3   A Study to Estimate the Model Parameters 

We performed a study to estimate the parameters of our GOMS models. The task of 
the participants was to navigate to a link on a web page using only the keyboard. The 
mouse was not available for the participants during the task. 
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3.1   Participants 

10 persons participated in the study. Their age ranged from 25 to 43 years. All par-
ticipants were experienced computer users. The participants were not paid for their 
participation in the study. 

3.2   Material 

To get reliable measures for the parameters it is necessary to use a wide variety of dif-
ferent web pages. Therefore, we picked 15 common German web pages for the study. 
This sample contained, for example, web shops, information pages of companies or 
public organizations, web pages of television channels, etc.  

For each page a target link for the navigation task was identified. The number of 
links on these pages varied between 38 and 200. The number of TAB presses neces-
sary to reach the target link varied between 14 and 119. 

3.3   Procedure 

Each participant was welcomed and placed in front of a monitor. The instruction for 
the participant was visible on the monitor in form of an HTML page. The participant 
was instructed to read this instruction carefully and to clarify open questions with the 
experimenter before he or she starts the experiment. 

The participant was instructed that he or she has the task to navigate in web pages 
using only the keyboard. Navigation over the TAB key respectively the key combina-
tion SHIFT + TAB was explained in detail. 

Each participant had to solve the navigation task for 10 of the selected web pages. 
The pages which are assigned to the participant and their sequence were determined 
randomly per participant. 

The instruction page contains in addition direct links to the pages used in the study. 
These links were embedded in a short text which named the target link on the test 
page. The participant could start the experiment directly from the instruction page by 
following the corresponding links. 

When the participant followed such a link, the corresponding web page was loaded 
and the participant could start to solve the navigation task for this page. Measurement 
was done in the background by a tool which was installed locally on the test computer. 
This tool captured all keyboard events of the participant and the corresponding system 
time. Thus, we are able to calculate the time necessary for each keyboard action by a 
difference of the captured system times between two successive keyboard actions. 

After the participant has clicked on the target link in a test page, he or she was in-
structed to close the browser window. The participant was then automatically 
redirected to the instruction page. The participant could then start the next page in the 
sequence again over a link in the instruction page. 

4   Results of the Study 

Each participant had to solve the navigation task for 10 of the selected web pages. The 
first two pages processed by a participant were considered as trial pages, which 
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should allow the participants to get familiar with the TAB navigation. These two 
pages are therefore not included in the analysis. The other 8 pages are used for an es-
timation of the parameters of the GOMS model. 

Since each of the 10 participants solved the navigation task for 8 different web 
pages (the 2 trial pages are excluded) we got 80 different observations. Five of these 
observations must be excluded from the analysis because of technical problems with 
the used web pages during the experiment. Thus, the estimation of the parameters for 
the GOMS model is based on 75 different observations. 

The participants were instructed to avoid pressing keys until they have located the 
target link on the page. Thus, the parameter t1 can simply be estimated as the average 
time difference between the loading of the page and the first press of the TAB key. 
Since the manual execution time for pressing the key is still included in this estima-
tion we additionally subtracted 0.2 seconds (usual estimation for the time required to 
press a key on the keyboard). 

The time t6 to execute a link over the keyboard can be estimated directly as the av-
erage time between the last press on the TAB key (which sets the focus on the target 
link) and the press on the ENTER key. Since the manual execution times to press a 
key on the keyboard and to press a mouse button are usually identical (0.2 seconds) 
[13, 15], we can use the estimate for t6 also as an estimate for t3. 

We calculated per participant all differences between the captured TAB events. 
These differences were ordered accordingly to their size and analysed using the Nali-
mov test. This statistical test is designed to detect outliers in the data. A value is 
called an outlier here, if the hypothesis that it belongs to the population can be re-
jected with a risk of error smaller than a defined probability  (we used  = 0.1 in our 
study). The detected outliers were identified as focus losses. Their average is thus the 
estimate for t5 and their frequency is the estimate for p. The average of all other times 
is the estimate for t4. 

We got the following estimates for the parameters: 

• t1: 9.6 sec. 
• t4: 0.27 sec. 
• t5: 2.61 sec. 
• t6: 1.13 sec. 
• p: 3.18% 

Focus losses occur relatively seldom (in only 3.18% of the cases). But if we calculate 
their influence on the task completion time we see that they are responsible for 
20.71% of the total time subjects needed to solve the navigation task. 

In addition the most time consuming part of the navigation task is the initial loca-
tion of the target. This accounts for 33.87% of the total time subjects needed to solve 
the navigation task. 

Please note that the calculated times for the parameters of the GOMS model are 
valid for non-disabled highly trained computer users. Since disabled users who are not 
able to use a mouse will be much slower in hitting a key their disadvantage in per-
formance compared to non-handicapped users can be in fact much higher (some au-
thors estimate that the average time a disabled user needs to press a key is higher than 
0.6 seconds [17]). 
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5   Conclusions 

We presented GOMS models for mouse and keyboard navigation in web pages and 
web applications. These models can be used to compare different ways to operate a 
web page or web application. Especially they allow comparing keyboard navigation 
with mouse navigation. Such a comparison enables us to decide if the amount of key-
board support for a web page or web application is sufficient or if the disadvantage 
for keyboard users is unacceptable. 

Assume, for example, that we have a web page with 100 links which has not im-
plemented any shortcuts or access keys. Thus, keyboard navigation must be done 
solely over the TAB chain. Assume in addition that users of this web page select all 
links with the same probability. Accordingly to our GOMS model for mouse naviga-
tion the average time to detect and follow a link on this page using the mouse will be 
11.83 seconds. According to our GOMS model for keyboard navigation the time re-
quired for this navigation task using the keyboard is 28.56 seconds. If we want to 
achieve that the performance of keyboard navigation should not exceed two times the 
performance of mouse navigation we can conclude that we must implement additional 
keyboard support for this page (see, for example, [3] for a description of different 
methods to enhance keyboard support in web pages). 
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Abstract. Making tourism accessible means to make tourism enjoyable for eve-
ryone, whether the tourist is a young or an old tourist, a wheelchair user, a visu-
ally or hearing impaired person, a mother with a baby carriage, a single parent 
family, a traveler with heavy bulky baggage or someone recovering from an ac-
cident or an illness. The accessibility itself refers to the physical accessibility of 
the infrastructure, facilities and services at the holiday location as well as to the 
accessibility and availability of information regarding on-site accessibility. Ad-
dressing accessible tourism, the tourism industry can gain an economic advan-
tage and an added value for tourism destinations, which attract the expanded 
market of all tourists. 

1   Introduction to the Special Thematic Session on Accessible 
Tourism 

The philosophy of Tourism for All (Accessible Tourism) is based on the concept of 
Design for All. The idea behind is to design products, services and the entire envi-
ronment in a way that the broadest group of users is enabled to make use of it equally. 
Often Design for All is misunderstood to be a “Design for people with disabilities”. 
But the important aspect of design for all is to become part of the mainstream design 
practice, rather than design for a niche market of “the disabled” [1]. With respect to 
the tourism industry Design for All means: “Everyone, regardless of whether they 
have any disabilities – should be able to travel to the country, within the country and 
to whatever place, attraction or event they should wish to visit” [2]. 

But the reality shows the difference, tourists with disabilities are regularly 
confronted with physical, economic, social and attitudinal barriers when traveling. 
Physical barriers include inaccessible accommodations, restaurants, sights, visitor 
attractions and inadequate transport as well as inaccessible Web-based information 
and lack of adequate or appropriate assistance [3]. As scientific studies have shown 
[2] people with disabilities have the same motivation and a similar desire for traveling 
as everyone else. They retire from traveling only because of barriers, missing offers or 
missing information on accessibility features. 

“Nearly half of all handicapped people would travel more frequently,  
if there were more barrier-free offers. And about 40 percent have already renounced 

a travel because adequate offers were missing”  
(Max Stich, ADAC vice-president for tourism, 2003). 
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The motivation for accessible tourism does not only rely on ethical and social con-
siderations alone. The demographic change in the society will have a huge impact on 
the tourism industry and is therefore a significant argument to support accessible 
tourism. Elderly people often hit similar barriers and have requirements correspond-
ing to people with disabilities. The market for disabled and elderly visitors has been 
dubbed the last major untapped market for tourism [4]. Good accessibility of tourism 
objects and services is not only from interest for people with disabilities, it makes 
tourism in general better accessible for a wide range of the population. The creation 
and the design of an accessible, spacious and comfortable environment should be 
regarded as a sign of quality, which will make journeys and holidays more convenient 
and pleasant not only for people with disabilities and elderly people. An accessible 
destination will fulfill tourists’ wishes like comfort, time-economy and reduction of 
stress [5]. For instance a cable-car that can be entered stepless is a requirement of use 
for about 10% of the population. For approximately 30 – 40% a stepless access sim-
plifies the use and for 100% of the population it is an argument of comfort. A higher 
number of accessible facilities and services make traveling easier and increase the 
comfort factor when enjoying holidays [2]. Thus raising the level of satisfaction 
among all tourists. 

Even if the tourism industry recognizes the market potential, they will not establish 
full accessibility by themselves. This can only be reached if there is an according 
body of laws and policies. Increasingly there is a growing body of national laws and 
policies, like the Americans with Disability Act (ADA) [6], the Disability Discrimina-
tion Act in the UK (DDA) [7] or the eEurope action plan [8] that has caused European 
regulations regarding eAccessibility. With such legal and regulatory activities acces-
sibility can be established as a civil right of all citizens. 

Due to their disability, people with disabilities have special needs regarding holi-
days, which mainly correspond to the accessibility of transportation, accommodation, 
sights, infrastructure, tourism services, etc. Beside such physical accessibility re-
quirements, the information on accessible features presented on accessible informa-
tion material is another important key criterion. The strategic planning of travels does 
not start at the holiday location, information on accessibility influence the whole 
booking and decision making process [9]. Missing accessibility information or inac-
cessible information is often the cause why products or services do not attract tourists 
with disabilities and their considerable market potential remains untapped. 

Offering accessibility information of a certain hotel, city or region can make tour-
ism products more attractive for customers with disabilities and older people [9]. To 
establish an “accessible destination”, the tourism industry has to concentrate on im-
provements in the following areas [2]: 

• Awareness for and knowledge about problem situations that may arise on location 
for any customer, be they disabled or able-bodied. 

• The distribution of reliable basic information on the accessibility (including its 
restrictions) of a destination that any guest may encounter. The spreading of such 
accessibility information has to be done in an accessible way like accessible tour-
ism Web-sites. 

• Ensuring guests’ ability to experience the main attractions and facilities, and safe-
guarding the accessibility the entire tourism service chain, with a focus on 
facilities’ functionality and ease of use. 
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Ideally every tourism business serious about creating an accessible environment for 
guests should audit their premises and present this information to their customers (e.g. 
on their accessible tourism website). Such an audit should be a first step to address 
accessible tourism. Furthermore it will help to identify areas of improvement and to 
set-up an action plan for accessible tourism within the business plan of the tourism 
service provider. 

In reality, the tourism industry is still far away from offering accessible tourism to 
enable all tourists to enjoy equitable holidays. But there is a positive trend that acces-
sible tourism is going to reach a far higher significance in the tourism industry. First 
tourism enterprises have already identified the sustainable economic chance to ad-
dress accessible tourism as a criterion for quality and a competitive advantage. In-
vestments in accessible tourism are worthwhile, because they make traveling easier 
and more enjoyable and lead to a higher convenience, comfort and quality for all 
tourists. 

The Special Thematic Session “Accessible Tourism” is organized to provide a fo-
rum for the discussion of major issues related to accessible tourism for people with 
disabilities, to identify existing barriers as well as technologies, strategies and ap-
proaches to implement and promote accessible tourism. 
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Abstract. Barrier-free tourism as an enormous market potential affects the 
whole tourism chain covering all tourism objects from arrival, accommodations, 
restaurants, activities on holiday resorts up to the departure process. In order to 
offer barrier-free tourism, two kinds of accessibility have to be considered. 
Tourism accessibility extends common tourism object especially with informa-
tion concerning the requirements of disabled people. Web accessibility is re-
sponsible for the presentation of tourism accessibility in a transparent and 
accessible way. This paper introduces an Accessibility Add-on Box as extension 
for existing tourism information systems which supports both providers of tour-
ism objects in adding extra accessibility information to tourism objects as well 
as tourists with disabilities in retrieving required accessibility information. 

Keywords: Tourism information systems (TIS), accessibility, elderly/disabled 
people, barrier-free tourism, eTourism. 

1   Introduction 

People with disabilities often suffer from a lack of information concerning several 
fields. Among these fields we discover for example technical gimmicks, public traffic 
and in the context of this paper: tourism. Tourists with disabilities require information 
concerning the locality where they are willing to spend their money and they need this 
information before being in place. The World Wide Web as a virtual reality offers the 
great opportunity to discover a desired location even by multimedia from a safety and 
well-known home environment supported by assistive technology. 

In addition the accessibility information concerning tourism objects in a tourism 
information system has to be presented in an accessible way. This results in a distinc-
tion between tourism accessibility and web accessibility. The requirements of both 
tourism and web accessibility strongly depend on the user’s kind of disability. 

Tourism accessibility not only covers information about the tourism object itself. 
Furthermore, the complete tourism chain starting with information retrieval, reserva-
tion and arrival up to events at holiday resorts has to be accessible. In this paper 
accessibility operationally is defined as follows: a tourism object or a web site is ac-
cessible, when people with disabilities can use them almost as efficiently as people 
without disabilities can do [7]. 
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The decision whether a tourism objectis accessible for a specific person or not has to 
be estimated by the person (tourist) itself and not by the provider. Tourism industry has 
to provide appropriate information in order to give the full decision potential to the users. 

The aim of the presented accessibility box is twofold: first, it extends an existing 
tourism information system (TIS) with metadata information containing accessibility 
information concerning tourism objects, and second, it makes this information acces-
sible within a TIS client application. 

This paper is organized as follows: Section 2 gives a brief overview of related 
work in the fields of tourism and web accessibility. Both tourism and web accessibil-
ity in the context of the presented AccessibilityBox are introduced in Section 3. The 
overall concept and implementation of the AccessibilityBox add-on software enabling 
barrier-free tourism information systems is discussed in Section 4. Finally, Section 5 
concludes the paper and provides perspectives for further research. 

2   Related Work 

Nowadays, an increasing number of web sites offer users the opportunity to adjust or 
to modify the presentation of the visited page. This covers, for example, the contrast 
between background and fonts, the font face, the font size, etc [6]. Other web sites 
prompt the user to choose between a regular edition of presentation or an accessible 
one - often the so-called "text only" version. 

Such approaches often focus on a certain group of user with disabilities and there-
fore suffer from a lack of flexibility and respect against other user groups. In addition 
settings affecting the presentation of the complete web site often have to be decided 
on the very first starting page and these settings can only be modified by returning to 
this start page often resulting in a loss of information (the actual search result or set-
tings concerning the main functionality of a web application). Even the loss of the 
contents of a shopping card can be a consequence of modified user settings if this 
modification results in session invalidation (a new log in). During practical work the 
modification of previously taken settings is frequently required, e.g. changing the 
contrast of a picture or the font size. 

Contrarily to the approach of letting the user customize parts of the design patterns 
other web sites provide accessibility information in tourism context for a selected 
group of users (for example wheelchair users). Several online hotel guides provide the 
tourism objects with quality standards like "seniors", "children" or "wheelchair users" 
[11]. Often the checklists resulting in such a quality standard are invisible for the user 
and therefore not transparent. Web accessibility and usability are no main objectives 
of such tourism information systems and therefore these systems often are difficult to 
use and navigate for people with disabilities [4]. Furthermore tourism accessibility in-
formation often is cut down to attributes like "near downtown" [4]. 

DEHOGA - barrier free tourism and restaurants - developed quality standards for 
accommodations and restaurants in Germany for different user groups [3]. Addition-
ally, checklists contain at least 10 issues for each user group, which support tourism 
offer providers. 

Key concepts of the AVANTI project [8] in tourism context focus on adaptability 
and adaptivity both at the user interface and the content level. In order to provide the 
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information required by users with disabilities and elderly users, the AVANTI 
browser retrieves and integrates tourism data from heterogeneous multimedia and 
none-multimedia databases. Beyond the opportunity to fade in tourism information 
relevant for users with disabilities, no means for an additional specification of the re-
quired tourism accessibility information are offered. 

The user groups supported by DEHOGA [3] mainly differ from the potential user 
categories developed by ICF (International Classification of Functioning, Disability 
and Health) [12] and both user sets do not come in line with the potential user groups 
developed by W3C (World Wide Web Consortium). The WCAG1.0 (Web Content 
Accessibility Guidelines 1.0) [10] developed by the WAI (Web Access Initiative) 
proposes a user matrix with relevant checkpoints for different user groups and scenar-
ios how people with disabilities use the web [9]. 

All approaches of formally evaluating a document in order to guaranty accessibility 
suffer from the fact that accessibility is not specified in the formal document structure 
but in the user’s experience while browsing a web site or using the functionality of a 
web application [7]. It is possible to produce Web resources that conform to WCAG 
1.0's Priority 1 checkpoints and comply with Section 508's standards for Web accessi-
bility but still do not make sense to people with disabilities [7]. 

The Inclusive Learning Exchange (TILE) [2] demonstrates the potential benefits of 
personalization for people with disabilities. Multimedia data stored in a repository are 
presented to the users according to their preferences and transformations (e. g. font 
face, size, colour and a toolbar). ATutor [1] is a working Learning Content Manage-
ment System (LCMS) sharing data with TILE and keeping accessibility and adaptivity 
in mind. Both systems are supported by an authoring tool to manage the multimedia 
information and e.g. to identify alternative resources for a certain presentation. 

MultiReader [5] encounters the "lost in hyperspace" phenomenon in focusing on 
navigation and orientation in large multimedia documents (e. g. the WWW). To 
achieve these goals, MultiReader implements a non-visual, a visual-only and a multi-
modal user interface (covering all kinds of print disabilities) with possibilities to indi-
vidualize these interfaces. 

A very first initial stage of solutions for an AccessibilityBox where the user selects 
a fixed and predefined profile (for example "deaf user") and therefore only tourism 
objects accessible for deaf users are included in the result sets can not fulfill the de-
mands concerning flexibility, self-determination and individuality. Even single user 
groups are characterized by different requirements for tourism accessibility as well as 
web accessibility. Furthermore, there a two other important aspects: web accessibility 
guidelines have to be implemented independently from a selected profile and people 
with multiple disabilities are unable to choose a fixed profile. 

These considerations and difficulties in existing web applications leaded to the 
general idea of the presented accessibility box. 

3   Accessibility for Tourism Information Systems 

In the context of web applications supporting barrier free tourism two types of acces-
sibility have to be distinguished: tourism accessibility and web accessibility which 
both affect certain kinds of users with disabilities and their different requirements. 
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Based on the quality standards of barrier free tourism and restaurants (DEHOGA) 
[3] the present application distinguishes three user categories: visually impaired and 
blind users, hearing impaired and deaf users and finally going impaired people and 
wheelchair users. This distinction is of theoretically nature only, because a certain 
user is free to check any accessibility attribute of any user group. This fact is impor-
tant to meet the requirements of free self-determination and to support users with mul-
tiple disabilities. 

3.1   Tourism Accessibility 

An AccessibilityBox should implement at least tourism accessibility attributes of the 
modules mentioned in the tourism chain above. With these few modules on the one 
hand a user can simply plan accessible holidays, on the other hand a tourism provider 
has the means to offer accessible holyday packages. Furthermore the model can easily 
be extended for example by city areas like downtown, airport, rail station etc. cover-
ing certain accommodations, restaurants and of course accessibility attributes of city 
areas like public wheelchair toilets or guiding systems for blind people. 

3.2   Examples of Tourism Object Accessibility Attributes 

The attributes of tourism objects are no disjunctive subsets of the complete set of ac-
cessibility attributes. For example, a restaurant excludes attributes from accommoda-
tions and adds new attributes to that subset.  

Accessibility attributes of accommodations and restaurants are for example: a high 
contrast and bright illumination, an accessible online bill of fare, an inductive system, 
the opportunity of table reservation by mail or fax, handicapped parking lots, desks 
navigable with wheelchairs, etc. 

3.3   Presentation of Tourism Objects 

The description of a tourism object covers the following information types: 

• A video file, an audio description, an image and a describing text in any language 
supported (file size and extension restricted to default settings). 

• A detailed geographic location of the tourism objects, e.g. Germany/Hesse/ Frank-
furt/Neu-Isenburg - Frankfurt/Rhein-Main, whereas the appendix Frankfurt/Rain/ 
Main is the region. 

• Links (and mail-to links) to the provider's homepage, to the city's homepage and to 
the tourism object's homepage. Furthermore, a link to Google, which specifies a 
corresponding query string including the selected language. 

3.4   Web Accessibility 

The WCAG1.0 [10] published by the W3C consists of 14 guidelines and 65 checkpoints. 
The importance of a checkpoint is expressed as its priority (level A to triple A) [10]. The 
US Section 508 is mainly based on the WCAG1.0 checkpoints with priority A [6,7]. 

These static checkpoints are relevant for any kind of user for any web site or appli-
cation and thus are followed throughout the AccessibilityBox as far as appropriate. 
The set of users in the present application includes visitors of the tourism web site as 
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well as tourism providers using the extranet that also can be a person with disabilities. 
In addition to these static guidelines the user has the opportunity to dynamically mod-
ify the contents and the layout of the presentation by using the toolbar of the Accessi-
bilityBox as follows: 

• In the user interface access keys are defined for push buttons. The access keys can 
be turned off to avoid conflicts with (1) opening the menu bar of the user's favorite 
browser and (2) shortcuts of the user's assistive device. 

• Users can change the language of the application at any time and in any use case. 
To demonstrate multilingual use of the AccessibilityBox the present implementa-
tion supports English, German and traditional Chinese. Today's screenreaders used 
by blind people are able to automatically switch the language of the included 
speech synthesizer if the user changes the language of the AccessibilityBox.  

• Images can easily be zoomed and faded away. Additionally, users have the possi-
bility to invert the screen in order to modify the contrast of the site. 

• To support visual impaired people, the used font family and the font size can be 
changed at any time of application runtime. 

4   Accessibility Add-on Box Implementation 

The overall idea and intention of the present AccessibilityBox software is the presen-
tation of accessibility information in tourism context for all user groups and addition-
ally offering means for adapting the presentation of this accessibility information 
whenever required or desired by a so called toolbar. 

The introduced AccessibilityBox acts as extension of an existing tourism informa-
tion system: the implementation, data structures and used techniques are aiming at a 
minimal adaptation as well as maintenance effort for the existing TIS. For example, 
the initialization of additional data corresponding with the tourism objects of the TIS, 
which is required by the AccessibilityBox, is done automatically during runtime. 
Typical use cases of the AccessibilityBox are as follows: 

• Provider design the accessible presentation of tourism objects 
• Users register to the AccessibilityBox and manage their profile 
• Registered users as well as anonymous users browse and query the TIS database. 

Tourism providers are allowed to add accessibility information (accessibility attrib-
utes) to their tourism objects in the extranet of the web application while users them-
selves establish their personal profile by checking which accessibility attributes they 
require. 

Both, anonymous users without specified tourism accessibility attributes as well as 
registered users with such specifications in their profile are supported in browsing or 
querying the database required for tourism information. The presentation of the query 
results should be as flexible as possible. The AccessibilityBox therefore allows a user 
to minimize the font size on a certain page displaying a single query result and at 
the same time to zoom the provided image and to invert the screen. Even at this point 
the language of the entire web application including its user interface, any text and 
ALT-text attributes as well as the multimedia presentations can be changed easily. 
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Furthermore and very important for users with multiple disabilities, detailed information 
concerning a tourism object, its accessibility and its provider can be faded in easily. 

4.1   The ExtraNet - Adding Accessibility 

After a successful extranet login in the first step a tourism provider will find a table 
showing a list of tourism objects that are offered by the tourism company. Each row 
of this table corresponds to one tourism object showing the status of the multimedia 
files already uploaded. 

This table of tourism objects covers the entire information according to the lan-
guage selected in the toolbar. Changing the language on this site not only has an 
impact on the language of the user interface but also on the data displayed in the ta-
ble: the table dynamically provides the status of the multimedia files according to the 
selected language in the toolbar. Features like selecting the amount of rows to be dis-
played on a single page and restricting or expanding the categories of tourism objects 
to be displayed are available on this page. Dynamically generated links allow the 
navigation through the result pages. 

By selecting a certain tourism object the tourism provider enters the upload and 
working area where the presentation of a tourism object can be designed. Above this 
upload and working area the presentation area shows exactly the same presentation of 
the selected tourism object that a visitor of the web site will see. Changes made in the 
upload and working area immediately influence the presentation area. The tourism 
provider has the opportunity to upload video and audio files with the accepted exten-
sion and limited file size. A link text for an uploaded file is mandatory. Analogous, 
images can be uploaded; the attributes of the images like width, height and ALT can 
be modified at any time including a textual description for a tourism object. 

Changing the language on this extranet site affects both the user interface and the 
tourism object's presentation: the provider designs the presentation of the tourism ob-
ject according to the selected language. 

Furthermore the accessibility attributes of the selected tourism object are checked 
or unchecked which is directly visible in the user interface. 

4.2   Using the AccessibilityBox 

Visitors of the tourism web site can take advantage of the functionality in the role of 
anonymous and registered users. The functionality of both anonymous and registered 
users is exactly the same with the exception that only tourism objects corresponding  
to the registered user’s settings are included in any result set. A registered user  
specifies exactly the same set of tourism attributes and toolbar settings as mentioned in 
Section 3 and these settings can be modified by the user at any time in a so called 
“MyBox”. 

A user will be recognized in the case of a further page visit, if cookies are allowed 
on his/her browser and therefore tourism objects will be selected according to the user 
settings. For any modification of tourism accessibility settings a login by the user is 
mandatory. Independent of the toolbar settings stored in the user’s profile the current 
screen settings will be recovered at a further visit if cookies are activated on the user’s 
device. 
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The tourism objects contained in the database can be browsed by category, e.g. ac-
commodation or restaurant (an implicit abstract level covering all categories is also 
available). Furthermore, a user can search the whole database for keywords. Then the 
query includes all attributes of the tourism objects as listed in Section 3.3. In order to 
improve the usability and convenience a user can specify the number of items to be 
displayed on a single result page showing a list of tourism objects as well as the cate-
gory of tourism objects to be displayed. 

4.3   Accessibility Add-on Box Implementation 

Implementation principles and data structures aim at flexibility and a minimum of 
maintenance effort in introducing new tourism categories, introducing further lan-
guages and adding new attributes to existing categories. Accessibility attributes do not 
act as attributes of a tourism object but are stored in a separate table and therefore can 
be maintained regardless any queries. 

Table 1. Tourism accessibility attributes 

Tourism_object Accessibility_attribute Value 
43001 Illumination 0 
43001 Online bill of fare 1 

The association of accessibility attributes and tourism category is enclosed in the 
object structure and occurs at runtime whereat accessibility attributes are stored in a 
dynamic data structure and thus they do not affect any method interface. 

This information mapped to XML, stored in Java Beans and formatted with XSLT 
enables a dynamic generation of forms to retrieve tourism object's accessibility attrib-
utes on the one hand and tourism accessibility attributes specified by the user on the 
other hand. 

To exclude a tourism object queries search for a single accessibility attribute speci-
fied in the user's profile but not checked in the tourism object's specification. There-
fore tourism objects, which are already inserted in the TIS database but not yet 
adapted by the tourism provider in the extranet immediately, appear in the user's re-
sult set. This flexibility is achieved because there simply is no accessibility attribute 
to be compared with accessibility attributes specified in the user's profile and 
consequently the result set is not cut down. 

5   Conclusions and Future Work 

This paper introduces the intelligent Accessibility Add-on software, which extends 
existing tourism Information systems: tourism providers add accessibility attributes 
to their tourism objects and design the accessible presentation of these objects 
(multimedia). Users of the AccessibilityBox retrieve accessibility information re-
quired in an accessible way and organize the overall presentation according to their 
individual needs in a so-called toolbar. 

Future work has to focus on testing the acceptance of the AccessibilityBox soft-
ware among users with different disabilities. In addition, a universal model of acces-
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sibility attributes outside the tourism context based on the resource description 
framework (RDF) standard will be developed. Such a universal model could 
significantly extend the application scenarios. For example, a technical gimmicks 
provider who uses an Internet portal for offering products obtains the means to add 
corresponding accessibility information (e. g., accessible instruction manuals, usabil-
ity information, etc.) to the items offered. 
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Abstract. The paper describes the specification of content requirements for a 
new mobile tourist information service for people with functional limitations. 
The theoretical background for the specification of content requirements is 
based on action and activity theory. The framework enables the division of 
complex activities into smaller functional units in order to analyse the informa-
tion needs of user groups with different types of functional limitations. The ap-
proach provides results in the form of information elements and attributes 
which can be easily translated into a machine-readable language.  

1   Introduction 

The transdisciplinary project ASK-IT is developing an ambient intelligence system 
that provides assistive tourism and leisure-related information to people with func-
tional limitations.1 Users of the system can ask, at any time of day, for information 
about transportation, hotels, venues or events with a mobile phone or a PDA-like 
device. Service users will receive tourism and leisure-related accessibility information 
tailored to their personal user profile. This paper describes the route from an activity-
centred specification of service content requirements to the translation of the identi-
fied requirements into a machine-readable format. 

People with functional limitations face constraints and barriers in all stages of tour-
istic or leisure-related trips [1]. Useful and timely information about mobility barriers 
and suitable touristic offerings to overcome them could reduce these problems. The 
                                                           
1  ASK-IT: Ambient intelligence system of agents for knowledge based and integrated services 

for mobility impaired users. Integrated project co-funded by the Information Society Tech-
nologies programme of the European Commission. Project number IST 511298; duration 
2004 – 2008). 
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information needs for every goal-directed action depend generally on the complex 
interaction between, on the one hand, the individual (physical abilities, psychophysi-
ological capacities, cognitive resources etc.) and, on the other hand, relevant factors 
of the environment (objects in a scene, available tools, implicit and explicit context 
rules etc.). Riva suggested accordingly to focus on relevant user activities when ana-
lysing requirements for ambient intelligence environments [2]. The psychological 
frameworks action and activity theory are approaches to conceptualize goal-directed 
human behaviour. Action theory enables the division of complex actions into smaller 
behavioural units [3]. Activity theory stresses, moreover, the social context of human 
behaviour [4].  

2   Theoretical Framework for the Specification of Requirements  

The three building blocks of the theoretical background for the specification of con-
tent requirements for the new service are the definition of user groups together with 
the elaboration and implementation of relevant action and activity theory principles.  

The user groups are classified on the basis of functional limitations. For instance, 
whether a person is unable to use the upper limb is very important for the require-
ments analysis, but whether the functional limitation is caused by an injury or a rheu-
matic disposition is, for this analysis, of minor importance. ICF codes that take into 
consideration the interaction between health conditions and contextual factors hence 
provide an adequate basis for the definition of user groups that has been proven to be 
appropriate in previous projects [5, 6]. User groups were defined accordingly in two 
stages: first a main group classification, and second a nested sub group classification of 
different levels of severity. In this way, diversification of user groups is guaranteed, 
while the option to cluster sub-user groups in a sensible way for reasons of parsimony 
is still available. The one exception is the wheelchair user group which is classified as 
a separate main user group, because their functional requirements differ considerably  
from other users with lower limb limitations. The resulting user group classification 
has the following main groups: (1) lower limb impairment, (2) wheelchair users, (3) 
upper limb impairment, (4) upper body impairment, (5) physiological impairment, (6) 
psychological impairment, (7) cognitive impairment, (8) vision impairment, (9) hear-
ing impairment, (10) communication production/receiving impairment. 

Action theory provides a general framework for human behaviour in working envi-
ronments, which can be applied to any type of goal-directed human behaviour [2]. 
The flow of actions and operations to achieve a goal is organized by higher levels of 
action regulation. The action process as a whole is hence organized by hierachical-
sequential action patterns. Subordinate actions and operations are controlled by per-
sonal goals and sub-goals. Fig.1 (next page) shows, as an example for a hierarchical-
sequential action process, the flow of actions and operations of a person arriving by 
car at a hotel. 

Decomposing complex goal-directed actions in this manner enables, with sufficient 
detail, to identify specific support needs of users with different types of functional 
limitations. E.g. a person with lower limb impairments would need mainly informa-
tion about the way from the car park to the hotel, while a wheelchair driver would 
need, in addition, information about the type of doors to the hotel lobby.  
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Fig. 1. Example of a hierarchical-sequential action process: A person traveling by car arrives at 
a hotel 

A shortcoming of action theory is the neglect of the social context and the artefacts 
in different environments. Activity theory allows describing the so-called “minimal 
meaningful context” into which an action is embedded. The most important elements 
of the context are the object(ive) of the activity, the subjects involved, the available 
tools and the division of labour, the set of rules under which the action takes place, 
and the community in which the subject takes part (Figure 2; [7,3]). 

 

Fig. 2.  Representation of an activity as described by [3] 

The object of the activity is the element that participants manipulate and transform, 
and which turns into an outcome (goal). E.g., when the object(ive) is to check-in at a 
hotel the desired outcome is to acquire the room key. Important issue in activity the-
ory is that the transformation process itself, and hence the role of each element in the 
minimal meaningful context, should be analysed. The context-based representation of 
the interaction between users and the environment, with a succession of activities and 
a hierarchy of actions and operations, allows the structured definition of content re-
quirements as needed for the new mobile tourist information service. 



 Development of a Mobile Tourist Information System 309 

 

3   Implementation of the Theoretical Framework  

The aim of the new mobile tourist information service is to provide assistance at two 
levels: During action/activity planning (e.g. which hotel to choose), and during the 
execution of plans (e.g. operations to get from the car park to the entrance). Trip 
planning comprises activities of getting motivated, finding information and making 
pre-arrangements [see e.g. 9]. When executing the plans during the trip the following 
general activities need to be considered: Getting to points of interests, getting into the 
facility, using the facility, using the services and getting out in an emergency. General 
actions are common for all facilities, whereas specific actions are optionally applied 
depending on the type of facility and the offered service. Information requirements 
common for all facilities include, among others, general actions like arriving by pub-
lic transport or car, parking, walking/wheeling along outdoor routes to the entrance 
and moving from one room to another. In addition, general tourist information on 
various points of interests and services is needed. Information on available services 
essential to people with functional limitations (first aid, medical services, assistance 
services, ICT services etc.) is also required. 

Specific actions such as sleeping (accommodation), eating (restaurant, café), shop-
ping (shop), taking part in an event (spectator's stand), visiting an exhibition and mak-
ing sports (swimming pool, beach, walking trails) etc. are related to further specific 
accessibility information requirements.  
Relevant requirements were specified in a matrix for each user group. Table 1 pre-
sents an extract of the matrix for user group 2 (wheelchair users).  

Table 1. An extract of the tourism and leisure matrix for wheelchair users 

1. 
Activity 

2. 
Action 

3. 
Attribute 

4. 
ValueType 

5. 
ValueLimit 

Stairs Boolean 
yes/no  

Thresholds Boolean 
yes/no  

Height of 
thresholds 

mm 
integer number 

maximum 
20 mm 

Width of doors mm 
integer number 

minimum 
850 mm 

Facilities: 
Getting in 

Accessing 
entrance 

Ramp Boolean 
yes/no 

yes, if stairs 

The matrix structure was developed in three steps: 

1. Identification of activities and distinction of actions: Activities relevant for tourism 
and leisure in both stages were identified, and broken down into actions in the sense 
of action theory (columns 1 and 2). For instance, if an objective of a person travelling 
by car is to check-in at a hotel, the actions of parking the car, getting from the car 
park to the entrance, accessing the entrance, and checking-in at the reception need to 
be performed.  
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2. Definition of a set of attributes: Activity theories’ minimal meaningful context 
conception was applied as a framework for the definition of information requirements 
by user groups. The attributes describe in a structured way the environmental factors, 
which make / do not make accessible operations possible. To each action a set of user 
group specific attributes can be mapped (column 3). Environmental attributes cover 
characteristics of the built environment (e.g. type of door), tools (e.g. availability of 
assistive devices) and community related aspects (e.g. if help is available by staff).      
3. Specification of details of attributes: Attribute types, attribute values and value 
limits based on accessibility guidelines were specified for each user group (columns 4 
and 5). Attributes of Boolean type (e.g. a yes/no answer to the question if a ramp is 
available) or numeric attributes (e.g. a gradient measurement) were favored. User 
group specific limit values reflect average requirements of a specific user group [e.g. 
8]. In the development of the new mobile tourist information service, these limit val-
ues can be utilised for the creation of user group specific profiles.  

4   Content Modeling Procedure 

The goal of the content modeling procedure is to provide a formal description of user 
information needs in a computer understandable and interoperable format. The appli-
cation of the theoretical framework resulted in content requirements presented in table 
format (see Table 1). These information requirements are the basis for the content 
modeling procedure. The outcome of the modeling procedure is a set of computer-
interpretable models that represent the user information needs. These models describe 
the pieces of information that should be exchanged between the user and different 
data sources or heterogeneous applications. By imposing a set of constraints on data, a 
common delivery format is dictated. Thus, when a user with a functional limitation 
requests a new service, the common data format, which acts as an information filter-
ing facility, guarantees that the user gets access only to valid data values. XML was 
chosen for representing models, because it is by far the most supported content repre-
sentation language today. An XML-schema is a definition of the structure of an XML 
document. Given an XML document and a schema, a schema processor can check for 
validity, i.e. that the document conforms to the schema requirements.  

Table 2. Division of information elements into attributes and their description 

Information Element Attributes Explanation 
- Station Id A unique identifier 
- Accessible Place A list of accessible places attached to 

the bus station 
- Entrance The point of entrance to the bus station 
- Schedule The schedule of itineraries of the bus 

station  
- Address The postal address 
- Working Hours The opening hours of the bus station 

Bus station 

- Buses A list of elements of type Bus 
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The procedure for moving from the content requirement matrices to the XML 
schemes involves the transformation of the matrices into a tree structure, consistent 
with the notation of an XML schema. Each concept related to a specific user informa-
tion need is encoded as an information element composed of several attributes, related 
to values of information that the user desires to know in order to be able to participate 
in tourism-related activities. In Table 2 (previous page), an example of one informa-
tion element and its attributes is shown.  

The next step is to create the corresponding XML-Schema document. The latter is 
actually a representation of a collection of elements as the one described in Table 2. A 
graphical representation of an arbitrary information element comprised of three at-
tributes, is illustrated in Figure 3. This tree-like graphical representation is provided 
by the XMLSpy authoring tool, which supports automatic generation of XML code by 
knowledge engineers, without requiring a deep knowledge of XML. The correspond-
ing XML-Schema document that describes the element of Fig. 3 is given in the code 
segment of Fig. 4. The author creates the tree, which is illustrated in Figure 3 using a 
set of an appropriate graphical user interface, while the authoring tool automatically 
generates the code shown in Figure 4.  

 

Fig. 3. A XMLSpy-generated graphical representation of an element with three nested elements 
as attributes 

<xs:element name="element_name"> 
  <xs:complexType> 
    <xs:sequence> 
      <xs:element name="attribute1"/> 
      <xs:element name="attribute2"/> 
      <xs:element name="attribute3"/> 
    </xs:sequence> 
  </xs:complexType> 

</xs:element> 

Fig. 4. An element with attributes in XML-Schema 

In the example shown in Table 4 each element is specified by the xs:element iden-
tifier. Since the element ‘element_name’ consists of three elements (i.e. more than 
one other element), it is a complex data type. This is specified by the identifier 
xs:complexType. The xs:sequence literal represents an ordered collection of elements 
that describe the list of three attributes that constitute the ‘element_name’ in Fig. 4. 
Primitive XML data types can also be encoded in any schema in order to describe 
simple data values of the various structural elements. For example, in order to 
represent temperature in Celsius degrees, the xs:decimal type, which is suitable for 
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representing decimal numbers, would be used. The application of the transformation 
of the content requirements into the XML tree-like structures will eventually result in 
tree representations as the one shown in Figure 5. It illustrates how a specific element 
(i.e. a bus station, see Table 2), which is composed of a list of other nested attributes 
(entrance, schedule etc.), may form the basis for the definition of a new custom com-
plex data type. 

 

Fig. 5. XMLSpy-generated graphical representation of the BusStation element 

5   Discussion and Conclusions 

The above described content definition and modeling procedure has been successfully 
applied in the framework of the ASK-IT project. The matrix structure based on action 
and activity theory principles facilitated the systematic and extensive content re-
quirements specification. Comprehensive content requirement matrices were pro-
duced. The tables include user group specific attributes for all identified actions and 
activities. A difficulty was the wide variety of relevant tourism and leisure-related 
activities, and hence the huge quantity of information needs related to their perform-
ance by people with various types of functional limitations. One of the main chal-
lenges was thus to keep the list of information needs and attributes manageable. For 
this purpose, essential actions common for all facilities and specific optional actions 
depending on type of facility and offered services were distinguished. The extensive 
lists of content requirements were, furthermore, evaluated and prioritised by represen-
tatives of the different user groups. Only those attributes with high priority for the 
user group in question were translated into XML schemes. 
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Morganti and Riva emphasised recently that the focus of Ambient Intelligence for 
rehabilitation should be the support of the users’ activities and interactions with the 
environment [12, p. 285]. The integration of action and activity theory principles has 
indeed proven to be a suitable theoretical framework for the specification of content 
requirements for an ambient intelligence-based tourist information service for users 
with functional limitations. The content requirements matrices provide, for each user 
group, a structured representation of information elements in the form of classes with 
attributes and limit values. This approach facilitates the subsequent creation of XML 
schemes, because the input for the content modeling procedure is immediately avail-
able in a format that can be converted into a machine-readable language without diffi-
culties. 
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Abstract. More than 30% of the population are experiencing daily
problems to access public infrastructures. Despite this, there is still no ef-
fective and widely adopted method to measure accessibility, inform users
and incite managers to improve their infrastructure.

The Passe-Partout Index was designed which such goals in mind.
Starting from a thorough accessibility requirements analysis accounting
for obstacles related to various impairments, a complete set of measur-
able criteria and evaluation rules were developed. Those enable an pre-
cise, relevant, informative and objective assessment of the accessibility
of public infrastructures.

1 Introduction

Everybody has or will experience, at some point of his life, a state of reduced
mobility: a broken leg, travelling with a big case or wandering with a baby car.
Suddenly a door, stairs or some device becomes an insurmountable obstacle. Un-
fortunately some of us experience this every day because of a physical, sensorial
or cognitive impairment: people in wheelchair or with crutches, blind people, deaf
people, etc. It is estimated that about 30% of the population are experiencing
daily problems related to accessibility.

While everybody agrees on the fact that accessibility has to be improved,
it is however difficult to get a precise picture of accessibility due to a lack of
well-defined evaluation methodology. Over time, the widely used ICTA logo [8]
(a white wheelchair on a blue background) has lost most of his meaning due to
poorly defined attribution criteria, his restricted scope (only considering physical
disability) and the lack of enforcement. As detailed in section 2, such errors have
been repeated time and again by various logos and accessibility labels.

Since 2002, a new methodology is being developed and experimented in Wallo-
nia. It is led by GAMAH, an 25 year old association fighting for a more accessible
world. This method stands out by a precise and global approach, assessing the
accessibility for all kinds of mobility impairments and of public infrastructures
(administration, shopping, tourism...). It aims at a double objective: (1) inform
users about accessibility and (2) urge infrastructure managers for improvements.
The approach was designed using a very careful requirements engineering ap-
proach where obstacles were identified from potential disabilities, requirements
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were grouped, prioritized and structured in a coherent way, resulting in the at-
tribution of a value between 0 and 9 for 6 categories of people with special needs
[9]. It is called the ”Passe-Partout Index” (PPI) and is depicted as a key showing
the accessibility score (see figure 1). The process followed to define PPI and the
key on how to use it are detailed in section 3.

Fig. 1. Scope of the FAUST toolbox

The precise underlying accessibility model was used to effectively deploy the
method: first the reference document was written, then paper forms, training
material and more recently computer support were developed for systematically
taking notes during visit, help in the evaluation process and to write reports.
This is explained in section 4.

2 Review of Accessibility Assessment Methods

This section reviews a number of accessibility assessment methods developed
over time in a number of countries. Those are depicted in figure 2: the wheelchair
logo from ICTA (international) [8], Tourism and Handicap (France) [3], Acces
City (Belgium) [2], Kéroul (Canada) [6] and Accesmetrie (France) [1]. Our pur-
pose is not to be exhaustive but to point out a number of problems using the
following evaluation grid: approach of disability, application domain, precision,
enforcement and communication tools.

Fig. 2. Logos of a number of accessibility methods

Approach of Disability. In the past, the focus was mainly on the physical handi-
cap. So the wheelchair logo from ICTA [8] became international symbol of access.
As other disabilities - related to hearing, visual and cognitive impairments - have
specific accessibility requirements, the need to make then more visible appeared
over time. The majority of assessment methods now support various impairments
and use specific logos for them.
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Application Domain. A number of methods target tourism, for example ”Tourism
and Handicap” [3]. A recent European study [13] also focus on tourism. Those are
oriented to the evaluation of specific infrastructures such as hotels, restaurants,
sites (museum, monuments,...) or entertainment (theatre, sport,...). While a good
driver to raise awareness, they leave aside a number of infrastructures related to
administration, health/social care, teaching, shopping and transportation.

Precision and Enforcement Level. Those topics are related and discussed
together.

The ICTA logo is not enforced at all. Although some guidelines are available
[4], nobody checks them. This is a reason why it has lost most of his meaning
except maybe for toilets, lifts and parking.

Labels such as ”Tourism and Handicap” provide guidelines and rely on self-
evaluation based on forms. They are generally quite imprecise and easy to get.
Control is also rarely seriously enforced. As a result, only few managers feel an
incentive to improve the accessibility of their infrastructure.

More precise methods rely on a well defined set of criteria, generally of very
similar nature, although with some variants (e.g. for the exact measure required
for a door width or a slope). Some methods define explicit levels (e.g. Acces
City). Other methods quantify over some scale which can then be interpreted
(e.g. Accessmetrie). Figure 3 illustrates this.

Fig. 3. Representations for Acces City (left) and Accesmetrie (right)

Precise methods require expertise to use them. They are generally applied or
coordinated by a central organization which also ensures a good enforcement
level by independent evaluation and diffusion. Previously free of charge and
managed by association of disabled people (e.g. for Acces City), the current
move is towards a commercial service (e.g. Accessmetrie) where infrastructure
managers have to pay for the evaluation and advices. This is not a barrier as
managers are now quite aware of accessibility. Having to pay a fee also results
in a greater involvement. Recognition by authorities can improve visibility and
even make evaluation a mandatory step for getting a building or renovation
authorisation.
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Communication Tools. Information is a key issue. Most methods use logos which
are applied on the infrastructure and diffused in various publications such as
tourism guides. For the general public, the representation should be both simple
and intuitive to decode, by relying on standard logos (wheelchair, eye, hear...)
and colours conventions (see figure 3).

A dedicated website is also very frequent: this ensures a broad, searchable
and up-to-date diffusion of the information. To be coherent, the design of the
website should also cope with computer accessibility issues especially for visually
impaired people.

As conclusion of this short review, a good method should target all kind of mo-
bility impairment for all kinds of public infrastructures. It should rely on a very
precise set of pertinent requirements meeting the needs of a wide scope of im-
pairments. This precision should not translate into complex communication: ap-
propriate representation to inform must be available. Finally, the method should
also be enforced by a dedicated organization recognized by local authorities.

3 Design of the Passe-Partout Index

A requirements engineering approach was used to design a method meeting the
above conditions [11]. A complete, pertinence and measurable set of requirements
were discovered and structured through the explicit modelling of goals, users
abilities/limitations and obstacles to overcome. Such an approach was already
applied with success to derive personal requirements for impaired people [10].

3.1 Goal Analysis

The first step of the method was to define a goal model. Such as model cap-
ture both the functional and non-functional goals that people visiting a public
infrastructure want to satisfy. Functional goals are systematically refined and
structured using various operators such as temporal patterns (such as Park ⇒
Enter⇒Circulate⇒Use) and case-based decomposition (V ertical Circulation
versus Horizontal Circulation). Non-functional goals covers requirements such
as security, non discrimination, autonomy and service availability.

3.2 Obstacle Analysis

Obstacles to the above goals were identified and structured using knowledge
provided by experts and reasoning based on physical, sensorial and cognitive
impairments[12]. For example, for a wheelchair, limitation on the width can
result in problems to pass through a door, the nature of the chair forbids the
use of stairs and the strength required to operate the chair will limit the ability
to climb slopes.

Those obstacles have then to be removed using various strategies. A new
requirement may be introduced to avoid them. For example the requirement on
a minimal door width to allow wheelchair to pass through it. Another strategy
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is to propose an alternative way to satisfy the goal: the staircase obstacle can be
removed if an alternative accessible way to reach other levels is provided using
a ramp or a lift for example. Of course, those could introduce new obstacles, for
example if the alternative way is through a remote secondary door which would
discriminate the person. In the end, this results in a rich set of accessibility
requirements.

3.3 Category Definition

The next step was to define categories reflecting consistent set of requirements
with which most people can identify. Six categories were defined (see figure
4). The first three categories are devoted to physical impairments (1) wheelchair
alone, (2) with help and (3) walking people. The two next categories are devoted
to sensory impairments: (4) visual and (5) hearing. The last category is devoted
to cognitive impairments (6).

Those categories are associated with a target group and have been validated
by relevant associations active in the related domain. In the grouping process
some assimilation occurred for less represented disabilities. For example, little
people have same height requirements as wheelchairs and have to identify with
category (2). Generally speaking when using the PPI, the first step is to know
in which category is relevant (possibly more than one). For example, some deaf
people (category 5) also have a limited level of written language and will take
benefits of simplified explanations provided for cognitive disabilities (category 6).

Fig. 4. Categories

3.4 Evaluation

The final step is to be able to assign a score to measure the overall satisfaction
of the accessibility requirements in each category. The choice was to give scores
between 0 (not accessible at all) and 9 (excellent accessibility). For computing
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scores, each requirement has to be measurable. Such measures can be of different
nature: observation of the existence of a required element (e.g. display of the
opening hours), measure of a physical element (e.g. the width of a door), or
observation of behaviours (e.g. are dogs accepted ?).

To infer the score for a category, rather than averaging the satisfaction on
the relevant requirements, prioritization was considered. This allows the reader
to gain direct information from the score: the 0 to 9 scale can be seen as a
chain and each score is associated with a specific subset of requirements. Rules
for partial evaluation were considered [7]. The score given is directly linked to
the first broken requirement. The prioritization choice does generally follow the
overall logic of the visit but can also account for some critical issues. Those are
the most important for the infrastructure manager to fix and a low score will
generally be effective for that. For example, for blind people, the acceptance
of the assistant dog will come first. For wheelchairs, the priority is based on
Enter ⇒ Circulate ⇒ Use ⇒ Park. Enter was judged critical while Parking
a less important issue. Based on this, an example of evaluation is given in figure 5.

Fig. 5. Eval

One might argue that interpreting such numbers is quite complex and requires
a deep understanding of the PPI, especially for the common user. This is true
but the PPI can also be used informally for drawing qualitative information is
enough (2=poor, 7=quite good...). A easier usage is to check for the requirements
one needs and to find the ”minimal” PPI in the relevant category: it is then
elementary to check if an infrastructure is accessible or not !

4 Deployment

The resulting PPI is a method rich of more than 200 criteria specifying what
to measure and how to compute the accessibility. The PPI is not just a set of
guidelines: it is enforced by a whole organization lead by GAMAH who aims at
producing and maintaining an updated view of accessibility in Wallonia. The
process includes several steps: infrastructure survey, analysis, validation, diffu-
sion and evolution. The precision of the PPI enabled a rich supporting framework
to be developed.
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Paper Forms. A first work was to design evaluation forms used when visiting
public infrastructures. The information was easily identified using the reference
document [9]. The evaluations forms follow the overall spatial structure of the
index but merge elements of all categories. To draw the attention on the cor-
responding category, a specific icon is drawn. About 30 forms are available for
evaluating parking, doors, stairs, lifts, rooms, showers, kitchen, etc. Those are
assembled and filled during the visit order. Before leaving, a check is made to
make sure the whole infrastructure was covered and no important information
was missed.

Electronic Forms. Paper forms are quite heavy to fill in and provide little guid-
ance. To improve this and to setup the first brick of a computer-based processing,
electronic forms were developed. Used on a Tablet PC, such forms allow the sur-
veyor to easily organize and navigate through his work and, within each form,
to focus his attention on the crucial information to acquire. Based on the infor-
mation collected, a first rough estimation of the accessibility can be produced
immediately.

Fig. 6. Forms for surveying infrastructures

The software was developed in Java and was deployed and tested on tablet
PC. It relies on a MySQL relational database both for local persistency and
official repository. A snapshot of the user interface is shown in figure 6.

Diffusion. The central repository contains now more than 500 entries all over
Wallonia and is accessible on the Internet through the following dedicated web-
site: http://www.ipp-online.org with full reports and search capabilities [5].
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5 Perspective and Conclusion

The Passe-Partout Index is a method for assessing the accessibility of public
infrastructures based on objective, precise, complete and measurable criteria.
Currently deployed in Wallonia, those unique qualities allow the method to be
applied at a larger scale and to become an effective instrument to information
about and to control the accessibility of public infrastructures. The PPI has also
the ambition to become a framework which can help together several assessment
methods to converge for the interest of all impaired users.

The IPP is still under active development. Future work is to provide more
support, especially for helping the analysts to derive the scores and to write
reports both for the end users and the infrastructure managers. Other develop-
ments include the use of WiFi digital camera with Tablet PC to improve picture
management and to use geolocation information in search engines and for mobile
deployment.
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Abstract. The German project BAIM aims at supporting or enabling the active 
and independent participation of people with reduced mobility in public trans-
portation by the provision of usergroup-oriented accessible information services 
on barrier-free travelling opportunities. Existing regional and nation-wide in-
formation services are enhanced with static and dynamic information on the ac-
cessibility of public transportation vehicles, buildings and other facilities which 
form part of a barrier-free travelling chain. Information and services will be ac-
cessible before and during the travel. 

1   Introduction 

About 8.1% of the population in Germany, i.e. about 6.7 Mill. people, are officially 
registered as “severely impaired”; in the European Union about 25.3% of the popula-
tion are “severely hampered” (9.3%) or “hampered to some extent” (16.0%) in daily 
activities by any physical or mental health problem, illness or disability [1]. The num-
ber of people with reduced mobility is estimated at about 20–25% of the population 
(or even more, depending on the definition of mobility reduction) and is increasing 
due to the current demographical development in society [2]. Those people who are 
regarded as mobility impaired in the context of public transportation systems com-
prise various user groups with quite differing abilities and requirements: physically 
disabled people, persons with sensorial impairments, people with the reduced ability 
to produce or to understand spoken or written language, mentally disordered people; 
but also people with heavy luggage, baby carriage, or bicycle may face a “temporary” 
mobility handicap in public transportation. 

Although many improvements towards a barrier-free public transportation system 
have been achieved during the past 20 years in Germany, e.g. barrier-free design of 
railway stations and bus stations, better accessible busses and trains, visual and audi-
tive information systems in the vehicles, and guidance systems at station buildings, 
there are still many facilities that have barriers for one or the other traveler group. It 



 BAIM–Information for People with Reduced Mobility 323 

will take some more decades to achieve a (nearly) complete accessible public trans-
portation system. 

However, people with reduced mobility could more easily avoid or overcome bar-
riers when travelling, e.g. from one city to another, if they had information about 
actual barriers on their potential travelling paths and if they were supported to find 
“barrier-free travelling chains”. A travelling chain means the whole sequence of 
buildings, vehicles, as well as logistic and informational infrastructure that the trav-
eler visits and uses for a journey.  

It is the goal of the German project BAIM to support or to enable the active and 
independent participation of mobility impaired people in public transportation by the 
provision of usergroup-oriented, accessible information services on barrier-free trav-
elling opportunities. 

2   State of the Art in R&D and Application 

Many information systems on public transportation exist, differing with respect to 
region, content and way of information provision. Some systems are able to provide 
most up-to-date information via WAP or SMS. Typically the provided content of 
information aims at the not disabled traveler and is sometimes augmented with se-
lected information for people with restricted mobility. Other information systems 
focus on disabled tourists and their needs, but are very selective with respect to the 
area or way of travelling. 

There are a number of related international research projects: The European project 
ASK-IT [3] aims at the provision of an ambient intelligent multi-agent system that 
supports mobility impaired people with information on transportation, tourism, and 
social activities. The project Mobile Tourist Guide aims at the European touristic 
market and provides the user with a broad spectrum of personalised information and 
services. A portable terminal connects the user with the GSM/GPRS and Internet 
based system. In the project Capitals ITTS, an integrated travel and trourism service is 
being developed by inter-connecting the existing mobile service platforms of five 
European cities. TramMate is a mobile information service that provides a route plan-
ner for public transportation, delivers also real-time information, and supports the 
time planning of travelling. In the Vienna-SPIRIT [4] project an intermodal interoper-
able travelling information system has been developed that combines dynamic and 
location dependent information on various public transportation systems. The Open-
SPIRIT [5] project developes corresponding electronic information devices based on 
smart phones. 

3   Research and Methodological Approach 

Within BAIM an information system is being developed that supplies people with 
reduced mobility with detailed information on the accessibility of public transporta-
tion facilities, including vehicles, buildings, available technical facilities, and assistive 
features like guidance systems for blind people. This information will be provided at 
the time of planning a journey at home (via an Internet based information platform or 
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a telephone based speech information system) as well as during the journey (via an 
Internet/WAP service or a SMS service) so that the disabled traveler is informed in 
"real-time" and can react on unforeseen obstacles, e.g. a not working elevator at a 
station where he intended to change trains. Furthermore the BAIM information sys-
tem will search for barrier-free transportation chains from any given starting point to 
any goal of the journey – according to the user's personal requirements profile.  

BAIM is a kind of model project, that means, a concept and methodology is being 
developed that shall be applicable in all regions of Germany (and similar regions in 
Europe). The implementation and practical test will be in two selected regions which 
have different characteristics of their public transportation system:  

One region covers the federal capital Berlin and the surrounding federal state 
Brandenburg. The corresponding Verkehrsverbund (public transport association) 
Berlin-Brandenburg has one centre (i.e. the city of Berlin) and a surrounding area 
with a significant lower density of traffic infrastructure (“mono-centre”). The other 
region is covered by Rhein-Main-Verkehrsverbund with several cities (Frankfurt, 
Offenbach, Wiesbaden, Darmstadt, …) and an extended rural surrounding (“poly-
centres”).  

BAIM faces a number of research challenges: 
A special challenge is the consideration of distinct requirements by different 

groups of travelers with mobility restrictions. Which information is essential or just 
useful for which user group? – Of course, the single traveler is interested in transpor-
tation chains that have no barriers for himself even if there are barriers for any other 
travelers with mobility restrictions. – How can user profiles be structured? – How can 
features of transportation facilities be classified so that a computer-based route plan-
ning will be supported? 

How should information and services be presented to the users, taking into account 
that  

1. the single user shall not get lost in a mass of information which is not relevant for 
him,  

2. information and services shall be accessible not only at stationary PCs but also at 
mobile devices (PDA, mobile phone),  

3. mobility impaired persons may be handicapped in the operation of PCs, PDAs and 
mobile phones and need alternative access devices or ways of information 
presentation? 

How can the mass of data (with respect to accessibility or barriers) of thousands of 
buildings and types of transportation means be acquired and maintained efficiently? 

Looking at the different sub-groups of people with reduced mobility: which kind of 
mobile devices do they already use and to which extent are the devices available in 
the sub-groups? 

The first part of the solution is the fact that the BAIM information system and ser-
vice will be built upon existing information platforms for public transportation. The 
HAFAS information server will be the backbone of the BAIM information services. 

The second part of the solution is the expertise within the project consortium: two 
public transport associations and their related information technology service compa-
nies, the provider of the German railway information system, a company specialized in 
speech dialog systems, and a research institute for assistive technology. This expertise is 
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complemented by users and user representatives with extensive experience and knowl-
edge about the needs of disabled people concerning public transportation systems. 

The third part of the solution is the methodological approach of several cycles of 
design, implementation and test phases during the project runtime. This will give the 
opportunity of gradually building up the BAIM system with early feedback from user 
tests. 

4   Findings 

A first user requirements analysis has been conducted with representatives of various 
groups of disabled people, all of them well familiar with problems of disabled people 
in public transportation, and with rehabilitation experts.  

The following classification of user groups has been defined in order to elaborate 
the users' requirements and their priorities:  

– people not being able to walk,  
– walking-impaired people,  
– people with impairments of the trunk and/or of their upper extremities, 
– extraordinary small or tall people,  
– blind people,  
– visually impaired people,  
– deaf people,  
– hearing impaired people,  
– speech impaired people,  
– cognitive/mentally impaired people,  
– people with organic mal-function,  
– people with allergies. 

As a result, the need to improve the information provision for people unable to walk, 
blind people and deaf people was rated with highest priority. Information for these 
user groups will be implemented first. 

People with the unability to walk need very detailed information to enable them to 
judge whether they can use public transport or not.  

The most important attributes should be the search criteria for barrier-free travel-
ling chains, i. e. the conditions for connections. These attributes are gaps and steps, 
ramps, lifts as well as width of doors and opening hours of station entrances and other 
passages, manouvering space, areas for wheelchairs, multi-functional areas in vehi-
cles. Additional information is necessary, e.g. about: toilets, counters and service 
facilities in stations and stops, accessible control and communication systems. 

Blind people should get all information, which is given visually, in an alternative 
accessible way, e.g. acoustically. Interesting are, for example, dialog systems apply-
ing natural language technologies. 

For deaf people all information that is normally given acoustically should be pre-
sented visually. Most important during the journey is information about delays and 
changes of trains and platforms, which is normally given via loudspeakers. It has to 
be discussed whether some information must be presented in sign language. 
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In order to cope with the mass of data that describe accessibility / barrier aspects of 
transportation facilities for the different groups of people with reduced mobility on 
the one hand and the requirement for usability of the information itself (especially 
when presented on mobile devices) on the other hand, there is a clear need for user 
profiling. Although very individual profiles would in principle yield the optimal 
search results of barrier-free travelling chains, it will not be practicable for most users 
to fill in long templates of parameter lists to generate their personal profile.  

A possible solution is the use of user profile categories. A first distinction can be 
made depending on the situation when the information is used: before travelling in order 
to prepare the journey, or while travelling in order to receive most up-to-date informa-
tion on changes or just for orientation. A second distinction for categorisation is based 
on the user group or the type of disability, respectively. Each group has its own informa-
tion needs, of course with overlaps. While the information attributes for each disability 
group can be defined, including a ranking of their relevance, it is difficult, if not impos-
sible, to further categorize certain value ranges of attributes (Table 1).  

Table 1. Examples of attributes, value ranges and presettings 

Attribute Choice /  
value range 

Presetting for 
 wheelchair user  

Presetting for  
walking impaired 

user 

Weight 
 (incl. wheelchair) 

 120kg    250kg 
 300kg    350kg 

 
 250kg 

 
– 

I need a width  
for passages of... 

> 70cm    80cm 
 90cm 

 
 90cm 

 
 80cm 

I can use a ramp  
with a gradient of... 

  No     6% 
12%    20% 

 
 6% 

 
 6% 

Possible average 
speed ... 

0,5 m/s  1,0 m/s, 
1,5 m/s  2,0 m/s 

 
1 m/s 

 
1 m/s 

The reason to attempt this was the observation that an obstacle, e.g. a step, a gap or a 
ramp, could be a real insuperable barrier for one wheelchair user while another 
wheelchair user overcomes it with a small extra effort. The consequence of, for ex-
ample, declaring a step, a gap or a steep ramp as a barrier for wheelchair users is that 
the corresponding travelling chain is not regarded as “barrier-free” and therefore 
would not be taken into account by the automatic route finding/planning service. In 
principle it is possible to define more or less arbitrary attribute value ranges for “no / 
low / medium / high / very high” steps etc.; but it is not really possible to reasonably 
cluster the ranges of many attributes to few categories. – So, the simple classification 
“with barrier / barrier-free” according to applicable standards can be realized in the 
first implementation phase at any case. Categorisation for user profiling will be pre-
pared by the definition of attributes and preliminary value ranges (Table 1), but it 
needs further reasoning and trials with users. 
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5   Future Plans 

It is intended that a first subset of functionality and information will be implemented 
and tested in summer 2006.  

First services will base on target scheduling times and other static data for regional 
transportation. This data can be taken from planning tools, data bases for stopping 
points and for vehicle management and will be stored in the “infopool” system of plan 
data (Fig. 1).   

 

Fig. 1. Data flow in the BAIM system 

At a later stage of the project, in summer 2007, dynamic information will be supplied in 
the information service. An important pre-requisit is the Automatic Vehicle Monitoring 
(AVM) which has already been introduced in Germany. It provides detailed real-time 
data of all vehicles. The data will be integrated by the HAFAS real-time server. 

The third phase of the project will focus on the planning of barrier-free supra-
regional and nation-wide journeys. 

At the end of the project the findings and experiences will be wrapped up in such a 
way that they can be transferred to other public transport associations. 
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Abstract. Currently about 10-20% of the population are affected by a disability 
from temporary or permanent nature. For these people accessibility is a re-
quirement and a necessity. The implementation of accessibility concerns all ar-
eas of he society, including tourism objects and tourism services. Besides being 
a social demand, accessibility has an economic dimension and is an indicator 
for quality, a trademark and a competitive advantage. So far, the tourism indus-
try has hardly recognized the economic dimension of accessibility. Often the 
lack of not supporting and promoting accessibility is a combination of missing 
knowledge about requirements and needs of people with disabilities and the 
missing of standardized methods to evaluate accessibility, categorize and map it 
to standardized accessibility labels. 

1   Motivation 

People with disabilities have a right to enjoy travel and leisure experiences [1]. Eve-
ryone, regardless of whether they have any disability or not, should be able to travel 
to the country, within the country and to place, attraction or event they wish to visit 
[2]. As for a huge part of the population, traveling and leisure activities are important 
aspects in the quality of life for people with disabilities, too. However the reality 
shows the differences, the travel experiences of disabled tourists are often affected by 
transportation constraints, inaccessible accommodation and tourism sites, and inade-
quate customer services including inaccessible Web-sites [3] and incomplete informa-
tion materials. 

Studies have pointed out, that people with disabilities have a clear wish for traveling 
[2]. As shown in Germany [2], about half of all people with disabilities would travel 
more frequently if more accessible offers were available. More than a third of all people 
with disabilities have already decided not to travel because of missing offers, inaccessi-
ble environments or missing accessibility information. But people with disabilities form 
a huge market potential, because normally they are not single travelers, they are used to 
travel together with friends, family members or travel companions like care assistance. 
Furthermore people with disabilities share their market segment with the continuously 
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growing group of elderly people, which often have similar requirements and needs. 
Additionally, the travel wants of people with disabilities are largely independent of the 
season and are characterized by a relatively high travel spending. 

2   The Three Stages of a Travel 

The needs of people with disabilities are rather divers, but the main interests always 
focus on the accessibility of some tourism facilities. In Germany a study has been 
carried out [2] to identify the facilities that have highest priority for people with dis-
abilities. The following figure shows the results of the study, where the accessibility 
of the accommodation has the highest ranking followed by moving around at the 
holiday location and arrival and departure which implies the accessibility of the 
means of transport. 

 

Fig. 1. Importance ranking [2] 

When analyzing a journey, three stages can be identified [4,5]: 
 

• Travel planning and decision making, which takes place weeks or months be-
fore traveling 

• Arrival and departure with different means of transport 
• The stay including all activities during the stay 

2.1   Travel Planning and Decision Making 

Because of their special requirements, the travel planning of people with disabilities 
normally is characterized by a more detailed and more complex information enquiry 
than known from people without disabilities. People with disabilities require infor-
mation with respect to their individual special needs, which are often significantly 
different from the information usually requested from people without disabilities 
[6]. Frequently the availability or the unavailability of this information influences 

82% Accommodation 
76% Moving around at the holiday location 
74% Arrival / Departure 
71% Excursions 
71% Organisation of the trip 
62% Cultural activities 
61% Arrival / familiarisation 
58% Services at the holiday location 
52% Medical care 
51% Gastronomy 
37% Shopping 
19% Sport 

Importance 
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the strategic planning of a trip and therefore the whole booking and decision mak-
ing process. 

The non-existence of such information results often in the fact that a city or a re-
gion is less attractive for people with disabilities. In Germany nearly 75% of the des-
tinations offer some information on accessible facilities. But the information is often 
to general like the wheelchair pictogram to mark accessible facilities. Furthermore the 
information is often included in less available and less accessible media like general 
tourism brochures, but not included in the Web-portals of tourist boards’ [2]. Detailed 
information that focuses the special interest of disabled tourists is rarely available. 
Additionally most state-of-the art tourism information pages and destination man-
agement systems are not accessible [7] because Web-designers did not follow the 
rules and guidelines for designing accessible Web-pages [8]. 

Therefore three general facts can be identified, that influence the travel planning 
and decision making process: 

• Missing information about accessibility and accessible facilities 
• If there is some information available, the information is mostly to inaccurate or 

to general 
• The tourism industry still lacks in understanding the needs of these customer 

groups, that leads to incomplete or inaccurate information, offers and services 

2.2   Arrival and Departure 

As shown in Fig. 1 the accessibility conditions of the means of transport (Arrival / 
Departure) are a very important factor for people with disabilities. Often means of 
transport are characterized by low accessibility, especially public transport like trains 
or busses and taxis [2]. Consequently, it is often not possible to find a complete acces-
sible transport chain. Sometimes this is the cause, why potential tourists do not book a 
journey or are not able to visit a certain region. 

2.3   The Stay 

The tree stages of a travel are hierarchical whereas the arrival and departure is split 
into two parts before and after the stay. The crucial part of the stay is often the infor-
mation phase during planning and decision making because of a big lack in getting 
information about accessibility features as described in the section “Travel Planning 
and Decision Making”. 

During the stay, the interest of the traveler is focused on criterions like: 

• Accommodation 
• Moving around at the holiday location 
• Excursions 
• Cultural activities 
• Services at the holiday location 
• Medical care 
• Gastronomy 
• Shopping, sports, etc. 
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In relation to Fig. 1 it can be seen that three of the four most important criterions 
have a definite coherence with the stay. The accommodation has been identified as 
the most important facility during the stay. People with disabilities have a clear pref-
erence for hotels [2], because hotels often offer more accessibility features than 
smaller guest houses, flats, camping sites or youth hostels. Nevertheless normally 
there is a high level of dissatisfaction and uncertainty with respect to the accommoda-
tion because of many barriers and a lack in information about accessibility already in 
the planning phase. 

Often the barriers have a physical nature. Furthermore, there is a frequent lack of 
adequate or appropriate assistance, unavailability of appropriate leisure and event 
packages and the absence, insufficient availability or inaccessibility of information. 
While many countries have national regulations and standards addressing access to 
public buildings and public transport there is a lack of standards for the private sector 
addressing hotels, gastronomy, attractions and local transport. Additionally, many 
barriers faced by tourists with disabilities are due to missing skills or the missing 
knowledge of the tourism industries employees. A better sensitization and special 
trainings would prevent from hitting most of the barriers. 

3   Accessible Information Presentation 

Typically each hotel, each region or destination has glossy brochures, which are 
available in travel agencies or must be ordered first. Such brochures are not accessible 
for all tourists and often do not reflect the latest state-of-the-art. Nowadays most of 
the tourist information is already present on Web-pages. The Internet opens the access 
to information which is otherwise hard to obtain and build the basis to present the 
most up-to-date information to all customers.  

In principle there are two different approaches for a successful support of accessi-
ble information presentation in the Internet [6]. The first approach is to extend the 
traditional homepage of a tourism object or a destination management system with 
accessibility information added in an additional section or respectively on additional 
Web-pages. It offers the user a compact overview on accessibility information, but 
lacks because the accessibility information is separated from the service or product 
description. The second approach is to integrate the accessibility information into the 
original product or service description. In this way accessibility information is omni-
present and therefore easy to retrieve. For both approaches it is essential that the 
whole information representation is implemented on accessible Web-pages with an 
optimized usability [9] to make it utilizable for tourists with various prerequisites, 
abilities, preferences and needs. 

A crucial factor is how to present accessibility information or accessibility features 
on Web-pages or information material. Currently it is popular to use the wheelchair 
pictogram to mark accessible facilities, but this is to general and imprecise. On the 
other hand an in-depth qualitative assessment and a descriptive listing of technical 
factors as it is done in the internet information service “you-too” (www.you-too.net) 
of the EC project Barrier Info System (BIS) is to complex. Via standardized question-
naires the accessibility features of hotels, restaurants, sights, etc. have been collected, 
have been stored in a database system and can be enquired. The listing of all these 
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technical factors is to complex and therefore not utilizable for tourists when they do 
there enquiry. 

Till now there is no standardized accessibility label to determine how disability 
symbols should or can be used [1]. The Upper Austrian government together with the 
KI-I and official representatives of different disabilities is currently developing a 
project to establish accessibility labels. The idea is to implement accessibility labels 
according to accessibility conformance levels of the World Wide Web Consortiums 
(W3C) Web Content Accessibility Guidelines (WCAG) [8] for different kinds of 
disability. E.g.: for mobility impaired users, the wheelchair symbol could be used as 
an accessibility label. 

Accordingly it is planned to define three different accessibility levels for mobility 
impaired people: 

•  fully accessible with power wheelchair, without assistance 

•  fully accessible with a wheelchair, power wheelchair needs assistance 

•  basically accessible, for full use assistance is partly required 
 

Each accessibility level summarizes a number of checkpoints [10]. Each checkpoint is 
assigned to an accessibility level. The compliance to the lower levels is the basis for 
the higher levels. To reach  it is necessary to be -conform and to fulfill all 
level -checkpoints. According to WCAG and to the BIS-Project, the in-depth 
assessment will be done with a standardized questionnaire checking all accessibility 
checkpoints. 

Referring to the example of mobility impaired users similar accessibility labels 
[10] will be defined for other kinds of disability like: 

• , ,  - to indicate the accessibility for blind and visually im-
paired tourists 

• , ,  - to indicate the accessibility for deaf tourists and tourists 
with hearing disability 

• etc. 

Such accessibility labels would establish a clear standard as well as unequivocal 
rules to use disability labels to demonstrate the level of accessibility for all types of 
disabilities. Thus gives people with disabilities a clear impression of the accessibility 
of a hotel, a sight, a restaurant, an event location or whatever. 

The challenge is the process to acquire the data and to keep the data up-to-date. 
Fig. 2 gives an overview on such an evaluation process. The process itself can be split 
into five steps of evaluation: 

• Specification 
• Object Selection 
• Pre-Evaluation 
• Detail Evaluation 
• Re-Evaluation 
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Fig. 2. Evaluation workflow 

The steps “Specification” and “Object Selection” can be performed parallel, while 
the other three steps have to be processed as sequential steps. 

Specification. During specification, the accessibility criterions for different object cate-
gories like hotels, restaurants, museums, etc. will be defined. All these criterions lead to 
a number of checkpoints, where each checkpoint has a certain priority and is assigned to 
a certain accessibility level. Together, all this checkpoints form the framework to evalu-
ate accessibility and to map the evaluation results to the proposed accessibility label. To 
do pre- and detail evaluation, different questionnaires have to be implemented that re-
flect these checkpoints and enable the accessibility evaluation of tourism objects [10]. 
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The specification of these criterions, the definition of its priority and the assignment to 
accessibility labels has to be done in close cooperation with people with disabilities 
and/or official representatives of all concerned disabilities. 

Object Selection. Object selection summarizes the process to select tourism and 
infrastructure objects for evaluation. This can be applied in cooperation with tourism 
information provider, local authorities or on demand by providers of tourism objects. 

Pre-Evaluation. Due to the fact, that on-site evaluation is a time consuming and 
costly activity. Pre-Evaluation has the goal to reduce the huge amount of tourism 
objects to a number of objects that offer at least a basic accessibility for one kind of 
disability. The pre-evaluation is implemented as a short questionnaire that will be sent 
to tourism object provider and can be filled out online or paper-based. Furthermore 
the pre-evaluation will reduce tourism object provider to the group that is interested to 
be evaluated and to use accessibility labels to attract the market share of people with 
disabilities.  

Detail Evaluation. The detail evaluation is an on-site inspection that will be carried 
out by experts and specially trained evaluators. The evaluation will be carried out 
with questionnaires defined during the specification phase. After the evaluation the 
questionnaire will be analyzed, the checkpoints will be controlled and the affiliated 
accessibility labels will be awarded. The accessibility labels are valid up to the next 
detail evaluation. 

Re-Evaluation. Up-to-dateness is one of the most important characteristics in infor-
mation presentation. Accessibility characteristics have to be evaluated after each 
change. To fulfill this requirement, the tourism object will be re-evaluated in detail 
after the tourism object provider has reported a change. If there is no change report 
from the object provider, the tourism object will be re-evaluated in regular intervals 
(e.g.: 2 or 3 years). 

Applying this evaluation process enables the evaluation of accessibility features for 
tourism objects and to award standardized accessibility labels that represent the acces-
sibility for different kinds of accessibility on different levels. These accessibility  
labels can be used to promote the accessibility features of the tourism object on Web-
pages or information materials. 

4   Conclusion 

Accessible tourism creates competitive advantages, particularly from an economic 
point of view. People with disabilities together with elderly people share the same 
market segment. Because of the increasing share of older people the market segment 
is steadily increasing. 

The needs of people with disabilities and elderly people are diverse. The design of 
services, products and offers, as well as the information presentation must reflect 
these requirements. To attract the market segment, the tourism industry has to under-
stand the needs of these customers and must be consistently implemented in the  
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context of an overall plan. To improve the quality of services for people with disabili-
ties and to cope with their needs the tourism industry has to support tourists in an 
appropriate way in all three stages described. Those, who recognize accessible tour-
ism as a quality criterion and as a competitive advantage first, will be the winners. 

On the part of the tourists all users will profit from an improved infrastructure, ex-
tended offers and a more detailed and precise information offer. Frequently a prereq-
uisite for disabled tourists is an increase of comfort and quality for other tourists, what 
contributes to a more pleasant stay and therefore to a qualitatively better vacation 
experience. 

References 

1. European Disability Forum (EDF), EDF Position Paper on Tourism: Framing the Future of 
European Tourism, Doc. EDF 01/13 EN, Brussels, Belgium (2001) 

2. Neumann, P., Reuber, P., et al., Economic Impulses of Accessible Tourism for All, Study 
commissioned by the Federal Ministry of Economics and Labour (BMWA), ISSN 0342-
9288, Berlin, Germany (2004) 

3. National Disability Authority Udaras Naisiunta Michumais (NDA), Accessibility and 
Tourism – Submission to Tourism Policy Review Group, Dublin, Irland (2003) 

4. Berdel, D., Gödl, D., Schoibl, H., Qualitätskriterien im Tourismus für Behinderte und 
ältere Menschen, Studie im Auftrag des Bundesministeriums für soziale Sicherheit und 
Generationen, Vienna, Austria (2002) 

5. Hitsch, W., Probleme, Risken und Chancen des barrierefreien Tourismus, Diplomarbeit am 
Institut für Unternehmensführung, Tourismus und Dienstleistungswirtschaft der Leopold-
Franzens-Universität, Innsbruck,Austria (2005) 

6. Pühretmair, F., It’s time to make eTourism accessible, 9th International Conference on 
Computers Helping People with Special Needs (ICCHP 2004), ISBN 3-540-22334-7, 
Springer Verlag, pp. 272-279, Paris, France (2004) 

7. Oertel, B., Hasse, C., Scheermesser, M., Thio, S. L., Feil, T., Accessibility of Tourism 
Web sites within the European Union, Proceedings of the 11th International Conference on 
Information and Communication Technologies in Tourism (ENTER 2004), ISBN 3-211-
20669-8, Springer Verlag, pp. 358 - 368, Cairo, Egypt (2004) 

8. World Wide Web Consortium, Web Accessibility Initiative (WAI), Web Content Accessi-
bility Guidelines (WCAG), online available on http://www.w3c.org/wai 
(25.01.2006) 

9. Pühretmair, F., Miesenberger, K. - Making sense of accessibility in IT Design - usable ac-
cessibility vs. accessible usability, Sixteenth International Workshop on Database and Ex-
pert Systems Applications (DEXA 2005), ISBN 0-7695-2424-9, IEEE Computer Society, 
pp. 861-865, Copenhagen, Denmark (2005) 

10. IHA – Hotelverband Deutschland, Marktsegment – Barrierefreie Hotels, Zielvereinbarungen 
zur Barrierefreiheit im Gastgewerbe, Checklisten zur Überprüfung der Mindeststandards in 
Beherbergungs- und Gastronomiebetrieben, online available on http://www. 
hotellerie.de/home/barrierefreie_hotels_1859_1856.html 
(23.03.2006) 



K. Miesenberger et al. (Eds.): ICCHP 2006, LNCS 4061, pp. 337 – 340, 2006. 
© Springer-Verlag Berlin Heidelberg 2006 

People with Disabilities: Materials for Teaching 
Accessibility and Design for All 

Introduction to the Special Thematic Session 

Gerhard Weber1 and Julio Abascal2 

1 Multimedia Campus Kiel, Human-Centered Interfaces Research Group 
Westring 431-451, 24118 Kiel, Germany 

g.weber@mmc-kiel.com 
2 Laboratory of HCI for Special Needs, University of the Basque Country  

Donostia-San Sebastian, Spain  
julio.abascal@ehu.es 

Abstract. The growing interest on teaching accessibility and design for all 
requires good teaching material. While the research body is growing, emphasis 
for teaching materials is less developed. We identify a few criteria for teaching 
materials and identify their role in curriculum and course development.  

1   Introduction 

Teaching materials on accessibility and design for all are only slowly becoming 
available. While edited books [6,9,11] are giving an overview on different but 
considerable large aspects of the field, most interesting are annual or bi-annual 
conference proceedings such as from AAATE, ASSETS, CVHI, CUU, ICCHP, 
UAHCI to name a few. Together with journal publications the number of references is 
considerably large. It appears to be difficult to expect from lecturers to consult this 
body of research when teaching. 

Likewise, standards such as ISO 9241 (-171) are not addressing beginners and 
appear to be too abstract. Their mapping into guidelines may be more suitable for 
purposes of teaching and learning. The most prominent example of such guidelines, 
the Web content accessibility guidelines [10], have shown that their application is 
very well linked the ability to learn them [2]. There is no shortage of general 
information on web accessibility but not enough teaching material available to help 
students of different disciplines such as business studies, design, electrical engineer-
ing or computer science to learn how to identify which design decisions on business 
process, devices or software have an impact on a particular group of users. 

A common request by lecturers is aiming at case studies, similar to the role of 
teaching materials in general HCI education. For example, hearing a screen reader in 
action can explain how access by blind people to the web is working [4]. In addition, 
visualization of spoken interaction is required to deepen the understanding of the 
limitations a screen reader user experiences when browsing the web. Such a 
visualization may require the viewer to think being the first person (the user with 
disability) or being a neutral observer. In some areas, including haptic interaction, 
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visualization is still to be developed and only direct experience can help students to 
understand, for example, guidelines on tactile graphics. Still, it is demanding for a 
management student to develop from spoken access to an eShops the ability to request 
an accessible form and prepare the proper criteria to compare different solutions. 

In the following we will explore the role of training materials to mature the field of 
accessibility and design for all from the point of view of integrating it into higher 
education, and hence curriculum and course development. As several authors in this 
session have noted, plays the web an essential role to share training material. 

2   Situating Design for All in Higher Education  

Research work in the area of accessibility and design for all can develop unique 
results or is integrating previous work while extending it to comply with 
extraordinary user needs. Acknowledgement of this research work is an important 
aspect to understand the importance of the individual achievement. Recognitions such 
as the ACM Best Dissertation Award granted to T. V. Raman and the Social Impact 
Award of ACM SIGCHI in 2006 to Ted Henter help to promote the field. Recognition 
of web designer’s success in making web pages more accessible by the stakeholders 
in the area of web accessibility may reverse the situation and attracts more 
practitioners to learn from researchers. The BIENE award is a good example for 
attracting a large audience of professionals [1]. 

However, students aiming at an educational degree in the area of special needs 
education, for example, are expected to have a very general overview about assistive 
devices and about the applicable pedagogic methods associated for example to sign 
language of the Braille notation. The learning objective accessibility implies most of all 
to study factual knowledge [3, 8] for a degree in design, engineering or computer 
science. In order to apply design for all principles a more procedural knowledge is 
required to ensure a methodological competence in analyzing the context of use [7, 11].  

Assessment of student’s success in mastering factual knowledge is following the 
same principles as for other knowledge areas. Quizzes with multiple choice questions 
are a quick way to pinpoint some issues. Lab work may be required to monitor progress 
in understanding the needs of users. More comprehensive observation is possible if a 
student writes a report, analyses existing work based on the reading list assigned to a 
given course and applies the concept to a novel paradigm such as AJAX-based 
communication between user interfaces in web applications and back-end systems.  

Training materials support the learning objective if students can develop into young 
researchers. For example, student projects on accessible tables may well lead into novel 
browser paradigms of simplifying table navigation through transformation, better 
document standards such as for mobile phones or auditory interfaces to tabular data.  

Quality of teaching material therefore can be identified by checking the following 
criteria: 

1. Essential factual knowledge is covered to understand particular user group’s needs. 
2. Process or method is covered in order to identify and apply a user group’s needs. 
3. Knowledge covered by training material can be assessed. 
4. Individual learning objective can lead to further courses and contributes to 

curriculum. 
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3   Curriculum Development  

It is evident that Inclusive Design has grown in importance in the last years, becoming 
of vital significance in some specific areas, such as Informatics and Telematics 
studies. Experts consider that future designers should know and master the main 
concepts of the design for all. This means that these concepts should be included in all 
graduate studies with a design component. In addition, it is necessary to define the 
structure of graduate studies focused on Inclusive Design. Among the diverse 
initiatives that have been taken to fill this need IDCnet stands out. 

IDCnet was a Thematic Network, supported by the Information Society 
Technologies Programme of the European Commission, devoted to the development 
of a curriculum in Inclusive Design. Although the project officially finished in 2005 
its activities continue under the umbrella of the European Design for All e-
Accessibility Network (EDeAN).  

IDCnet held a workshop in Helsinki (Finland) in February of 2003 on "Design for 
All Curriculum: Towards a synergy of the needs of ICT industry and education" that 
gathered experts from industry and academia, as well as from the European 
Commission.  The second workshop was held in Sankt Augustin (Germany) in 
January of 2004, focused on the topic "DfA Education & Research Policies and 
Strategies", intended to support the development of recommendations for Design for 
All education and research policies and strategies in Europe. 

IDCnet produced many interesting deliverables that can be used as a starting point 
to integrate Inclusive Design in higher education [5]. To this end, the following 
documents are highly recommendable: 

 D2.2 - The optimal graduate profile for DfA based on the needs of industry and 
the possibilities of within educational institutions  

 D3.2 - Identifying Core Knowledge and Skill Sets for Model Curricula  
 D3.3 - Teaching DfA Core Knowledge and Skill Sets  
 D4.2 - Assessment of and recommendations on DfA related higher education and 

research policies and strategies in EU countries  

4   Course Development  

Usually, people aiming to include design for all in undergraduate courses have to 
develop their own teaching materials (texts, practical exercises, etc.) from the scratch. 
This considerable effort may discourage many lecturers that frequently have not 
enough support to develop this task. A good solution for this problem is the sharing of 
teaching materials. In this way each lecturer can profit from the successful 
experiences and tested materials developed by other people and can also contribute 
with their own materials. Shared materials can include texts, presentations, 
laboratories, examples of good practices and guidelines to use them. 

Internet provides now-a-days excellent support for sharing of teaching materials 
allowing the creation of repositories of well structured and commented documents. 
Such a structure enhances the added value of the common resources, providing 
complementary information on when, how, where to use the diverse materials. 
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This special thematic session on Materials for Teaching Accessibility and Design 
for All aims to discus diverse approaches to the implementation of Inclusive Design 
courses and the possibility of sharing teaching materials to easy the work of pioneer 
lecturers. 

This activity is supported by the Working Group 13.3 on HCI and Disability of the 
International federation for Information Processing. One of the principal objectives of 
the working group is to make HCI designers aware of the needs of people with 
disabilities. IFIP WG13.3 has organized successive workshops to facilitate the 
advancement in the use of Guidelines for Inclusive Design and published related 
materials [7]. 
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Abstract. There is a need for training in design for all both at universities and 
in organisations, particularly as regards accessible web design. In this paper we 
present the experiences of the Sidar Foundation and the Technical University of 
Madrid in teaching web accessibility, focusing on the use of two key materials. 
The first one is Contramano, a fictitious web site designed to fail every accessi-
bility checkpoint. It can be used to give examples of bad practices or as a basis 
for short exercises focused on specific checkpoints. The second material is the 
HERA tool, an on-line evaluation tool that has been designed to assist the man-
ual evaluation of web accessibility. The paper will present the experience of us-
ing these materials in both higher education and other courses. 

1   Introduction 

In recent years the design for all concept has been increasingly promoted to deal with 
accessibility issues in both the physical world and, of course, the so-called Informa-
tion Society [1,2]. 

In this context there is the common perception that education has a key role to play 
in the future of an inclusive society for all: the design for all concepts, principles and 
techniques should be introduced in the curricula of all occupations working on the 
built environment, including architects, civil engineers and software engineers [3,4]. 
In the case of Information and Communication Technologies (ICT) there are several 
organisations and projects working on the development of curricula and materials for 
design for all training, like IDCnet [5], EDeAN [6] and IFIP WG 13.3 [7].  

In this paper we present the two most important materials that the Sidar Foundation 
[8] and the Technical University of Madrid (UPM) have been using to teach accessi-
ble web design in courses inside and outside the university: Contramano, a fictitious 
web site, and HERA, a web accessibility evaluation tool. 

The paper is organised as follows. Section 2 will present the Contramano web site 
and its additional teaching material. Section 3 will briefly describe the HERA tool and 
its main educational features. Section 4 will discuss our experiences in the use of 
Contramano and HERA when teaching accessible web design. Finally, section 5 will 
present some concluding remarks, along with work to be undertaken in the future. 
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2   Contramano 

Contramano [9] is a fictitious web site for left-handed people, offering information, 
games, curiosities and an electronic shop of specially created goods. The name Con-
tramano comes from the Spanish expression “a contramano”, which means “going the 
wrong way” and is used in some South-American countries as a synonym of “moving 
on the left”. 

This web site is useful for both teachers and students. It is a comprehensive web site 
for students to review and modify, using which they can do short practical exercises on 
accessible web evaluation and design. Also it is a complete collection of bad practices 
giving simple examples for all of the Web Content Accessibility Guidelines (WCAG) 
checkpoints [10], techniques to be avoided, and typical accessibility barriers.  

As teaching material, Contramano consists of an incorrect and a correct web site, a 
collection of exercises and a teacher’s guide. 

2.1   Contramano Incorrect Web Site 

The incorrect version of Contramano consists of a web site full of accessibility and 
usability mistakes. This web site is divided into eight sections: 

− Initial page - A “splash-screen” flash animation. 
− Main page - A navigational page offering links to the sections of the web site. 
− Presentation - It contains introductory content about being left-handed and mini-

games related to palindromes.  
− Myths and legends - It contains several myths and legends related to the left-

handed and a link to a bilingual book description.  
− The brain - It explains the organisation of and differences between the brains of 

left- and right-handed people. There is a server-side map explaining the main parts 
of the brain. 

− Curiosities - It contains funny facts and statistics about the use of the left hand and 
foot. There is also an animation of the word “contramano” presented in finger 
spelling and a mini-game related to a famous old painting. 

− Links - A set of links to other left-handed web sites and a practical joke. 
− People - List of famous left-handed people, including musicians, politicians, writ-

ers and sportsmen. There is a video of a well-known goal scored by Maradona. 
− Shopping - This is the commercial part of the web site, containing several products 

for left-handed people: t-shirts, writing instruments, watches and other utensils. In 
addition it contains information about the international day of left-handed people. 

Each of the above sections and pages was designed with the goal of violating some of 
the WCAG checkpoints, allowing the teacher to show examples of bad practices and 
enabling the student to review and correct those problems. Table 1 contains an over-
view of the educational goals and checkpoint coverage of each of the Contramano 
sections. It should be noted that all the pages of the incorrect version of the web site 
fail to pass some checkpoints, like 3.2 (conform to formal grammars) and 4.3 (iden-
tify the primary natural language). 
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Table 1. Educational goals and checkpoint coverage of the Contramano web site 

Section Main goals Priority 1 Priority 2 Priority 3 
Initial page Accessible inclusion of objects. 

Bad practice: an animation as start 
page. 

1.1, 6.3, 
8.1, 11.4 

3.2, 6.4, 
6.5, 9.3 

4.3, 11.3 

Main page Alternative texts and long descrip-
tions. Colour contrast. Non-
relative font size. Use of quotes. 
Layout tables. Identification of 
link targets. Metadata. Consistent 
navigation and presentation style. 

1.1, 14.1 2.2, 3.2, 
3.3, 3.4, 
3.7, 5.3, 
5.4, 11.2, 
13.1, 13.2, 
13.4, 13.6 

2.2, 4.3, 
9.4, 13.5, 
14.2, 14.3 

Presentation Colour contrast. Use of images 
instead of text. Header elements. 
Natural language changes. 
JavaScript-only link target. Physi-
cal events. Time-dependent inter-
action. Tab-index behaviour.  

4.1, 6.3, 
14.1 

2.2, 3.1, 
3.2, 3.5, 
7.2, 6.4, 
7.2, 7.4, 
9.3, 13.1, 
13.2, 13.5 

2.2, 4.3, 
9.4, 13.5, 
14.2, 14.3 

Myths and legends Alternative text. Use of list. 
Header elements. Natural lan-
guage changes. Pop-up windows. 
Tables with side-by-side text. 

1.1, 4.1 3.2, 3.5, 
3.6, 3.7, 
10.1 

4.3, 10.3 

The brain Alternative texts. Images for 
layout. Pop-up windows. Server-
side image map. Non use of style 
sheets.  

1.1, 1.2, 
9.1 

3.2, 3.3, 
3.5, 13.1, 
13.4, 13.5 

4.3, 13.5, 
14.2, 14.3 

Curiosities Non accessible flash object. Use 
of lists. Abbreviations and acro-
nyms. Moving text. Loss of 
structure when style sheets are 
turned off. Obsolete elements. 

1.1, 6.1 3.2, 3.6, 
3.7, 7.3, 
7.5, 8.1, 
9.2, 11.1, 
11.2, 12.3, 
13.2, 13.4 

4.2, 4.3, 
13.5, 14.2, 
14.3 

Links Relevant link text. ASCII-art. 
Relevant information at the begin-
ning of list items. 

1.1 3.2, 13.1 4.3, 13.8, 
13.10 

People Non accessible video. Two-
column layout table. Use of lists. 

1.1, 1.3, 
1.4 

3.2, 3.3, 
3.6 

4.3 

Shopping  Use of frames. Use of data tables. 
Colour-only information. Client 
image maps. Non-separated 
consecutive links. Search func-
tionality. Screen flickering. Mov-
ing images. 

1.1, 2.1, 
5.2, 6.2, 
6.3, 7.1, 
9.1, 12.1 

3.1, 3.2, 
5.3, 5.4, 
6.4, 6.5, 
9.2, 9.3, 
10.1, 10.2, 
12.2, 12.3, 
12.4, 13.2 

1.5, 4.3, 
5.6, 9.5, 
10.4, 10.5, 
13.6, 13.7, 
13.9, 14.2 

2.2   Contramano Correct Web Site 

We have also developed a correct, accessible version of the web site, keeping as much 
of the original aesthetics as possible.  

The accessibility problems of the original site have been solved in the correct ver-
sion. For instance, the initial page now contains more content than just the flash ani-
mation, the contents are better structured, the navigation and presentation style is 
consistent across the pages, etc. 

The main goal of the correct version is to enable the teacher to quickly show how 
to remove the accessibility barriers there are in the original site. Consequently, the 
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correct version of Contramano does not aim to be a visually attractive and fashionable 
web site, but a site conforming to the WCAG. 

2.3   Exercises 

Accompanying the Contramano incorrect and correct versions, there is a set of 67 
exercises corresponding to examples of bad practices in the application of the WCAG 
checkpoints.  

These exercises can be navigated in three ways: by the sorting order of the related 
checkpoints, by the type of elements they refer to or by priority order. This way stu-
dents can follow the order proposed by the teacher or their own preferred order when 
working on their own outside the classroom. 

The exercises consist of small fragments of the Contramano web site, each of one 
focused on only one of the WCAG checkpoints and accompanied by the required files 
(HTML, images, videos, etc.). In this way the student only has to worry about the 
checkpoint the exercise deals with. 

The exercises are presented as web pages, with two different presentation styles, 
the aim being here to accommodate a wider range of users. These pages contain the 
element up for modification, along with links to the needed files and to the original 
content in the Contramano site. 

2.4   Teacher’s Guide 

Teachers of web accessibility courses are experts with extensive knowledge of 
WCAG and its application. However, even an expert will not always remember the 
full text of each of the checkpoints and, furthermore, will not always recall which 
pages of Contramano provide examples for each of the checkpoints. 

For this reason, we have developed a teacher’s guide accompanying the Contramano 
site. This guide contains, for each of the checkpoints, its identifier, its priority level, its 
full text and the failure examples in Contramano (with links to the respective page). The 
checkpoints can be navigated in the same orders as described for the exercises. 

In addition, the guide contains specific help about evaluation techniques for each 
of the checkpoints. This information has been gathered by the Sidar Foundation 
through years of experience in the evaluation of web site accessibility.  

Finally, the teacher’s guide provides a mini-application for the management of the 
information it contains. Thus, teachers can modify the guide’s content, adding more 
relationships between the checkpoints and the respective examples or exercises. 

3   HERA 

HERA is an on-line tool that provides support for the manual evaluation of the acces-
sibility of web pages based on WCAG. HERA 1.0 was made freely available to the 
public in 2003 and was a great success, as has been demonstrated by the positive 
feedback received from system users. It was the first on-line tool for accessibility 
assessment that was developed with the manual evaluation process in mind [11]. 
HERA 2.0 was launched in 2005 to overcome some weaknesses of the previous ver-
sion and to improve system usability [12]. 
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HERA provides a full set of useful functionalities from the point of view of web 
accessibility education, which are summarised below (Figure 1): 

Initial Form

Manual 
Evaluation 

Process

Help on 
Checkpoints

Instructions 
for Evaluation

Modified 
Page View

Code View

Evaluation
Results

Report 
Generation

<hmtl
lang=es>
<head>
<title>..
.</title>
</head>

Automatic 
Preliminary

Analysis

Summary of 
Results

 

Fig. 1. Overview of HERA 

Automatic Preliminary Analysis. HERA inspects the web page and automatically 
assigns a value for each of the 65 checkpoints: pass, fail, not applicable or needs check-
ing. Table 2 shows a summary of how checkpoints are automatically evaluated with 
HERA. In this table several checkpoints appear in more than one column. For instance, 
checkpoint 1.1 (text alternatives) can be automatically evaluated as fail if there are im-
ages without the “alt” attribute; as non applicable if there are no non-textual elements 
(images, objects...) in the page; and as needs checking if there are images with “alt” 
attributes that require human evaluation to assess if the alternative text matches the 
image. On the other hand, this checkpoint will never be automatically evaluated as pass, 
because the computer cannot judge the adequacy of alternative texts. 

Table 2. Summary of checkpoints automatically analysed by HERA 

 Pass Fail N/A Human 
Priority 1 2 4 12 16 
Priority 2 17 18 9 21 
Priority 3 6 6 6 13 
Total 25 28 27 50 

Manual Evaluation Process. After the preliminary analysis, the evaluator has to 
proceed with the manual evaluation, using different navigation strategies. For in-
stance, some evaluators follow the priority levels while others prefer to first focus on 
the failed checkpoints (irrespective of their priority level), then on checkpoints requir-
ing manual evaluation and then finish with passed and non-applicable checkpoints. 
During the manual evaluation, users receive support from the other HERA modules.   

Summary of Results. Once the preliminary analysis has been completed, HERA 
shows the results of this process, with information such as the URL under analysis, 
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time spent on automatic evaluation, number of errors found and, more importantly, a 
table with the summary of the checkpoint evaluation results. This table shows, for 
each priority level, the number of checkpoints that require manual evaluation, that 
have passed, that have failed and that are not applicable. This table provides another 
navigational tool for the manual evaluation process and updates its content as the 
manual revision progresses. 

Help on Checkpoints. This tool provides help about the meaning of each of the 
checkpoints, giving the full text of the checkpoint that is being checked. This is ex-
tremely useful in educational contexts, where the users have little knowledge of the 
WCAG. 

Instructions for Evaluation. If required, HERA provides additional information 
about the checkpoint goal, techniques for its evaluation and techniques for a correct 
implementation of the checkpoint. Again this feature is relevant in an educational 
context, helping the novice evaluators to gain insight about the process of web acces-
sibility evaluation. 

Modified Page View. HERA can generate a modified view of a page, used to high-
light with boxes, colours and icons the elements of the pages that have to be analysed 
for each checkpoint. This greatly minimises the need to examine the source code of 
the web page. 

Code View. HERA can also show the source code of the page highlighting the items 
which should be checked, using the same colour scheme and icons that the modified 
page view, thus facilitating the identification of the parts of the source code that re-
quire additional inspection or modification. 

Evaluation Results. HERA provides a service for the users to store the complete or 
incomplete evaluation results for further reference.  

Report Generation. HERA provides a report generation module. The users can pro-
vide contextual information for the report (name and email of the evaluator, title of 
the report and a short commentary). Then the users can choose which of the check-
points will appear in the generated report. The report can be generated in three differ-
ent formats: XHTML, PDF or RDF (using the EARL vocabulary [13]).  

4   Our Experience with Contramano and HERA  

We have used both Contramano and HERA as part of several web accessibility 
courses inside and outside the university with different goals but the same satisfying 
results. 

The courses taught at the UPM in collaboration with the Sidar Foundation typically 
involve around 50 students and last one semester. These are courses with a low number 
of lectures spread across the semester, and students have to complete a practical exercise 
on the design and implementation of a small-scale accessible web site. 

In these courses we use Contramano during the lectures to illustrate examples of 
bad practices for the more relevant WCAG checkpoints. And we use HERA as the 
compulsory tool for students to evaluate their small web site and to generate the re-
spective accessibility report that they have to present as part of their practical work. 
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The courses taught by the Sidar Foundation outside the university (with the col-
laboration of teachers from the UPM) are completely different. Typically they are 20-
hour 3- or 4-day intensive courses for up to 20 students in computer classrooms. 

In these short courses we use Contramano and HERA differently. After some in-
troductory material, we start using HERA early on, the aim being for students to get a 
better knowledge of the typical accessibility issues of web sites. Then we proceed 
with the WCAG checkpoints, grouped around the main elements. During this expla-
nation we use Contramano to illustrate examples of bad practices and to set short 
exercises to be completed by the students in the classroom. 

In either case we have found the use of Contramano and HERA to be extremely 
beneficial for both teachers and students. We have always been awarded good scores 
in the course evaluation surveys that the students fill in at the end of the courses. 

5   Conclusions and Future Work 

A lot of emphasis is being placed on accessibility and design for all in all domains 
today, including the Information Society. Education in design for all, where materials 
and examples of good practices are being collected, is a key issue if an inclusive soci-
ety is to materialise. 

In this paper we have presented two teaching materials developed by the Sidar 
Foundation, in collaboration with the UPM: Contramano, a fictitious web site, and 
HERA, a web accessibility evaluation tool. 

These materials have been successfully used by the Sidar Foundation and UPM in 
several courses on web accessibility taught inside and outside the University. 

However, there is always room for improvement. Here are some ideas for future 
work: 

• The design and contents of the non-accessible version of Contramano could be 
updated to better reflect the typical accessibility mistakes occurring today.  

• The accessible version of Contramano could be redesigned, mainly to improve its 
aesthetics and make it more appealing as a web site. 

• Contramano could also be translated to other languages (now it is only written in 
Spanish), so it could be use for international courses. 

• Finally, HERA 2.0 should enable the user to navigate the checkpoints in the same 
ordering schemata as they are presented in the Contramano exercises, easing the 
combined use of the two educational materials. This is something planned for the 
final version of HERA 2.0. 
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Abstract. The degree program for M.Sc. Multimedia Management includes 
teaching on basic aspects of usability and accessibility. Our approach is to 
introduce accessibility issues as an application of a more general learning 
objective. Learners experience accessibility issues indirectly when working on a 
project involving multiple students. Two case studies are presented: a) 
developing an accessible Flash-based web interface and b) the heuristic 
evaluation of the usability of a novel software package. 17 students participated 
in a questionnaire allowing to assess the effectiveness of our approach. 

1   Introduction 

Accessibility is a major phenomenon which receives some attention as it is expected 
that better accessibility leads to more usable interactive systems. However, teaching 
about universal design [1] and users with special needs is reaching its limits if 
students have not experienced the limitations caused by the lack of communication 
with and through computers. An initial attempt to overcome such lack of insight 
through lack of own experience is to show a video. Several different kind of people 
can be viewed in a short time and use of assistive devices can be observed by students 
[2]. However, we believe such factual information needs to be connected to the 
methods and facts suitable for the general field of HCI and taught as part of the 
overall curriculum [3]. If accessibility is seen as a separate field by students it remains 
to be a niche and will not be addressed in projects aiming at mainstream users. 

The curriculum for the degree program Master of Science degree in Multimedia 
Management provides a unique opportunity to introduce accessibility to an international 
studentship, who for the majority has never heard about handicapped people using 
computers. Designing for disabled users is nearly impossible if the implementation of 
accessible interaction techniques is unknown. But implementation cannot be attempted 
without properly identifying user needs and designing some accessible systems. Such 
circular dependency can only be broken up if students are motivated for the instructional 
unit and feel responsible themselves to apply their knowledge. 

Our approach to make students familiar with design for all principles is built on the 
following steps 

• select a HCI curriculum topic which at first hand is not affected by 
accessibility issues, 

• introduce design for all principles as an application of the chosen topic, 
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• allow students to learn the topic and apply their knowledge by relying on 
design for all methods, and  

• perform an assessment. 

Thereby universal design serves a double purpose. It is both a learning objective in its 
own and a HCI technique applicable to a particular HCI method. The introduction to 
evaluation methods used in HCI and the development of a web-based interactive 
system for assessments have served us as very different curriculum topics in the past 
two academic years. 

2   Case Studies 

In the following, two case studies shall illustrate the approach. Teaching of 
management principles is part of a team project, here students face the need to 
organize themselves and their team members in order to develop a software applica-
tion (see Fig. 1 a). An HCI topic are empirical usability studies which include 
learning to apply multiple methods and tools (see Fig. 1 b). 

    

a)     b) 

Fig. 1.  a) Accessible quiz;   b) recording a usability test scenario 

2.1   E-Learning Unit on Accessibility 

A case study was carried out within a student’s team project [4]. Coming up with  
the title “E-Learning on Accessibility”, the focus of the project was to implement an 
e-learning title to teach the main matters of accessibility in general and web accessibi-
lity in detail. The acquired knowledge was to be tested in a quiz.  A market analysis 
studied the need for such eLearning titles. The implemented e-learning title was 
designed as a web application with a quiz implemented in accessible Flash. Following 
our approach the title had itself to be accessible according to WAI guidelines by 
considering “Level Double-A Conformance”[5].  

This approach for teaching principles and guidelines of accessibility forced the 
team to collect information on accessibility issues and to develop the didactics for 
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web-based eLearning concept. By applying that knowledge in a concrete implementa-
tion, the gained knowledge should be deepened sustainable.  

2.2   Empirical Usability Studies  

In the context of a computer graphics lecture, accessibility and usability are taught to 
sensitize future media managers for the usage of basic technologies and methods of that 
area. The theoretical topic, provided in the lecture was imparted as practical knowledge 
and experience in an exercise. The students evaluated a novel software tool called “TCE 
– Test Case Editor“ by accomplishing user tests. The TCE tool is a new editor for 
systematic organization of accessibility evaluations [6]. TCE requires the user to 
become familiar with different types of disabilities and assistive technologies. The 
method applied for user testing was divided into the following parts: 

 A “software expert” has to acquaint himself with the TCE tool in detail. He 
defines four tasks of different complexity a test user has to solve, 

 two subjects without having previous knowledge of the TCE tool shall try 
to accomplish the tasks defined by the “Software Expert”, 

 a “video expert” records the computer screen, the subject’s face and voice 
during the tasks and edits the audio and video content live to provide all 
information within one single screen, 

 an “observer” watches the recordings and describes verbally the subjects 
acting and comments as well as noticeable attitudes. All observations 
including proceeding time are logged using the “Ovo Logger” Software tool 
[7]. Based on the observations, a final report is generated by the logging 
software. The “Observer” enters the users and tasks in a data base and 
allocates them to heuristic evaluation categories. 

3   Findings 

Case study one shows students can make themselves familiar with web accessibility 
in the given educational framework. While the students had to look into the subject in 
depth in theory and practice, the understanding of the needs of special user groups 
was correspondingly deep. 

After finishing case study 2, a questionnaire was filled out by the students. The 
results of this evaluation help to measure the grade of the student’s sensitization for 
the methods of usability and accessibility testing. Out of 17 respondents 65% were 
male, 35% were female. Also, 35% of students had learned before about usability 
issues. From those, 2 students had already professional experience in usability 
testing.  

The evaluation’s aim was to assess if the students recognized usability issues and 
distinguish them from accessibility issues. More then 70% agree on performing a 
usability test of the Test Case Editor for accessibility testing is a good approach to 
learn usability test methods and accessibility concepts within one single task. All 
students agreed that usability testing is an important step within the quality 
management of the software engineering process, actually 42% strongly agreed in that 
point. 76% agree about the statement, that accessibility provides the opportunity for 
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business cases. In contrast, Figure 2 shows the response to the question if TCE is 
applicable to people with special needs. Students seems to lack a precise 
understanding of requirements of users with special needs vs. general usability issues. 
More training on assistive technologies is necessary. 
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Fig. 2.  Students identification of user groups 

In the past, individual students who have become familiar with accessibility 
techniques also considered to intensify their knowledge and have developed their 
master thesis in this area. This rate is increased to 16% for the current academic year 
2005/2006. 
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Abstract. Augmented visualization of the mathematic and scientific data is an 
essential aid in training blind students’ pre-calculus skills. Compared to existing 
multidimensional wrench-reflection interfaces, one-dimensional stylus-based 
interaction concept could support blind users with reasonable feedback in dif-
ferent tasks. We designed a mock-up of the cable-suspended haptic interface 
and a match game-like piece of software to investigate the perception features 
of the length of the virtual horizontal bar chart columns augmented with wrench 
and sound feedback. The performance of the eight blindfolded subjects was 
evaluated in terms of the number of repeated inspections to detect twin chart 
columns with similar length, and the task completion time required to perform 
the chart inspection. The experience acquired within simulated gameplay condi-
tions with the use of implemented cable-suspended interface can be applied in 
developing novel didactic tools for training blind students in estimating linear 
dimensions of the simulated objects. 

1   Introduction 

Augmented visualization of the mathematic and scientific data, especially graphs and 
diagrams, is an essential aid in training blind students’ pre-calculus skills. Several 
techniques are being used to assist blind students in accessing graphical information. 
Graphs and diagrams can be presented as the tactile embossed patterns accompanied 
with Braille and speech cues. However, only 26% of blind university students are 
expert Braille readers [8]. In addition, low perceptive accuracy significantly impedes 
the proper imagination of the embossed graphic information.  

Sribunruangrit et al. [7] studied a possibility to display the virtual graphic images 
employing the “Braille Box” device to control an array of Braille pins (4 by 4) with 
the touch tablet. The blind user specified the region of interest of the virtual graphic 
image being partially displayed under the fingertip of the one hand by moving the 
stylus along the graphic tablet by the other hand.  

However, the perceptual performance of the subjects in the tasks of tracking 
graphic images was low. The subjects experienced essential difficulties in cognitive 
integration of the sequential locations of the image features (details) as information 
about the location of the details within the image layout was insufficient. The 
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general layout and details are being delivered through exploratory movements and 
tactual-kinesthetic relationships which both have to be strictly coordinated in space 
and time to provide a cross-linkage between details, their location and the entire 
image layout [4]. The number of parameters used to provide the information about 
the image features (details and location) should be reasonable, but not redundant 
[2].  

There have been several attempts recently to explore stylus-based wrench-
reflection haptic devices whose actuators provide a force and direction moment 
vector to a user’s hand for haptic interaction with virtual objects especially line, 
graphs and bar charts. As a rule, haptic features are assigned to each vertex of a 
virtual object. Wrench-reflection haptic devices allow perceiving only a single ver-
tex at a time and then the subject has to mentally integrate a series of the vertices 
explored [8]. Grabowski and Barner [1] investigated a possibility to use a six-
degrees of freedom force feedback PHANToM haptic device having a 3D force 
feedback workspace of about 160 mm × 120 mm × 120 mm [6] to augment haptic 
visualization for blind and visually impaired persons. They showed that the users 
were only nearly able to evaluate the layout of the graph presented with the device. 
The visually impaired users could not properly use the gridlines to find the maxi-
mum and minimum points of the virtual lines as well as they were not able to dis-
tinguish correctly other haptic cues.  

As a candidate to produce a flexible and non-expensive feedback a thin cable may 
be attached to a stylus. The length and a tension of the cable might be controllable by 
means of a DC-motor and a pulley which can produce a gradual reflection force mo-
ment in dependence on a stylus position doing a restriction in some predefined direc-
tion and location or/and to simulate surface features. Due to a special kinematics and 
the points of applied mechanical moments the cable-suspended interface has a good 
force-moment/power ratio. There were already several tension based haptic interfaces 
[3,5] developed to deliver force moment to the user’s fingers thus allowing presenting 
the features of the virtual objects in either 2D or 3D space using a force feedback. 
Tension based haptic interfaces have a scalable workspace. Nevertheless, they are still 
cumbersome to use due to the great number of the cables and the way of their fixation 
on the fingers.  

The goal of this work was to investigate the perception features of force feedback 
provided with simplified one-dimensional cable suspended haptic interface in the task 
of the blind inspection and matching of the length of the virtual horizontal bar chart 
columns augmented with wrench and sound feedback.  

2   Method Design 

2.1   Manipulandum 

The mock-up of the cable-suspended interface comprised of AceCad AceCat Flair 
USB Graphics tablet and the haptic unit providing cable tension at the particular 
moment and location. The tablet has active manipulandum surface of 127 mm × 
95.25 mm and includes cordless pen. The prototype of the haptic unit consists of a 
FF-130SH DC motor having shaft radius of 1 mm, pulley, and reduction gear, to 
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transform with a minimum lost, the torque of about 6 mN/m into a tractive force 
lead to a stylus. The reduction ratio used was 21:1. DC motor working in a pulse 
wide modulation mode provided the resulting tractive force of about 6 N.  

2.2   Apparatus 

The match game testing software was developed in Microsoft Visual Basic 6.0 under 
Windows 2000. Each trial consisted of two phases: the preliminary inspection phase 
and confirmation phase. Doing the preliminary inspection, the subject followed the 
tractive force provided with cable-dragged stylus and explored the length of each 
column comprising the horizontal bar chart. The tractive power (PSD) was propor-
tional to the length of the chart columns and counted as follows:  

21

1

TT

T
LFP SDSD +

××= , (1) 

where FSD– the tractive force being applied to a stylus; L – the length of the chart 
column; T1– the period of time when the DC motor was switched on; T2– the period of 
time when the DC motor was switched off. 

In the present study, the number of the columns in the horizontal bar chart was re-
stricted to 4 though this number can be increased. When inspecting a column the 
subject followed the stylus along the column starting from the left border. The inspec-
tion was considered as completed when s/he had crossed the right border of the col-
umn. “Negative” sound indicated crossing the edges in the intermediate point of the 
column, which was considered as an error. Each column of the graph was additionally 
augmented with a sound marker (earcons: do, re mi, fa) in order to specify the loca-
tion of each column within the chart.  

In the confirmation phase, the subject could continue an inspection of the chart 
columns if needed however the number of repeated inspections to explore each 
column was limited. Upon completion of the chart inspection, the subject had to 
choose two columns with a similar length. Pointing was accomplished with the 
stylus and accompanied with earcons; each pointed column was selected by press-
ing the space bar.  

2.3   Participants 

Eight sighted right-handed paid volunteers (six females and two males) from the staff 
and students at the University of Tampere participated in the study. The ages of the 
subjects ranged from 25 to 50 years with the mean age of 34. The average computer 
experience of all participants was 7.5 years. All of them used computers on a daily 
basis, reporting 7 to 10 hours of usage per day. All subjects had tried out a force feed-
back joystick, a tactile mouse and a tactile gamepad once or twice. No participants 
reported any loss or intolerance of haptic sensation. Since the technique is intended 
for blind users, the test subjects were blindfolded and wore a mask to simulate blind-
ness condition.  
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2.4   Procedure 

The subjects were tested individually. Prior to data collection, they were instructed 
concerning the features of the developed software and the overall testing procedure. 
The subjects were advised to anchor the hand on the desk where the cable-suspended 
haptic interface was located. They were asked to leave the hand relaxed while grasp-
ing the stylus and to follow the force moments provided with the device without ap-
plying strong resistance to the wrench move. Participants were then allowed to play a 
“warm-up” game. After that, the participants could ask questions if they felt that some 
steps in the testing procedure required more clarification. The experimental setup is 
shown in Figure 1. 

 

Fig. 1. The experimental setup: the subject anchors the hand on the desk when grasping a stylus 
and following the tractive force (white arrow on the figure) lead to a stylus to evaluate the 
length of the virtual horizontal bar chart columns 

Each subject has completed three sessions during testing with no more than one 
session per day. During each test session, evaluating of chart with columns having 
both different minimum length and twin-column to non-twin column length ratio, 
was performed in a random order. The length of the chart column (L) was counted 
as follows:  

rndkLL ×= min , (2) 

where Lmin – minimum length of the column, krnd – a random value from 1 to 7. 
The exploration of the chart was accomplished with chart columns having  

Lmin value of 5, 10 and 13 mm. Seven different twin-column to non-twin column 
length ratios were varying on their values in dependency of Lmin and krnd  
(Table 1).  
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Table 1. The parameters of the virtual horizontal bar chart columns used 

Minimum length of the column, Lmin 

5 mm 10 mm 13 mm 

Ratio, 
mm 

Ratio 

reduced by 
cancellation 

Ratio, 
mm 

Ratio  
reduced by 
cancellation 

Ratio, 
mm 

Ratio  
reduced by 
cancellation 

5:10 
10:15 
15:20 
20:25 
25:30 
30:25 
35:30 

1:2 
2:3 
3:4 
4:5 
5:6 
6:5 
7:6 

10:20 
20:30 
30:40 
40:50 
50:60 
60:50 
70:60 

1:2 
2:3 
3:4 
4:5 
5:6 
6:5 
7:6 

13:26 
26:39 
39:52 
52:65 
65:78 
78:65 
91:78 

1:2 
2:3 
3:4 
4:5 
5:6 
6:5 
7:6 

A session lasted for an hour in average. One test session consisted of three blocks. 
One test block consisted of 20 trials, that is, each subject performed 60 trials per one 
day, 180 trials in a total. This meant that subject had to successfully perform the con-
firmation phase for 20 times, i.e., to detect correctly the twin columns having similar 
length in each trial case. If it did not happen and the number of repeated inspections to 
explore four chart columns at confirmation phase exceeded the maximum number of 
repeated inspections allowed (30), the subject was automatically redirected to the 
inspection phase of the next chart. These data of incomplete trial were not stored in a 
log file and consequently excluded from further analysis.  

The subjects could rest as desired between trials. Therefore, none of them reported 
loss or decrease of haptic sensation throughout the testing. The data concerning the 
behavioral patterns of the subjects’ scanpaths at exploration of the virtual horizontal 
bar chart columns in the inspection phase were recorded and analyzed.  

3   Results 

The performance of the subjects maybe evaluated in terms of the number of repeated 
inspections to detect twin columns with similar length. The task completion time is 
comprised of the time spent to complete the preliminary inspection phase, the time spent 
to complete the confirmation phase that can also include repeated inspections, and the 
decision-making which of the chart columns were twins. As the number of columns was 
restricted to 4, most of the subjects had accomplished the thorough inspection during the 
first phase. We supposed that the time spent in this phase was the main part of the sub-
jective performance; it had an impact on the final decision making process. Thus, the 
task completion time of the preliminary inspection phase is considered next as a pa-
rameter of the subject performance and was taken into further analysis. The behavioral 
patterns of the subjects’ scanpaths made in the preliminary inspection phase were also 
analyzed. Some considerations regarding the average data recorded at evaluating the 
length of the virtual chart columns are summarized below. 
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3.1   Matching Twin Chart Columns 

The average number of repeated inspections, made by the subjects to explore four 
horizontal bar chart columns in the preliminary inspection phase of the match game, 
is presented in Figure 2. The average number of repeated inspections varied from 
1.5 to 3 when twin-column to non-twin column length ratio was less than 4:5 (see 
Table 1) and Lmin was equal to 13 mm. The average number of repeated inspections 
increased when twin-column to non-twin column length ratio was more than 4:5 
and varied from 2.31 to 3.75. The mean error rate recorded was of about 1.2%. 

The number of repeated inspections varied from 4 to 6 when twin-column to non-
twin column length ratio was less than 4:5 and Lmin was equal to 10 mm. When twin-
column to non-twin column length ratio was more than 4:5, the variation decreased to 
2.25 – 4. The error rate increased up to 4.5% regarding the errors committed when 
Lmin was 3 mm greater. The difference in the length of twin and non-twin chart col-
umns became closer to the discrimination threshold. The performance of the subjects 
deteriorated respectively. 

The number of repeated inspections varied from 3.7 to 6.5 when twin-column to 
non-twin column length ratio was less than 4:5 and Lmin was equal to 5 mm, and in-
creased to 4 - 7.5 when twin-column to non-twin column length ratio was more than 
4:5. In this case, the difference in a length of twin and non-twin chart columns was 
small enough too or could probably be less than the discrimination threshold. There-
fore, the performance of the subjects was extremely low. The mean error rate re-
corded was high, about 7.5%. 

 

Fig. 2. The average number of repeated inspections made by the subjects to explore virtual 
horizontal bar chart columns in the preliminary inspection phase of the mach game 

3.2   Task Completion Time 

The mean twin-column detection time in the preliminary inspection phase of the 
match game is presented in Figure 3.  

The mean task completion time varied from 4 to 8 s when twin-column to non-twin 
column length ratio was less than 4:5 (Table 1) and Lmin was equal to 13 mm. When 
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twin-column to non-twin column length ratio was more than 4:5, the mean task com-
pletion time slightly decreased and varied from 3 to 7 s.  

In the inspection phase of the game the subjects needed from 7 to 12 s to complete 
the chart exploration when twin-column to non-twin column length ratio was less than 
4:5 and Lmin was equal to 10 mm. When twin-column to non-twin column length ratio 
was more than 4:5, the subjects have spent less time for the chart exploration but the 
range of time variation was increased to 6 – 14 s. 

The subjects were required twice more time, of about 12 – 17 s, to explore the 
chart when twin-column to non-twin column length ratio was less than 4:5 and Lmin 
was equal to 5 mm. The inspection of the chart took a greater time of about 7 – 17 s 
when twin-column to non-twin column length ratio was more than 4:5. 

 

Fig. 3. The mean twin-column detection time at the preliminary inspection phase of the match 
game 

3.3   Scanpaths Recorded 

The subjects had different attitudes towards testing. Two of subjects were very careful 
with not making mistakes whereas others just wanted to complete the virtual chart 
inspection in the preliminary inspection phase of the match game as fast as possible 
without considering the increased number of errors at the confirmation phase. In the 
beginning of the testing, 6 of 8 subjects found sound feedback quite annoying al-
though to the end of the experiment all the subjects were certain of that sound cues 
significantly facilitates the inspection procedure. The behavioral patterns confirmed 
that to evaluate the length of the virtual chart columns at the preliminary inspection 
phase 5 of 8 subjects had a tendency do not continue exploration of the rest part of the 
chart once upon a short chart exploration they were sure which columns were twins. 4 
of 8 subjects explored all the chart columns one by one before they became sure 
which chart columns were twins. All the subjects were tended to explore all the chart 
columns one by one for a prolonged period of time in a case when the twin columns 
were weakly differed from each other. 
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4   Conclusion 

We presented an evaluation of the simplified one-dimensional cable-suspended haptic 
interface and match game-like software in the task of blind inspection and matching 
of the length of the virtual horizontal bar chart columns augmented with wrench and 
sound feedback. The performance of the blindfolded subjects was evaluated in terms 
of the number of repeated inspections to detect twin chart columns with similar 
length, and the task completion time required to perform the chart inspection in the 
preliminary inspection phase. The experimental results showed that the subjects made 
the smallest number of repeated inspections of only 1.5 – 3. They resulted in the low-
est error rate of about 1.2% when twin-column to non-twin column length ratio was 
less than 4:5 and minimum length of the column was 13 mm. In this case, the subjects 
needed only 4–8 s to accomplish the inspection task. The positive experience acquired 
within simulated gameplay conditions can be applied in developing novel didactic 
tools for training blind students in estimating linear dimensions of the virtual objects. 
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Abstract. Research results concerning Assistive Technologies show a growing 
demand of experts on AT deriving from an increase in use of Assistive Technolo-
gies which can be seen as an indirect result of worldwide population development 
trends. According to these recent changes efforts on inclusion of people with dis-
abilities and older adults is of prime importance. Due to these facts the Institute 
Integriert Studieren started developing a new university course on Assistive Tech-
nologies. The characteristics are the composition of the course and its interdisci-
plinary content. Graduates will be awarded with an academic title. The following 
article describes the idea of the training, its contents, its realisation and its ex-
pected impacts. 

1   Introduction 

The last years are characterised by a constantly growth of awareness towards aging 
and disability. Demographic developments regarding Austria and other industrialised 
nations clearly show an increase of older adults and people with disabilities in gen-
eral. A reason regarding growth of people with disabilities can be explained by the 
increasing danger of disability when aging [1].  

Several economical sectors already reacted to these developments by starting to 
produce apparatuses especially for the older adult people following the ideas of De-
sign for All. 

Not only technical apparatuses for a convenient life are of interest for older adults, 
but also support systems to gain independence through life, as this group of popula-
tion is more likely to be affected by a disability. Survey shows that older adult people 
aim autonomy in their lives [1]. People with disabilities and older adults are able to 
gain greater control over the own life by the use of Assistive Technologies (AT). 
They allow participation and more contribution to activities at home, school, work, 
leisure time or other communities as the Technology-Related Assistance for Individu-
als with Disabilities Act of 1988 declares [2]. 

Due to previous mentioned aspects, the use of Assistive Technologies will rise. To 
satisfy the growing demand, research shows that more and well educated experts on 
Assistive Technologies will be necessary.  
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Regarding the legislative framework there is no special law on Assistive Tech-
nologies in Austria, however an act on the equalization of people with disabilities. 
Austria avows itself to an equal treatment of people with and without disabilities. 
Equal treatment has to be realised in all spheres of life which means also a realisation 
in the field of Information and Communication Technologies (ICT). Assistive Tech-
nologies are an essential support to assure access to ICT, to equalization and addition-
ally to improve employability. 

All this motivated us to start working towards a new academic course and to close 
the gap between growing demand and offer in the German-speaking field of Assistive 
Technologies. We report on the academic course "Assistierende Technologien" - "As-
sistive Technologies". The course will include all necessary knowledge counsellors on 
Assistive Technology need and will comprise all categories of Assistive Technology as 
people working with AT presently often are experts for one category. For this purpose it 
contains technical knowledge which is necessary for employees in the areas of support, 
care and rehabilitation of people with specific needs and older adults. Therefore, gradu-
ates can be engaged in different areas of Assistive Technologies.  

2   Current State 

The current educational offer in the field of Assistive Technologies is inconsistent in 
Austria. Expertise is developed through both learning-by-doing and single seminars. 
Different enterprises working in the field of Assistive Technologies offer seminars, 
each lasting at maximum a couple of days. Another offering was SART [3], a summer 
academy on rehabilitation technologies, which took place in 1999. The institute In-
tegriert Studieren already participated in its organisation and realisation. 

Beyond Austria and the German speaking area there are for example the European 
wide network TELEMATE [4], online lectures in Italian language (SIVA) [5]. CSUN 
offers the so called ATACP, which is a detailed training [6]. 

Practical experience shows that AT counsellors need to know about products, ad-
aptation, demand analysis, finances, funding and more. Derived from the present 
situation, a comprehensive education on Assistive Technology is meaningful. 

3   The Course 

The duration of the university course encompasses four terms. The first course will 
start in the winter term 2006 and the course language will be German. The course 
“Assistec” will be offered as an online eLearning application with a certain amount of 
mandatory attendance hours. The course can be referred as in-service training. Inten-
tions for this kind of realisation are a high temporal and regional flexibility for par-
ticipants, especially for employees. However, it supports lecturers too, for they save 
time and it was easier to involve experts from all over Austria. The course graduates 
will be awarded an academic degree called “Experts on Assistive Technologies”. 

The university course aims to educate people deriving from different vocational 
backgrounds regarding the special field of AT. Graduates will be experts in the area of 
Assistive Technologies especially concerning assortment of appropriate AT, usability of 
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AT, funding, application, adaptation, management and service and counselling respec-
tively. Moreover, the course stresses concentrated and goal-oriented transfer of knowl-
edge according to the up-to-date state of the art in a multidisciplinary environment. One 
major key feature and goal as well is that the course substantially emphasises practical 
training and application of the theoretically gained knowledge. Moreover, one major 
intention is to enhance quality in the practical treatment regarding the profession fields 
of health care and support and services of people with disabilities. In addition to that the 
implementation of the university course also aims to improve and foster product devel-
opment of Assistive Technologies.  

The course is intentionally appealing to people from different vocational and edu-
cational backgrounds. Therefore the target groups addressed by the university course 
are multifaceted as follows: 

• Vocational field of welfare  
Within this vocational field the course is especially addressing people em-
ployed in the field of “people with disabilities” and “integration of people 
with disabilities” dealing with counselling, care, support, service and ac-
companiment of people with disabilities.  

• Vocational field of health care 
People who are working in the fields of rehabilitation, nursing, care and 
support of people with disabilities and older adult people are approached in 
particular. 

• Vocational field of education 
Within this target group we are appealing to both teachers of standard 
schools and adult education as well as special school teachers and peda-
gogues dealing with children with disabilities. 

• Vocational field of Assistive Technologies 
Especially addressed are people who are engaged in the areas of production, 
distribution and trading, maintenance, training, research and development of 
Assistive Technologies. 

To be in accordance with the idea of an equal access to education offers, the Institute 
Integriert Studieren encourages in particular people with disabilities to participate in 
the university course "Assistec". One more intention is to enhance vocational chances 
of people with disabilities at the open labour market due to an upgraded qualification. 

3.1   Curriculum 

The university course's curriculum consists of four modules. Each of the modules is 
composed of single seminars. As a whole the university course comprises 18 semi-
nars. The following figure outlines the university course's contents: 

Module one is focusing on imparting fundamental knowledge concerning medi-
cine, physiology and classification of disability, legal foundations regarding disability 
and funding facilities in Austria, Assistive Technologies and finally Design for All. 
As the module's name already implies, the contents constitute fundamentals for the 
course at whole and especially for the following subject. 
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Fig. 1. Contents of the university course "Assistec". The mentioned components accord to the 
contents and do not exactly reflect the whole seminar titles. 

Teaching contents of module two are emphasising on special knowledge of Assistive 
Technologies including practical training units regarding AT products and their applica-
tion. Therefore, this module disposes of a central position in the whole curriculum. 

Module three is dealing with the management and realisation of the process of as-
sortment and provision of Assistive Technologies, as a goal is to educate counsellors 
and process managers. Hence pivotal issues are needs assessment, analysis of the 
environment of people with disabilities in respect of technical, sociological and eco-
nomical areas and mediation.  

During module four the participants have to undergo practical experience by man-
aging and documenting a process of assortment and provision of AT by means of 
composing a scientific thesis. This kind of work placement also can be completed 
among holding down a job as the whole university course is organised as an in-
service training. 

A special feature of the developed curriculum is the interdisciplinary composition 
of professional subjects and contents of teaching respectively. The range of subjects 
highlighted covers medical, legal, technical, economical and management aspects, 
sociological aspects as well as psychological aspects. One more crucial element of the 
course is the cooperation and networking with enterprises in the field of AT.  
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3.2   eLearning System 

The design of the course is characterised by a blended learning system, which “com-
bines face-to-face instruction with computer-mediated instruction” [7]. 

According to this definition blended learning is used regarding the university 
course “Assistive Technologies” as a combination of online learning and presence 
learning elements.  

As the university course should be open for all people equally regardless of a pos-
sible disability the issue of accessibility has to be raised. As a fully accessible system 
is not to be found at the market, the idea occurred to adapt an already existing eLearn-
ing system. An open source course management system (CMS) called “Moodle” [8] 
has been chosen due to its good results according to a first accessibility evaluation 
following the Web Content Accessibility Guidelines [9] published by the Web Acces-
sibility Initiative [10].  

The used eLearning System has been evaluated several times by people with spe-
cific needs. Nevertheless the fact is that the evaluation and the gathered experiences 
using and testing this system still show deficits concerning full accessibility. Great 
attempts are being undertaken to achieve a fully accessible version until the start of 
the course.  

The eLearning system acts both as a communication platform and a platform where 
all study materials are available in accessible formats. Concerning the functionality 
“Moodle” contains a wide range of features: 

• Assignment Module: 
Teachers can give homework assignments and students can upload their as-
signments in any file format to the server.  

• Chat Module: 
The chat module allows synchronous text interaction. 

• Forum Module: 
Different types of forums are available for students and teachers.  

• Quiz Module: 
Teachers can define a database of questions for the students. 

• Resource Module: 
Teachers can provide scripts, slides, lecture notes, videos etc. supporting 
their lecture. 

• Survey Module: 
Students can evaluate single courses and feedback on the students' results is 
provided. 

Even though the eLearning system “Moodle” plays a crucial role within the blended 
learning settlement, the phases of personal attendance also are of great significance. 
Mandatory presence is planned for averaged three times per term with   duration of 
two days. The phases of presence are on the one hand used in order to initiate social 
contacts and formation of groups and on the other hand to demonstrate and present 
practical and theoretical contents. 

Overall, the blended learning settlement is enabling a high level of regional and 
temporal flexibility for the participants – and this is especially beneficial for people 
with disabilities in respect of access to the course itself and mobility issues.  



366 K. Matausch, B. Hengstberger, and K. Miesenberger 

3. 3 Graduates 

The qualification profile of the graduates is characterised by the following features: 

• Graduates gain comprehensive and scientific specialist knowledge in the 
area of Assistive Technologies and their application  

• Graduates acquire a verifiable degree  
• Graduates have the ability to provide people with disabilities and older 

adults with adequate Assistive Technologies and to support them through 
the process of assortment and provision of AT 

• Graduates are qualified to self-contained organisation, coordination, man-
agement and handling of the whole process of assortment and provision of 
Assistive Technologies 

• Graduates are opening up of a new field of profession due to their interdis-
ciplinary knowledge concerning the social, technical, medical and rehabili-
tation areas  

• Graduates are highly aware of the societal context of disability, aging and 
Assistive Technology 

• Graduates own knowledge regarding the legislative framework and funding 
possibilities in respect of the issue of disability associated with Assistive 
Technology 

• Graduates have an increased sensibility and social competence in interact-
ing and dealing with people using Assistive Technologies  

Keeping in mind this profile of qualifications the graduates of “Assistec” gain 
during their education the vocational field of “Experts on Assistive Technologies” 
can be specified by some criteria. First of all, they are the one central contact person 
for clients and users of Assistive Technologies. Having one main contact person 
arranging all aspects of the assortment and provision of AT is a crucial advantage 
for people provided with AT. The experts are independent counsellors who are not 
sales oriented but do have a detailed overview on the whole range of AT products 
and choose the most adequate device for the clients. Furthermore, AT experts are 
process managers. That is to say that they are empowered to organise and coordi-
nate the provision process of AT taking into account juridical, medical, technical, 
economical and sociological aspects. Due to this they have leadership and man-
agement skills. Moreover they are a representative of the user group of AT as well 
as of economy referring to AT organisations producing and distributing AT. In 
addition to that these experts act as multipliers in their vocational field in the re-
spect as they fulfil the task of awareness raising and sensitisation. Finally a signifi-
cant aspect of the expert’s vocational field is the usage of mediation and conflict 
management skills if conflicts and difficulties emerge during the process of as-
sortment and provision of AT.  

The chart below shows the influence and impact of the developed university course 
“Assistec” and its graduates on wider society.  
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Fig. 2. The figure shows a graduate's connection and interexchange with various target groups 
such as the client, economy and research in the field of AT as well as legislation and funding 

4   Impact 

This course will be a contribution of the Institute Integriert Studieren at the Univer-
sity of Linz towards current efforts on inclusion of people with specific needs and 
population development trends. We expect to change the present vocational field by 
offering a new special training. Graduates have competencies to manage a process 
of assortment and provision from the very beginning till required trainings and 
maintenance relating to all categories of Assistive Technologies. We also expect to 
improve quality regarding care of older adults and people with specific needs as 
well as giving impulse to product development due to an intensive communication 
between clients and "Academic Experts on Assistive Technologies". 

Graduates possess a high sensibility and social aptitudes in interaction with peo-
ple who use Assistive Technology, as they concentrate on disability, interact with 
concerned and know about the effects of technologies on self-determined life. For 
this, they are aware of disability's societal effects and Assistive Technology's 
context.  

Graduates push awareness and sensibility towards Assistive Technologies in their 
environment because of their contacts to clients. On account of this, they will be mul-
tipliers in their vocational fields. 
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The commercial market for computer games and other multimedia products is
extremely large and young people have a considerable experience of such games.
Disabled users have very limited access to this important part of the youth
culture. Indeed there are few entertaining computer games which are accessible
for them. Research and development in the field of IT and the disabled has
focused on education rather than leisure.

During the last five years a few projects have been exploring various ways of
rendering game situations for users with special needs. Specific games or specific
versions of mainstream games were developed, evaluated and for some of them
distributed.

The TiM project [1], funded by the European Commission, created a game
development API [2], “blindstation”, which helps to design accessible games,
together with a set of games which were used to study various game situations
with users. One of these games, Mudsplat is currently available for download:

http://www.timgames.org/mudsplat

One can find a good number of audio games. The Swedish Library of Talking
Books and Braille (TPB) has published web-based games dedicated to young
children with visual impairment [3]. On the other end, Terraformers is the result
of three years of practical research in developing a real-time 3D graphic game
accessible for blind and low vision gamers as well as full sighted gamers [4]. A
quite comprehensive list of audiogames can be found at:

http://www.audiogames.net

Various kind of tactile and haptic devices have been explored too [5,6,7].
[8] proposes a game generator to create simple audio/tactile games dedicated to
very young children. [9] reports experiences about virtual reality games involving
blind users carrying devices in a backpack and moving on a real football field.

In the paper entitled “Semi automatic generator of tactile video games”,
Alexis Sepchat will present his work about the representation of a 2 dimen-
sional game space on a linear Braille display, and his models to navigate and
play using this kind of devices.

From the experiences collected, we can bring together a set of general rules
allowing to improve the accessibility of mainstream games [10,11]. The IGDA
(International Game Developer Association) published a white paper about ac-
cessibility of mainstream games [12].

K. Miesenberger et al. (Eds.): ICCHP 2006, LNCS 4061, pp. 369–371, 2006.
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Mathew Atkinson’s paper, “Making the Mainstream Accessible: What’s in a
Game?”, based on his experience in AudioQuake (first-person shooter games ac-
cessible to visually impaired people), discusses some of the low-level accessibility
infrastructure employed in this game and compares it to other contemporary
research.

Dimitris Grammenos, in the paper “Access Invaders: Developing a Universally
Accessible Action Game”, discusses the notion of Universally Accessible Games.
The paper is based on a case study (the Space Invaders game).

In the paper “Internet and accessible entertainment”, Morten Tollefsen will
present the development of an Internet based game, “HeiPipLerke”, which is
used as an example of methodological approach in the framework of the UPS
project [13].

The next step is to write guidelines for accessibility of Games, and to make
them accepted and used by mainstream game developers. These guidelines will
allow:

– To facilitate the development of specific software for disabled users
– Entertainment software publishers to develop new products that respect as

well the reality of the market and the needs of all users. Indeed young people
with disabilities wish to use the popular computer games used by friends and
family.

During the Workshop on Accessible Games held in Linz in November 2005,
this task was set up as an international collaboration, leaded by University of
Linz and MediaLT. A working group was created and the framework of the ac-
cessibility guidelines was outlined. In the paper “Guidelines for the Development
of Accessible Computer Games”, Roland Ossmann will report the progresses of
the working group. The current state of the guidelines will be presented, together
with the system used to work on these guidelines.
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alexis.sepchat@univ-tours.fr, nicolas.monmarche@univ-tours.fr,

mohamed.slimane@univ-tours.fr
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Abstract. Currently, few video games are accessible for visually im-
paired people. Nevertheless, there are two ways in order to improve video
games accessibility : the use of sound or the use of touch. Even if the
latter turns out to be the main exploited solution, the use of touch re-
mains substantial. Indeed, touch is the base of Braille learning and Braille
knowledge is the only way for visually impaired persons to access writ-
ten information alone without any technical help such as computer and
vocal analysis [1]. This article introduces our works about tactile video
games. It shows games like Snake or Maze, which can be played from a
Braille display. Finally, these works have led us to think about the way
to introduce tactile games as play aspect in Braille learning[2,3].

1 Introduction

Created during the first half of the 19th century by Louis Braille, Braille was an
important designing issue for visually impaired people. Nevertheless, the volume
of transcribed data is significant. That is the reason why the association of
computer science and Braille terminal (in the beginning of the 80’s) has been a
great revolution in the development of Braille. It allows the association of both
an accessible representation technique and a storage one.

But, if at its beginning, computer science was easily accessible because of
the simplicity of its interfaces. Its improvement has led to a loss of the numeric
accessibility. So, at present, if it is a wonderful learning tool for visually impaired
people, it above all remains a working tool and does not have an entertaining
aspect as for other people without any visual deficiencies or with other kinds of
deficiencies. Yet, computer games are a wonderful tool to learn [2].

In previous works in the bosom of the Computer Science Laboratory (L.I.) of
the University of Tours, we have already focused on this entertaining aspect. We
have developed games based on sounds and textures for young children and the
corresponding game generator [4]. These works were a part of the TiM project
(Tactile Interactive Multimedia) [5] which goal is the development of accessible
video games for blind and partially sightless children.

K. Miesenberger et al. (Eds.): ICCHP 2006, LNCS 4061, pp. 372–379, 2006.
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This new study focuses on games based on tactile modality and more espe-
cially the use of Braille terminals [6]. It means that the average age of the target
audience is higher than in our previous study. The development of such games
has led us to the conception of a semi automatic generator of such games.

This article is organized as follows: in section 2, we will introduce some gen-
eralities about accessible video games. Then in section 3 and 4, we will give
details about the semi automatic generator of tactile accessible video games for
visually impaired children and the remaining works. In section 5 we will show
some examples of games and representations developed from this semi automatic
generator. In section 6, we will introduce few results of our games tests. The last
section will be devoted to the area of improvement that we have identified and
conclude this paper.

2 Accessible Video Games

Standard video games are not, or at least not easily, accessible. These difficulties
are linked to players’ perception problems but also his/her abilities (mental or
motor): speed or complexity of the game. Our works, based on visual impairment,
focus essentially on the perception problems.

Visual impairment prevents player from using standard output devices. So the
main problem of visually impaired player is to acquire the game information.
Two modalities can be used to replace visual modality : tactile modality or
sound modality. Till now, sound one keeps being the most important modality,
almost all accessible video games or projects about accessible video games use it1.
Nevertheless, tactile modality is very important. Not only could its use, thanks
to Braille terminals (Cf. figure 1), permit to improve the touch sensibility of the
visually impaired players but it could also be used as a entertaining aspect in
the learning of Braille.

Fig. 1. Braille terminal : ECO ONCE 20 - Braille cell details

Moreover, such equipment (Braille terminals) is very expensive. Consequently,
people can not get several ones and the created games have to run whatever the
Braille terminal used. We have thus decided to use the Libbraille library [7].

Besides, a second very important aspect in accessible video games is to take
several interfaces into account. Indeed, everybody must be able to play with these
video games and not only visually impaired persons. So accessible video games
developers must not create a new video games universe but a sharable universe

1 http://www.audiogames.net/
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in which impaired persons and others could play together. Several projects take
this aspect into account [8,9]. A way to create such a universe is to separate the
game itself (data, structure, . . . ) and its interfaces (input and output interfaces).
This separation would facilitate the development of new interfaces, taking into
account particular impairments or not , and following several guidelines2,3,4.

3 The Semi Automatic Generator

3.1 Introduction

Although most of the accessible video games for visually impaired children are
based on sounds, the use of the touch modality is very important, in particular as
play medium as part of Braille learning. But several difficulties are encountered
during the development of tactile video games using a Braille Terminal. These
difficulties are linked with the transcription of the game on the Braille terminal:

– the game dimension and the Braille terminal dimension are different. Indeed,
games chosen are 2D ones whereas the Braille line can be considered as 1D
environment or as a very restricted 2D environment;

– the limited number of Braille cells. All the game can not be transcribed
on the Braille line. So the most important pieces of information have to be
extracted;

– the structure of the Braille representation of the game must be easy to read
because the player needs to read it quickly.

In order to facilitate the development of new games, as well as, the creation
of new Braille representations for an existing game, we have decided to develop
an automatic generator of such games. Its aim is to develop new games without
programming their main structure, just focusing on the most important points
like Braille representations. So everyone, with just a few knowledge in computer
science, can create its own games and especially its own representations: medical
personal, educators, parents, . . .

Obviously, the developed games must have a similar structure (internal struc-
ture or visual interface) and all the games have to follow the same philosophy.
The one we have decided to use is the movement of a character inside a grid.
A grid can be considered as a whole of sectors where each sector is in a given
state. The different states are limited and they depend on the game. Even if this
choice can be considered as very restrictive in the development of next games,
finally most of them can be perceived like this.

For example, we have already developed two games (and several Braille repre-
sentations with each one): a Maze Game and a Snake Game (Cf. section 5). But
most of games can be considered like these ones: sport ones, platform ones,. . .

2 (Roland Ossmann) - http://gameaccess.medialt.no/guide.php
3 (Medialt) - http://www.medialt.no/rapport/entertainment guidelines/index.htm
4 (IGDA) - http://www.igda.org/accessibility/IGDA Accessibility WhitePaper.pdf
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Unfortunately, in the current version, this tool is still a semi automatic gen-
erator. Therefore, the result is reduced to a skeleton of the expected game. It
remains necessary to manually finalize this game. But the work is amply facili-
tated as we will demonstrate in the following section.

3.2 The Several Forms

This semi automatic generator is based on several forms (4) allowing the access
to information about the game to build.

Semi automatic generator: Step1 Semi automatic generator: Step2

Semi automatic generator: Step3 Semi automatic generator: Step4

First Step : General Information. The first form deals with general infor-
mation about the game like its name but it essentially focuses on the grid of the
game.

Indeed, one game is associated with one grid, which means that each game
has to define its own grid i.e. its size (i.e. its size - number of sectors per line
and per column) and the state of each sector of the grid. Nevertheless, a project
of automatic generation of grids is in progress.

Then, the square size is linked with the representation of the game on the
visual interface: each sector is represented by a square in the visual interface.
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This information allows to define its size. It can be interesting to regulate this
size to give partially sighted children the possibility to play these games.

Second Step : Moving. This second form deals with the moving of the char-
acter inside the grid.

This form permits to choose the character way of moving when the player
hits a multi-directional control key or a timer expired. Two ways of moving are
available:

– Multi-directional: The character moves according to the control key hit.
– Forward(key ”up”),Backward(key ”down”),Rotation(keys ”left” and ”right”

: modify the current character direction in clockwise or anticlockwise): The
character moves according to its current direction and the control key hit
(forward if a timer expired). In that case, it is necessary to transcribe the
direction so this information will appear in the first cell of the Braille repre-
sentation.

Third Step : Window and Braille Cell Structure. A Braille terminal has
a limited number of Braille cells. So, the whole game can not be transcribed into
the Braille representation and some pieces of information have to be selected.

On the one hand, this selection begins with the definition of a window con-
taining all the sectors which have to be transcribed (these sectors are called
”direct environment”). This window is centered on the character and can take
many patterns like a line, a column (the current line or the current column of
the character), a 3x3 window, . . .

Fig. 2. Several patterns of window

Moreover, the number of sectors contained in this window depends on the
number of splinters associated with each sector. This number of splinters depends
itself on the number of states available in the game because each state has to
get one only Braille representation. Finally, the more states there are, the more
splinters are necessary and the less sectors can be transcribed.

For example, in a game with 9 states, it is possible to transcribe these 9 states
with 4 splinters (24 = 16 and 16 > 9). So, only 2 sectors could be transcribed
in the 8 splinters of a Braille cell (2 × 4 = 8). Whereas in a game with only 4
states, they can be transcribed with 2 splinters (22 = 4) so 4 sectors could be
transcribed in a Braille cell (4 × 2 = 8).

On the other hand, it can be interesting to keep some splinters free in order
to transcribed information (i.e. sectors) not in the initial window. Moreover, if
this information is not in the initial window, it is supposed to be far enough
from the character to accept a loss of precision. So it is possible to cluster states
into classes. Finally, the number of classes is less important than the number of
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states. So, it is possible to associate new configurations of splinters containing
less splinters to each class.

For example, in a game with 9 states, 4 splinters are associated with each
state. If these 9 states are clustered into 4 classes. Each class are associated
with 2 splinters. Finally, each Braille cell transcribes one sector from the direct
environment (contained in the initial window) and two sectors from the indirect
environment (1 × 4 + 2 × 2 = 8).

Finally, this form allows to define the pattern of the initial window and the
number of splinters associated with each environment (direct and indirect one).

Fourth Step : States Management. This last form allows to control each
state of the game : its name, its color, the corresponding configuration of splinters
or the behavior of the game when the character encounters this state during its
movement.

4 Games Skeleton

Finally, this semi automatic generator builds a Python skeleton of the game
wished. The programmer (or the person with a few notions of programming)
needs to finalize the game. The main points of this finalization consist in:

– placing the several elements on the grid (currently just the obstacles and the
enemies can be place from the generator);

– configuring the behavior of the character during its movement (when it hits
the different elements i.e. states);

– configuring the building of the Braille representation i.e. the way of browsing
the initial window and the location of each information on the Braille cell.

5 Snake and Maze Games

Two tactile video games based on the moving of a character inside a grid and
several representations have been developed with this tool:

1. a Maze game: the player has to find the exit, collecting items and avoiding
enemies and obstacles;

2. a Snake game: the player is a snake and has to find and eat apples without
hitting its tail or wall. When the snake eats an apple the score is up but the
length of its tail increases too.

To illustrate the building of a Braille representation, the following example
has been extracted from the Maze game: In that game 7 states are available
(character, empty, out of game, obstacle, enemy, item and exit) and have been
associated with 4-splinters configurations (24 > 7 - Cf figure 3). Then, these
7 states have been clustered into 4 classes (Empty, Jamming : obstacle or out
of game, Interesting : exit or item, Danger : enemy) each one represented with
2-splinters configurations (22 = 4 - Cf figure 3).

In that example, the initial window is the current character line (Cf figure 4).
Finally, a Braille representation example could be the following (Cf figure 5).



378 A. Sepchat et al.

Fig. 3. Maze Game example: 4 and 2-splinters configurations

Fig. 4. Maze Game example: Braille cell structure and corresponding window

Fig. 5. Maze Game Braille line example

6 Evaluation

In order to validate our games, few tests have already been realized with several
visually impaired adults who are advanced Braille reader but also with people
without any visual impairment (playing just from the Braille representation of
the graphic interface as in figure 5 ).

On one hand, people without any visual impairment understood very quickly
the game because we have used the whole game grid interface simultaneously
with the Braille representation one to explain them the functioning of the game.
They have met no difficulty in understanding the Braille representation building.

On the other hand, this explanation was more difficult with visually impaired
player. But after few minutes of explanations (between 5 and 10 minutes), most
of them played without any difficulty and several ones even suggest new Braille
representations. Few players did not manage to play because of a lack of time
for explanations or because of additional motor impairment.

7 Conclusion

This tool is a semi automatic generator, a programmer’s intervention remains
necessary. We have made this choice in order to develop a friendly-use tool to use
but especially to keep a large range of personalization. Indeed, a full generator
would be more complex to use because it would have to take into consideration
many particular cases in order to create full games. Consequently, forms would
have to be more complete. Moreover, more complete forms would reduce the
generation of new games because it would prevent the programmer from creating
new scenarios.
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Additionally, these games are still exclusively based on the tactile modality.
It would be interesting to develop games using simultaneously tactile and sound
modalities. This combination would permit to develop new representations of-
fering a new element to transcribe information.

This study proves that is possible to create a new kind of games based on
Braille displays. Even if Braille representations have to be simplified to focus
on Braille reader beginner or easier games have to be used (as game based on
words, . . . ), it would be very interesting to insert them as entertaining aspect
into Braille learning.

To conclude, the tactile modality is substantial in visual impairment universe
but there are currently very few video games using this modality. Our works
have already led to the development of two tactile video games, but especially
to the development of a semi automatic generator. The aim of this tool is to
facilitate the creation of such games and to help visually impaired children to
develop their touch, to familiarize themselves with Braille terminals and to help
them in Braille learning through games.
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Abstract. Though accessible gaming is a well-established phenomenon,
few mainstream applications of it exist. We present some of the work of
the AGRIP project – an effort to develop techniques to render modern
first-person shooter games accessible to the blind and vision-impaired.
We discuss some of the low-level accessibility infrastructure employed in
the game AudioQuake and compare it to other contemporary research.
The project’s ultimate goals of generalisation and use of the technology
in educational settings are also introduced.

1 Introduction

AudioQuake is the first adaption of an existing mainstream game designed specif-
ically for sighted people that has been made playable by blind gamers. It is unique
in terms of the range of Internet-enabled gameplay modes it provides. At one
level, it could be termed an “accessibility layer” for Quake1.

This paper describes the work of the AGRIP project – an effort to develop
techniques for making mainstream games, tools and their communities accessible
to blind and vision-impaired gamers that has been active since May 2003. The
approach taken by this project contrasts with other contemporary research [1,2,3]
in the following ways.

– Adaption - Whilst other projects often develop engine and game platforms
anew, this project modifies existing well-designed mainstream technology to
improve its accessibility and usability for all. The goal is not to retrofit acces-
sibility, but to show how properly-designed systems may be made accessible
through the processing and rendering of information at separate levels.

– Generalisation - An important aim is to use the project to develop a deeper
understanding of accessibility barriers that can be used in the development
of general techniques to deal with those issues. We hope to create “portable”
solutions to accessibility problems, that can be used in other (academic and
leisure) settings.

1 The seminal first-person shooter from id Software.
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Throughout development, the AGRIP project has been shaped by community
feedback. This incorporates that given by users via e-mail and using project
mailing lists. Many comments from users and suggestions for improvements have
been made. Using the mailing list approach has enabled a number of interesting
discussions to take place between users of the software, thus giving us a greater
insight into how effective the work has been. AudioQuake has been used as the
basis of a number of educational workshops at the 2005 International Computer
Camp for Vision-Impaired People.

The rest of this paper expands on the user requirements, design, technical and
other issues encountered in providing low-level access to the game (essentially
local navigation).

2 Local Navigation

There are two main strands of navigation present in almost any computer game,
and in any problem that involves searching a solution space. These are global
navigation towards one’s ultimate goal – the silver key; the red team’s flag; the
shortest path between nodes in a tree – and local navigation – “How do I get
out of this room?”. At the low-level game accessibility stage of the project’s
development, the primary concern was to develop the mechanisms to support
effective local navigation.

In this style of game, the player controls their character directly, and is pre-
sented with the character’s world view. A number of “devices” which act as
navigation aids are provided to facilitate accessibility. These devices attempt to
resemble real-world mobility aids where possible and encourage the user to nav-
igate the virtual world in a similar way that they do in the real world. For exam-
ple, to allow players to get a very fine-grained sense of what obstacles/structures
surround them, a “sweep” can be performed. This gives similar feedback to that
which a mobility cane might (albeit in sound), though with a longer range.

This method of increasing accessibility has enabled users of different abilities
to use only the devices they need. This approach can be found in some other
fast-paced accessible games such as GMA’s “Shades of Doom”.

3 Structure Adaption and Filtering

Many existing accessibility systems are tightly coupled to an underlying main-
stream technology used by non-disabled people. They provide accessibility by
processing the output created by a given mainstream system and adapt it for
users with certain disabilities (this is the way that screenreaders and accessible
PDF viewers work, for example). This can cause a number of problems such as:

– Much work is required to interpret the meaning of the original output, based
on visual markup such as layout and colouring [4,5].

– It may not be possible to directly extract or infer the types of information
that specialist/disabled users require from output targeted at the “normal”
user.
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– When the underlying technology becomes obsolete, so does the accessibility
system built on top of it2.

The examples above fit in with many contemporary approaches, which em-
phasise the idea that to truly cater for the varying needs of users, the information
behind any final output must be adapted for those needs. Rendering should be
decoupled from information processing so that “accessibility” systems can utilise
data at the same level that mainstream systems currently do.

3.1 Domain-Specific Solutions

In the case of the current work, this was achieved by utilising the architecture of
modern computer games. Principles for how the information must be adapted
were developed. Some domain-specific principles of structure simplification we
have developed are described below. It would be very useful if the principles
could be made more general; work towards achieving this is being carried out.

– Necessity-Based Rendering - It is not required, or even useful, to bombard
the user with an audio interpretation of all graphical output from the game.
In the context of navigation, obstacles such as walls need only be explicitly
rendered3 when they become obstacles for the user. Doors or ramps, however,
should always be rendered, even if they are not directly in front of the player.

– User-Centred Flexibility - Even when considering only blind gamers, we
found significant diversity in terms of preferences for rendering style. Two
main schools of thought existed4. Within these, users had differing opinions
on factors such as how quickly object indicator sounds should fall off with
distance, how often scans for objects should be carried out and so on.

Note that through adhering to these principles, no information has been ex-
plicitly added – this does not appear to be necessary to help disabled people
overcome barriers to accessibility. Our and others’ work [6,7] has shown that
simply adapting the underlying information and transforming it into the most
appropriate format for rendering is the most important factor in increasing ac-
cessibility.

In fact, feedback given by AudioQuake users5 would as far as to suggest
there is no such thing as a “fair advantage” – trying to overcompensate for
an inaccessible system by creating supposed advantages for disabled users may
simply serve to confuse them.

2 A discussion of alternative, more loosely coupled architectures is out of the scope of
this paper but is currently being investigated.

3 This does not preclude effects such as echos from being used to give the user an
impression of their immediate environment.

4 These differences, and their implications, will be discussed in a separate paper.
5 There is a core set of roughly 15 blind and vision-impaired gamers that take part in

our electronic discussion group.
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3.2 Case Study: The EtherScan Radar

An example of the above phenomenon can be found in the behaviour of a navi-
gation aid present in AudioQuake. The “ESR” warns players of nearby enemies
and team mates using a RADAR-like metaphor: sounds emanate from the po-
sition of the enemy and have a gain and repetition speed proportional to the
players’ distance from them.

Originally it was conceived that allowing the ESR to “see” beyond walls and
doors would help give blind players more chance of survival in the game. In
reality, this feature – intended to help users – interfered with their sense of
global navigation and caused them to track enemies behind walls, getting both
stuck on obstacles and frustrated in the process.

Alternative indicators for enemies obscured by walls (such as muffled sound
effects) could be used – and their effects may be investigated. However, the
principle of conveying the required information in the simplest possible way and
the avoidance of information overload [8] has been a prevalent (and successful)
theme during the development and use of AudioQuake.

This result implies that mixing local and global navigation in an ad-hoc man-
ner, within the same modality, can be confusing for users and detrimental to
their ability in and enjoyment of games (and, thus, similar other activities).

3.3 Generalisation

A greater understanding of why certain pieces of information can be omitted
from the auditory representation of the visual scene could be useful. This would
enable us to construct a model of how people with certain disabilities (sight loss
in this case) navigate, highlighting the types of information they require to do
so effectively. From such a model, it would be possible to determine how this
required information might be provided in this and other settings. Currently the
implementation of navigation aids in AudioQuake serve as an empirical model.
However, creating a more abstract and general version is an important goal and
further work is being carried out in this area.

4 Serialisation and Prioritisation

A common generic approach to increasing the accessibility of a system is to (a)
create a method for serialising its output and (b) put measures in place to ensure
that the linearised output remains understandable (this may involve prioritising
the rendering of parts of the output based on user needs). Examples of this
are the way in which screenreaders interpret HTML pages and the work of the
LAMBDA project [9]. This approach is popular and has a number of advantages,
some of which are described below.

– It reduces multidimensional problems into single-dimensional problems,
which may be easier to understand or at least display (the two most popular
accessible output formats are speech and 1-dimensional Braille displays –
both of which are linear).
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– In some cases it is the more cost-effective and achievable approach, especially
in areas such as web accessibility where retrofitting is more attractive to
companies than redesigning their web presence6.

– Sometimes it is the only known effective way of conveying information in an
accessible form.

However, there are also some significant disadvantages to serialisation, which
are highlighted below.

– Multiplexing nominally multidimensional data so as to render it via a
1-dimensional output medium may be cognitively demanding for users.

– Though it could be the most economically attractive approach, requiring
less re-working of existing systems to implement, it may well not provide as
sophisticated a level of accessibility as other methods7.

– On its own it simply puts a (potentially large) amount of information into a
format that can be “read”. This does not necessarily make the information
easier to understand (problems with navigation through the data may well
occur). Other techniques are needed to complement serialisation to prevent
information overload8.

4.1 Domain-Specific Factors and Solutions

The above points mention some systems that the user can interact with largely
at their own pace. However, many 3D computer games (and similar systems)
pose a number of additional challenges:

– They are often fast-paced and time-critical.
– They generate a large volume of (mostly visual) information.
– This information spans multiple domains (spatial, strategy, storytelling and

is presented in parallel.

AudioQuake does have some basic characteristics in common with hyper-
stories such as AudioChille [11], however it is much more like other audio/acces-
sible first-person-shooter games such as Terrafomers [2] and Demor [1], though
unlike the latter it is targeted firmly at users who can only access commodity
computing hardware.

6 e.g. Screenreaders can linearise HTML tables with little effort required on behalf
of the content producer. The planning agent approach [10] requires the author to
undertake some extra work in order to work most autonomously (the adoption of
newer mark-up standards would negate the need for a lot of this work, but that
alone incurs significant effort).

7 e.g. The planning agent approach [10] is capable of providing significantly more
power and flexibility to the user than the serialisations of tables produced by a
screenreader, but to work most autonomously it requires that the site be coded in
XML (partly due to the semantic reinforcement afforded by meta-data).

8 The LAMBDA project, for example, makes use of a hierarchical structure-
exploration mode, for example.
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One major difference, however, is that it is based on technology (Quake) not
originally designed for non-sighted or otherwise disabled players9. Though this
technology’s architecture provides a solid base for building accessible games, the
challenges listed above are potentially much more pronounced due to the fast-
paced and unforgiving nature of the gameplay. Our approach to managing these
issues is centred around the following key ideas:

– We imagine that there is a certain amount of bandwidth available for sending
data from the computer system to the user (this may vary based on user
capabilities).

– Information is streamed from the computer to the player. Some information
is more urgent than other information and must therefore be rendered in an
appropriate order.

– Different domains of information may be sent on different “channels”; these
roughly correspond to different output devices/types of output – i.e. the
system is multimodal.

We present a number of complementary techniques for effective serialisation.

– Periodic Rendering by Priority - The main tasks carried out by modern
games and 3D applications run continuously. In one “tick” the screen is
updated and physics rules, AI and gamecode are executed to update the user
on the current state of the virtual world. Though it is appropriate to render
visual, and some auditory, information at a high rate, this is not always
necessary. For example, the player doesn’t need to be constantly reminded of
the locations of powerups (weapons, health and other such items). Indication
of their position can be given periodically, as opposed to continuously.

– Sub-Domain Prioritisation - Information in a given domain may have varying
importance. For example, enemies further from the player, or out of weapon
range could be rendered with a lower priority than those which are within
range. Similarly for powerups.
Different schemes for prioritisation within each domain/stream were devel-
oped and found to be of use to AudioQuake players10

– Multimodality across Domains - The benefits of multimodal interfaces have
been discussed extensively [12,13]. Rendering each stream to a different out-
put device may not be possible, as there are a limited number of commodity
output devices available. However, rendering all navigational information
using non-speech audio and presenting communication between users using
text-to-speech seems to have enabled AudioQuake players to understand the
two sound-based streams separately, as intended.
The use of haptic feedback (from Braille Displays to force-feedback input
devices) could further separate out streams and enable users to interact
more comfortably with the system, as demonstrated by other research [14].

9 Fortunately, it was designed well, which enables us to implement accessibility –
alternative rendering – at the correct level.

10 This should not be confused with the filtering techniques described above – even
after filtering out surplus information, some prioritisation may be necessary.
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– Cross-Domain Prioritisation - When the pace of events in the game in-
creases, the player could require more information to complete certain tasks.
For example, when interacting with a number of enemies, they should ideally
be informed of the position of all enemies (as opposed to just the closest)
and perhaps any nearby powerups which could assist them.
This has not yet been implemented but feedback from users indicates it could
be worthwhile. The general idea of load-balancing in computer networks or
the grid [15] could well be applied in this situation – with the goal of sharing
output bandwidth amongst modalities and devices in such a way that the
user does not become overloaded with information.

More implicit, techniques for improving bandwidth usage and immersing the
player more in the game are out of the scope of this paper and will be discussed
separately.

5 Links to Education

There is a growing interest in the potential usefulness of game-like technology
for education [16,17]. This work aims to promote inclusion in a number of ways.

– Application to Other 3D Engines - The techniques developed are quite
generic and could be employed elsewhere (for games or other applications).

– Collaboration - Though out of the scope of this paper, AudioQuake promotes
accessible online collaboration, promoting integration with sighted students
who may be using the mainstream version of the same technology.

– Uses in Other forms of Navigation - Mobility training and the navigation of
complex data structures are similar tasks in many respects and could make
direct use of the navigation aids described here.

– Direct Educational Uses - As well as the potential applications listed above,
some more direct benefits of accessible 3D engines and games exist. They can
be used as practical material in the teaching of programming, networking
and even the development of important algorithms related to AI/machine-
learning and searching [18].

6 Conclusions

We have discussed a number of issues that are key to providing accessibility to
3D environments such as computer games. Many of these challenges – relating
structure/space to the user; presenting information that the user needs, quickly
– are common to a number of accessibility and usability problems. We hope to
generalise the currently domain-specific solutions to other areas.
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Abstract. This paper depicts the notion of Universally Accessible Games and 
presents the development of a related action game entitled Access Invaders. The 
design of the game’s user interface which accommodates concurrently the 
needs of people with diverse abilities is described, along with the approach  
followed to adapt the game logic and content to achieve accessibility. In this 
context, the concept of Parallel Game Universes is introduced and suggested as 
a solution for the creation of multiplayer universally accessible action games. 

1   Introduction and Problem Description 

In the past few years, the accessibility of electronic applications and services by 
disabled people has become a topic of paramount importance at an international 
level. Based on the fundamental right of all people for access to information and 
services, and equal opportunities for employment and independent living, several 
governments and international political bodies have adopted legislative and policy 
measures for application software and Web accessibility (e.g., [1], [2]). One of the 
basic needs of most people, beyond working and independent living, is entertain-
ment. Presently, computer games constitute indisputably one of the major related 
sources.  

Unfortunately, computer games are usually quite demanding in terms of motor, 
sensor and mental skills needed for interaction control, while they often require  
mastering inflexible and complex input devices and techniques. These facts often 
render games inaccessible to a large percentage of people with physical (or situ-
ational) disabilities. So far, little attention has been paid to the development of  
computer games that can be played by all players, independently of their personal 
characteristics, requirements, or (dis)abilities. Furthermore, concerning human-
computer interaction issues, computer games have fundamental differences from all 
the other types of software applications, for which accessibility guidelines and  
solutions are already becoming widely available.  
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2   State of the Art in R&D and Application 

In contrast to Web accessibility, up to now, relatively few efforts have been devoted 
to game accessibility. Currently, there are no related official guidelines or standards, 
nor any world-wide initiatives promoting game accessibility, and no related govern-
mental or legislative actions. At present, the only support and design knowledge 
available to developers for creating accessible games is limited to some indicative 
approaches outlined in a White Paper of the Game Accessibility SIG of IGDA [3], as 
well as general-purpose guidelines for developing accessible software (e.g., [4,5,1]). 
From a technical point of view, two main general approaches have been adopted to 
address the issue of computer games accessibility: 

1. Mainstream games are developed to be compatible with the use of assistive tech-
nologies, such as screen readers, mouse emulators or virtual keyboards.  

2. Special-purpose games are created, optimally designed for people with disabili-
ties, like audio-based games for the blind and switch-based games for the motor-
impaired.  

The first approach typically achieves very limited accessibility and suffers from 
low quality in use. The second approach, though being the most promising from a 
quality point of view, has two key drawbacks: (a) the cost of developing high quality 
games is prohibitive when the potential target group is limited; and (b) there is an 
evident hazard of segregation between able-bodied and disabled gamers, leading to 
potential social exclusion. 

Currently, there are no computer games that can be concurrently played by people 
with different disabilities sharing the same computer. Recently, a few games for both 
visually-impaired and fully sighted players have been developed (e.g., All inPlay1 
card games; 3D shooter Terraformers2). Several audio-only games adopting the 
Space Invaders theme exist for the blind (e.g., a.Shooter3, Sonic Invaders4, Alien 
Outback5). All are single-player sound-only games, with no configuration capabili-
ties. A game with both audio (in Japanese) and visual output is Space Invaders for 
the Blind6 by Taito. A 3D Space Invaders game has been developed [6] which com-
bines audio and visual interfaces with force. Regarding people with motor impair-
ments and low vision, only Alien Invasion7 is available. The game can be played 
with a range of standard and adaptive technology controls, and allows players to 
adjust the parameters of the major game elements, also offering large character sizes 
for low vision players. 

                                                           
1 http://allinplay.com/ 
2 http://www.terraformers.nu 
3 http://www.agame.org/en/aShooter/index.html 
4 http://www.mytaras.com/sonicinvaders.html  
5 http://www.espsoftworks.com/ 
6 http://homepage2.nifty.com/JHS/spi.html 
7 http://www.arcess.com/aliens.htm 
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3   Research and Methodological Approach 

In order to overcome the limitations of previous approaches to game accessibility, the 
concept of of Universally Accessible Games8 (UA-Games) has been proposed, primar-
ily emphasizing game accessibility, but also putting forward the objective of  
creating games that are concurrently accessible to people with diverse abilities. UA-
Games are interactive computer games that: 

1. follow the principles of User Interfaces for All [7], being proactively designed to 
optimally fit and adapt to different individual gamer characteristics without the 
need of further adjustments or developments; 

2. can be concurrently played among people with different abilities, ideally also when 
sharing the same computer; 

3. can be played on alternative technological platforms and contexts of use using a 
large variety of devices, including assistive technology add-ons. 

 

The potential impact of UA-Games in the upcoming Information Society is three-
fold: (a) they open up and enhance an entertaining social experience that would oth-
erwise be unavailable to a significant percentage of people; (b) they allow for social 
interaction among people who may never have (or could have) interacted with each 
other; and (c) they considerably expand the size and composition of the potential 
market of the computer games industry. 

3.1   From Space Invaders to Access Invaders 

Action games constitute a real challenge for Universal Access. They have highly 
dynamic content, since they comprise many different moving objects with alternative 
characteristics, they usually require complex controls and are based on reflex-based 
reacting, a fact that can render them particularly hard for those who have difficulty or 
cannot use their hands or eyes. Also, devising ways for two players with different 
disabilities to play, cooperatively or against each other, the same action game, is a 
very challenging research issue. 

In this context, a universally accessible version of the classic action game Space 
Invaders by TAITO has been designed and developed. The new game, named Access 
Invaders, achieves Universal Access by supporting alternative input / output modali-
ties and interaction techniques that can co-exist and cooperate in its user interface, 
combined with tailorable player profiles and game content. The game is highly cus-
tomizable and supports the creation and use of unlimited user profiles. Each game 
parameter can be adapted both based on the player's profile and the current game 
level. Non-visual gameplay is also supported. In this case, full acoustic rendering of 
game information is provided through spatial audio and a built-in screen reader. 
Multi-player games are available, where people with different (dis)abilities can play 
cooperatively, sharing the same computer. In this case, the game’s interaction pa-
rameters can be independently adjusted for each player. An unlimited number of con-
current players is supported. Access Invaders is available for download as freeware at 
http://www.ics.forth.gr/hci/ua-games/access-invaders 

                                                           
8 http://www.ics.forth.gr/hci/ua-games 
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3.2   Game Design 

A prerequisite for creating UA-Games is inclusive design, which implies that the 
requirements of the broadest possible population should be taken into account during 
the design phase. For designing Access Invaders, the following user categories and 
respective requirements were considered: (a) people with hand-motor impairments; 
(b) blind people; (c) people with deteriorated vision; (d) people with mild memory / 
cognitive impairments and novice players; (e) people belonging in more than one of 
the previous groups. To elicit user requirements, three basic sources were used: (a) 
relevant bibliography; (b) interviews with experts and representatives of target user 
groups; and (c) observation of potential users while playing related computer games. 

In order to be able to effectively accommodate the particularly broad spectrum of 
diverse interaction requirements, the game was firstly designed in a context-
independent way, i.e., at an abstract level, minimizing references to specific interac-
tion modalities, metaphors, techniques or devices. Additionally, it was necessary to 
appropriately map the abstract design elements to low-level, physical, interaction 
styles, meeting the requirements of each target user group. In this context, accessibil-
ity barriers related to the game’s interface, but also barriers stemming from the 
game’s content and rules were identified, as along with possible design strategies for 
overcoming them. For these purposes, the Unified Design method [8] was adopted, 
reflecting a procedural design discipline of abstract task definition with incremental 
polymorphic physical specialization.  

Based on the high-level design, indicative electronic prototypes of the game were 
developed, showcasing alternative interactive properties of its user interface for the 
different target user groups. These prototypes were informally evaluated with the 
stakeholders that participated in the design process using the thinking aloud method 
[9]. During the evaluation, participants were prompted to express their thoughts, com-
ments and feelings. The outcomes of this process aided in validating, correcting and 
updating design decisions, as well as in developing new ideas for improving the ac-
cessibility of the final game. 

3.3   Adapting the Game to the Player’s Needs 

The main mechanism of game adaptation are profiles. Once a profile is selected the 
game’s interaction and content adapt to its characteristics. Thus, in practice, the game 
is viewed by players as a collection of different games integrated into one, from 
which they can select the one that is most suitable for them. On the other hand, from a 
developer’s point of view, it is a single application with unlimited alternative manifes-
tations. Access Invaders currently offers seven predefined profiles but new ones can 
also be created. Some indicative examples of the game’s adaptation capabilities are 
provided in Fig. 1. 

Adapting the User Interface. The game’s interface can be controlled using any, or 
all, of the following devices: keyboard, mouse, joystick, game pad and binary 
switches. The interface includes two basic interaction objects, i.e., menu and text 
entry. Both can be manipulated with any of the aforementioned devices, while the 
font size and family is configurable. Furthermore, automatic scanning is provided for 
 



392 D. Grammenos et al. 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 1. Examples of the user interface and content adaptation capabilities of Access Invaders:  
(a) typical single-user game, (b) content enlargement and visual simplification for players with 
low-vision, (c) audio-based game for blind players, (d) cooperative game of multiple players 
with different (dis)abilities 

people who can use only a single switch. For supporting non-visual interaction, the 
objects are augmented with speech output capabilities. The player’s spaceship is con-
trolled through three commands(“move left”, “move right” and “fire”), which can be 
issued using any device. In order to achieve accessibility for people with limited mo-
tor functions, the game can also be played using only two, or even a single command. 
Furthermore, two more features are supported (combined into one): (a) pausing the 
game, and (b) accessing an “in-game” menu with functions for resuming, quitting or 
changing parameters of the current session. Typically, these features are accessed 
through additional dedicated controls (e.g., Escape key, right mouse button). Never-
theless, in the case of limited motor control this is not possible. In this case, the menu 
is activated if all the available commands are concurrently issued for a certain amount 
of time (e.g., if the player keeps the “change direction” switch pressed for more than 3 
seconds). 

Adapting the game content and logic. As a result of an analysis of the currently 
available accessibility guidelines for applications and games, and after several hours of 
play testing with end-users, a number of adaptation categories were identified which  
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are outlined in Table 1. Alternative combinations of these adaptations can serve the  
accessibility needs of each of the addressed target user groups.  

Table 1. Overview of game content and logic adaptation categories 

Category Example 
Game Content 

Speed Make individual game elements, or the gameplay, faster or slower. 
Quantity Change the number of aliens and shields that are present. 
Size Make the game elements bigger / smaller.  
Layout Alter the absolute / relative position of game elements. 
Firepower Supply the aliens / player with faster / slower and more/less powerful 

weapons or stop them from firing. 
Visual  
complexity 

Use of backgrounds and graphics with large solid colour areas. 

Contrast Use of colour combinations that provide high contrast. 
Sound Association of spatial feedback to game elements through 3D sound. 

Game Rules 
Interaction 
among game 
elements 

Set which type of aliens can destroy the player’s spaceship and vice 
versa, and whether the spaceship's bullets can pass through the shields 
or collide with them. 

Analogue 
vs. digital 
control 

Select whether the aliens / spaceship move in discrete or continuous 
positions. 

Hints Make the player’s task easier by providing added-value information, 
e.g., audio radar, visualisation of the path of objects, oral descriptions. 

Stamina Provide the player with additional “lives”, make the spaceship more 
resistant to incoming fire and the aliens less. 

3.4   The Concept of Parallel Game Universes 

Multiplayer action games constitute an open research challenge, since it is not only 
the interface that changes, but also the game’s content and rules. This practically 
means that two (or more) people should be able to play the same game, being aware 
of each other, while at the same time each one follows different rules and perceives 
distinct content. A possible solution to this problem is to allow each player to play in 
a different “game universe” and then somehow project each universe to the other(s). 
The term “game universe” is used to denote an instance of the game after it has been 
adapted to suit the requirements and needs of a particular player. For example, the 
alternative profiles of Access Invaders could be considered as different game uni-
verses. 

As an illustrative example, consider the following situation. Two friends want to 
play the game together. One of them (Player X), due to severe motor-impairments, 
can use only a single switch. A manageable difficulty level includes a small group of 
aliens that move slowly and fire very scarcely, while the player’s bullets do not col-
lide with shields. The second Player (Y) does not have any impairment and in order  
to for the game to be challenging enough, he wants to confront numerous fast, fire 
blazing aliens. So, in case the two players attempt to share the very same game, if this 
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is adapted to the first player, then it will be rather boring for the second, while if it is 
adapted to the second player it will be extremely difficult - if not impossible - for the 
first. A novel approach, following the idea of Parallel Game Universes, is to merge 
the two distinct game versions into one. Thus, in this new version of the game, two 
groups of aliens will exist: a big, fast and powerful which can destroy and be de-
stroyed only by Player Y, and a small, slow and quite harmless that plays only against 
Player X. The bullets of each player will not affect the aliens fighting against the 
other, while Player Y’s bullets will collide with the shields, and Player X’s will not. 

 

Fig. 2. Example of universally accessible multiplayer gaming through Parallel Game Universes 

4   Future Work 

In the short term, future work includes the support of tactile output trough a Braille 
display and a force feedback joystick and stylus. Furthermore, an interactive applica-
tion for editing user profiles and related game levels is under development. In the 
medium term, planned research and development work can be divided in two differ-
ent, but highly interrelated, areas: (a) interactive profile selection, through which the 
game will help players in selecting a profile and game parameters that best suit their 
needs; and (b) dynamic gameplay adaptation, which includes monitoring the player’s 
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actions and dynamically adjusting the gameplay to better match the player’s skills. 
Longer term work entails further research and elaboration of the concept of Parallel 
Game Universes, since the current version of Access Invaders supports only parallel 
universes that can be instantiated in the same computer. In this context, the main 
objective is, on the one hand, to further experiment and study the potential and the 
limits of this approach, while, on the other hand, to implement and evaluate proto-
types of distributed game universes. 

References 

1. Access Board (2000). Electronic and Information Technology Accessibility Standards. 
Retrieved September 14, 2004, from: http://www.access-board.gov/sec508/ 
508standards.htm 

2. European Commission (2002). eEurope 2005: An information society for all. Retrieved 
September 4, 2004, from:http://europa.eu.int/information_society/ 
eeurope/2005/index_en.htm 

3. GA-SIG (2004). White Paper: Accessibility in Games: Motivations and Approaches. Re-
trieved September 4, 2004, from:http://www.igda.org/accessibility/ 
IGDA_Accessibility_WhitePaper.pdf 

4. W3C (2004). W3C-WAI resources: Guidelines. Retrieved September 14, 2004, from: 
http://www.w3.org/WAI/Resources/#gl 

5. ISO (2003). ISO/TS 16071:2003: Ergonomics of human-system interaction -- Guidance on 
accessibility for human-computer interfaces. International Standards Organisation, Geneva, 
Switzerland. 

6. Mccrindle, R. J. and Symons, D. (2000). Audio Space Invaders. In Proceedings of the 3rd 
International Conference of Disability, Virtual Reality & Associated Technologies, Al-
ghero, Italy, 2000, 59–65. 

7. Stephanidis, C. (2001). User Interfaces for All: New perspectives into Human-Computer 
Interaction. In C. Stephanidis (Ed.), User Interfaces for All - Concepts, Methods, and Tools 
(pp. 3-17). Mahwah, NJ: Lawrence Erlbaum Associates. 

8. Savidis, A., Stephanidis, C. (2004). Unified User Interface Design: Designing Universally 
Accessible Interactions. International Journal of Interacting with Computers, Elsevier, Issue 
16, 243-270. 

9. Nielsen, J. (1993). Usability Engineering. Boston, MA: Academic Press, pp.195-199. 



 

K. Miesenberger et al. (Eds.): ICCHP 2006, LNCS 4061, pp. 396 – 402, 2006. 
© Springer-Verlag Berlin Heidelberg 2006 

Internet and Accessible Entertainment 

Morten Tollefsen and Are Flyen 

Media Lunde Tollefsen AS, Tevlingveien 15, 1081 Oslo, Norway 
{morten, are}@medialt.no 

Abstract. Young people with disabilities should be entitled to use technology 
for entertainment, but research and development in IT and the disabled has not 
typically focused on pleasurable activities. It is therefore important to set up 
guidelines that facilitate accessibility, develop good examples of accessible 
computer games, and not least, utilize the great potential of technology to 
include persons with different requirements. 

1   Background 

The UPS-project [1] started in October 2003 and runs for a period of three years. The 
project is aimed at adapting and developing entertaining software for young people 
with disabilities. The target group includes those with mental disabilities, or a 
combination of severe motor handicaps and perceptual losses. The work can be 
divided into three main areas: 

• Adaptation of standard software 
• Development of software designed to meet the needs of the target group 
• Design of a website with information, game tests and free, digital materials 

The project has focused on standard software, and how this can be inclusive, 
allowing disabled young people to use computer games popular among friends and 
family. However, we found during the course of our work, that it would be necessary 
to develop software for the most disabled users. This software should contain the best 
aspects of standard computer games and entertaining products. With this perspective 
in mind, software development for the target group, exemplified by an internet based 
game, is described below. 

2   State of the Art 

2.1   Entertainment and Simple User Interfaces 

Research and development in the field of IT and the disabled has focused on 
education rather than leisure. Computer games, media players and other entertaining 
software are important for many people, and these products are typically developed 
without an educational motive. Entertainment is important, and of course just as 
important for disabled persons as for others (in some cases perhaps even more 
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important). Educational software is of course useful and in some cases even fun! The 
opposite is equally true: entertaining software may provide good motivation e.g. for 
learning assistive devices and standard computer skills. An example of this is found 
in [3], and Mr. Phillips writes: “Whenever I look at a computer, I think of all the fun 
to be had, not how I'll be able to write essays or operate the lights in my room.” And 
“Yes, games like Warcraft III and Age of Mythology can be fast paced, but it was 
my desire to play such games that made me the highly proficient scanning user I am 
today. Gaming taught me speed”. 

Several standard games can be used by the disabled, but there is also a need for 
simple games developed for fun only, and for the most disabled users. “Easy Games” 
(http://www.leripa.se/easygames.asp) and games found at http://www. 
arcess.com/ are examples of entertaining software for our target group. Other 
products, more or less educational, do exist but our experiences indicate that these 
products are typically either too childish or difficult to operate for young persons 
with the largest disabilities. Another important fact is that games are not typically 
localized into small languages like Norwegian. 

There are few accessible net based games. Some research and development has been 
done for the visually impaired [4]. As described below, a net based game was desirable 
in the UPS-project. We have not found such games with built-in scanning etc. 

2.2   Standards and Guidelines 

The development of guidelines for developing accessible games [2] has been an 
important activity in the UPS-project, and this work was organized as an 
international co-operation in 2005. Guidelines are available at http:// 

gameaccess.medialt.no/guide.php. We have implemented the most important 
guidelines for our target group in the product, and even tried to allow for users with 
other needs, e.g. that blind persons are able to use the game. 

The game is developed using Macromedia Flash, and Macromedia Flash guidelines 
“Best Practices for Accessible Flash Design” [5] have been helpful. Supplementary 
product information like frequently asked ques-tions is found on standard web pages, 
and WCAG 1.0 (http://www. w3.org/wai/) are emphasized.  

3   Research and Methodological Approach 

3.1   What Do the Users Want? 

We did not want to spend a great deal of effort developing a product which was not 
appropriate for the target group. This is quite possible when developing a product for 
users with limited communication possibilities. Our approach to discovering what the 
users actually wanted was to arrange two brainstorming sessions/seminars with 
several experts. We also mapped the preferences of pupils at a special school 
(Haukåsen School). Although interests vary greatly (some prefer guns, others dolls) 
the conclusion from this work was: “internet and music”. 
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3.2   Best Guess Design 

A participatory design approach has been used when developing the product. 
However experts (teachers, pedagogues etc.) have in most cases represented the 
young disabled players. When designing for persons with mental disabilities, or a 
combination of severe motor handicaps and perceptual losses, it is necessary to build 
on earlier experiences, both when designing tasks and user interface. Best guess 
design is therefore an adequate description of the design process used when 
developing HeiPipLerke. 

Previous work and experiences (e.g. from developing electronic picture books) 
suggested four important keywords for developing a new entertaining product: 

1. Entertaining 
2. Simple (not childish) 
3. Accessible 
4. Flexible 

3.3   User Testing 

Best guess design must be succeeded by user testing. In our case user tests should 
answer two important questions: 

1. Is HeiPipLerke entertaining? 
2. Is the product accessible and easy to use? 

User testing has been performed at three Norwegian centres of competence and a 
school for the disabled. An interview scheme was used; however most of the findings 
are based on observations from teachers/helpers. In addition to direct user testing it 
has also been possible to send feedback from the web. 

3.4   Development Tools and Accessibility Support 

Although the conclusion from brainstorming sessions, expert views and the mapping 
of user preferences indicated an internet product, we still had to consider distribution 
media and which operating systems to support. It is probably easier to allow for 
accessibility when using standard programming languages or tool kits for disabled 
than to use the most popular web development tools. New internet technologies do 
also focus on accessibility and universal web accessibility seems to be constantly 
more important. We believe that in the future even more accessibility features will 
become available, e.g. in Macromedia Flash. 

Using internet has several advantages: support for different platforms, no client 
installation, only one source to maintain, and less time spent on support. Three 
different technologies were considered: Macromedia Flash, Java (Applets) and 
traditional HTML/Javascript with server-side interaction. The final choice was 
Macromedia Flash (Macromedia is now known as Adobe). The reasons for choosing 
Macromedia Flash were: 

• Flash is suitable for built-in tools for creating graphics and animations 
• Using mp3-files for music, speech and sound-effects is straightforward 
• Accessibility support is fairly good 
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• Easy distribution to different medias like internet and CD-ROM (offline edition) 
• Visual appeal and short development time 

4   HeiPipLerke (Meadow Pipit) 

The game can in short be described as a music composer adjusted to meet the 
requirements of the target group. When the game is started a short introductory screen 
is displayed while the game loads and brings up the main menu. The main menu 
contains three choices: start the game, setup and introduction. 

When starting the game for the first time both automatic scanning and speech 
(audible scanning) are enabled by default. In the setup screen it is possible to enable 
or disable scanning and speech, set scanning interval, change the colour-scheme for 
the entire game, select touch screen support etc. Choices are saved and automatically 
used when the game is started again. 

 

Fig. 1. This screenshot shows one of three possible instruments for the melody with focus 

A set of boxes is shown when the game is started. Each box can be described as a 
music collection. When a music box is selected, the next three screens display choices 
for three different categories: melody, beat and bass. In each category there are three 
different instruments to choose between which gives 3 x 3 x 3 = 27 different songs 
that can be created from each initial box. More music boxes can easily be added at a 
later time to extend the game and give more variations. 

When the “composition” is complete a simple animated show is displayed while 
the song is played. Each song is 40 seconds long. After playing the song there are 
three choices: repeat playback, return to the main menu, or send the song to a friend. 
The latter is a form where the players name and a friend’s e-mail can be filled in. An 
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e-mail is then posted to the address with a link to a website where the song can be 
played using an accessible media player. 

5   Findings, Challenges and Solutions 

Macromedia Flash was the most suitable development tool for our purpose but we 
faced some challenges with respect to accessibility. Some problems are described in 
[6]. Macromedia has however added accessibility features in MX and version 8. The 
main features are naming and description of all objects and tab-indexing. These 
features are not appropriate when developing an accessible game, and our most 
important findings are discussed below. 

5.1   Scanning and Built-In Speech/Sound 

In HeiPipLerke scanning and speech are required functionality. This functionality is 
not part of Flash, and therefore had to be implemented. The result of this work is 
techniques to add visual- and audible scanning and speech with or without scanning 
enabled. When using built-in speech, scanning functionality has to allow for the 
application messages before focusing on specific selectable objects. This is the case 
e.g. when asking the user to select a melody. The first melody cannot be selected/ 
played before the guidance is spoken. 

5.2   Mouse over and Touch Screens 

One important feedback from the expert testers was the “mouse over” function (or 
object focus) e.g. an instrument starts to play when pointing on it with the mouse. 
This functionality is important when learning assistive devices, and is not typical in 
standard games. 

A somewhat different challenge was reported for persons using a touch screen. 
When pointing to an object the object was focused. But when pressing a finger on the 
object, it was immediately selected i.e. the instrument did not play an example before 
being selected. The solution we chose was to add an option in the touch screen setup. 
When pressing the object for the first time it will be focused i.e. start to play and 
when pressing a second time the object will be selected. 

5.3   Screen Readers, Color Schemes and Focus Rectangle 

Although HeiPipLerke is not primarily designed for blind and visually impaired users, 
our goal was to make the product as accessible as possible. Flash has built in options 
for describing elements (name, description) and defining tab-index. These acces-
sibility options make it possible to use the product, although the user may have to 
adjust the standard settings in e.g. a screen reader. One example is that it is an 
advantage to disable the virtual PC cursor in Jaws. 
Text can be read as text (not rendered as graphics). However screen readers like Jaws 
will typically focus on the text elements when pressing Tab. This is not desirable in a 
game, and user testing indicates that a better solution is graphics with appropriate 
tagging. 
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At least two different high/low-contrast colour-schemes are needed to support 
visually impaired users (black on white, and white on black). Most of the objects 
could easily be given a new colour in runtime but a few objects involved much more 
work. The standard focus rectangle in Flash was reported to be a major problem. By 
default this rectangle is too indistinct (thin, yellow frame). On some objects e.g. form 
fields the default color of the rectangle is green. The color as well as the size should 
be user definable. A distinct focus rectangle is important for persons with a visual 
impairment. It is also a requirement for other disabled users. To solve this problem 
the standard style sheets needed to be redefined. This resulted in a lot of work and 
research because the colour scheme/stylesheet was not appropriately documented by 
Macromedia. 

5.4   Browser Compatibility 

HeiPipLerke has been tested with the most recent versions of Internet Explorer, Opera 
and Mozilla Firefox. Getting focus on the Flash application is a problem in all 
browsers. The Flash application has to be focused before the user is able to use the 
keyboard. Microsoft Internet Explorer proved to be the best browser (even if an extra 
Tab has to be pressed). 

5.5   Forms and Built-In Scanning 

From the very beginning user scanning was implemented in all screens. These screens 
include two forms: Setup and Send mail. User testing resulted in disabling scanning in 
these forms. An on screen keyboard can be used to enter text (e.g. mail address); 
however many in the target group are not typically able to do this without a helper. 
An option could have been to enable scanning with an interruption when text is 
entered.  

5.6   List of Mail Recipients 

Send the music to a friend is a popular function. Originally we did not plan a “My 
friends mailing list”. This is a very reasonable thing to add, and will make it much 
easier to send music for the target group. 

6   Future Plans 

HeiPipLerke is designed to work as an example of an accessible net based game and 
as a free entertaining product for young disabled persons. Feedback from experts and 
users indicates a need for products with similar user interfaces, both in applications as 
simple as HeiPipLerke and in more complex applications. 

Localization: Music is an international language. It is therefore easy to translate 
HeiPipLerke. In addition to translating some text pages it is necessary to record 
corresponding sound files. 

More contents: Music can easily be added and improved. 
Hearing impaired: Because some persons in the target group of this product use 

sign language it is appropriate to include sign language in addition to speech. This can 
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be done using a free Norwegian dictionary. Free sign language videos are available in 
other languages as well, and even this functionality should be straight forward to 
translate. 

New games: The techniques and programming tools developed for this game can 
be used in other internet applications. The need for such applications is evident. The 
challenge is to raise funds, establish free programming resources (e.g. students) or 
develop commercial business. 
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Abstract. Games are very important for learning, teaching, entertainment, in-
clusion. But they are of the most challenging applications concerning accessi-
bility, and usability for people with disabilities. Especially in the context of 
playing together or in groups equal access is critical. In this paper we will pre-
sent first attempts to define games accessibility guidelines helping game devel-
opers to design their products in a way that assistive technologies can interact 
with the game interface and that the parameters of usage can be adapted to the 
needs of people with disabilities. 

1   Introduction 

Computer games have become a major part in child and youth culture, but they are 
also played by adults. To give people with disabilities the chance to have access to 
these games, new methods and tools have to be developed. One possibility is to give 
game developers guidelines, with rules and hints how to develop accessible games. 

This paper will present the work done in a working group which aims at starting an 
international co-operation to develop guidelines for games accessibility. The paper (in 
its final form) will a) the state of the art in research towards guidelines in games ac-
cessibility, b) present the state of the guidelines developed in the group c) present the 
system used to work on these guidelines at international level d) present other activi-
ties which should support developers in making their games more accessible (“Active 
Games Accessibility”). 

2   State of the Art 

There are two main research projects in the area of guidelines for games accessibility. 
Project one is from IGDA, the International Games Developer Association. Inside 
IGDA is the Games Accessibility Special Interest Group (GA-SIG), who has pub-
lished a whitepaper [1] about games accessibility, and one chapter is about rules and 
hints for game developers. 

The other main project is done by the Norwegian IT company MediaLT. MediaLT 
has developed a set of guidelines [2], which were the basis for further development of 
out guidelines. Furthermore MediaLT is partner in our project. 
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3   Research 

With the guidelines from MediaLT, the rules and hints form GA-SIG and out own 
ideas, we developed our own guidelines and published them as a web page [3]. A web 
page was decided to make the GL accessible to everyone who want to bring in new 
ideas or want to help making the existing GL better.  

These guidelines have five main categories:  

• level/progression 
• input 
• graphics 
• sound 
• installation and settings 

The guidelines have, beside the rules itself, a categorisation in three classes of pri-
orities: 

• Priority 1 – Must have 
Must have means, that it is absolutely necessary for the listed group of gam-
ers. Otherwise the game is not accessible for them. 

• Priority 2 – Should have 
Should have means, that it is a big help for the listed group of gamers. The 
game is accessible without that point, but with that point, the game is easier 
to learn or the fun factor is higher. 

• P3 – May have 
May have means, that it is a help of feature for the listed group of gamers. 
The game is accessible without that point. 

Furthermore there are four groups of disabilities: visual, auditory, mobility and cog-
nitive disabilities. These disabilities are allocated to the priorities, e.g. one rule can have 
priority 1 for visually impaired people and priority 3 for auditory impaired people. 

 

Fig. 1. Screenshot of the Guideline Tool 
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In November 2005, a workshop about games accessibility was held, and in this 
workshop the further approach was decided. The future development of the GL is 
split up in two groups, a main working group and a board group for decisions and 
quality control. The communication works over mailing lists and the possibility to 
post comments to each rule of the guideline. Figure 1 shows one rule of the GL (about 
inline tutorials), the categorisation in the priorities and a comment given to this rule. 

4   Future Plans and Development 

The future plan is to have a useful and usable set of GL for game development like 
the W3C/WAI guidelines [4] for web pages. These GL are a standard for developing 
accessible web pages. One of the reasons for the great success of these GL is the pos-
sibility to test web pages if they are fulfilling the GL with programs like Bobby [5]. 

The future development of the games GL has two main phases, in phase one are 
short range goals for the GL itself, in phase two are goals for the adjustment of the 
GL and the distribution. 

To get more in the detail, the main issues in phase one are: 

• Start co-operation or to intensify co-operation with other organisations and 
companies working in the area of games accessibility. 

• More explanation and, if possible, add best practice examples and code sam-
ples to the rules. 

• Implement life cycles and visioning in the GL. 
• Stronger integration of AT in the GL, specially adding an input device section 

in the GL. 
• Ideas for dissemination and marketing. 

Not all of the issues of phase two will practical, but we will try to implement as 
much as possible. Here are the main issues of phase two: 

• Introduce a certification for games fulfilling the GL (or parts of it). 
• Implement a testing tool for games, testing the observe of the GL. 
• Split the GL up for different platforms, e.g. PC, Xbox, mobile devices, … 
• Split the GL up for different user groups, e.g. GL for small children, GL for 

medical testing games, … 
• Add a search function to the GL, so that a game developer can e.g. search for 

all relevant rules for blind people on PCs or deaf people on mobile devices. 
• Add the cultural aspect to the GL. 

A very important issue is, as already mentioned in the listing above, the integration 
of AT in the guidelines. We decide to make an additionally document to the guide-
lines, in which the different kinds of AT’s are listed with the possibility to add  
devices and descriptions to every kind of AT. The main idea of this additionally docu-
ment is to give game developers an overview of all the AT’s being available and to 
give them hints and ideas how to integrate these technologies in there games. 

The future goal is to have dynamic GL, which are continuously upgraded with new 
ideas and to be adapt to new requirements. If these GL are used for developing games, 
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not only disabled people benefit, also the “normal” gamer benefit form an easier to 
understand and more configurable computer game. 

Furthermore these GL will be part of an AGA (active games accessibility) frame-
work, where games developers will have, beside these GL, a set of tools, code sam-
ples and functions for an easier development of accessible games. 

The other parts of this AGA framework is still in the research and development 
phase, the next step will be a descriptive language. This language will make the con-
nection between the game engine and all input and output devices, used in a game, 
with the option of a kind of free configuration between the different devices and the 
possibility to use more devices simultaneously. In addition, this language can be used 
to adapt already developed games to make them accessible. 
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Abstract. The present paper describes a study on the use of the International 
Classification of Functioning Disability and Health (ICF) of the World Health 
Organization (WHO) for modelling the interaction between humans and devices 
within the context of the Information Society. An extension of the human abili-
ties section of ICF and an ICF-like classification for ICT interactions and the 
environment are proposed.  

1   Introduction 

An exact identification of user disabilities and abilities and the corresponding possi-
bility of coping with the interactions necessary for accessing new devices, services 
and applications are of paramount importance, both for the activity of professionals in 
rehabilitation technology and for providers aiming to deploy services that take into 
account the needs of all users, including those with disabilities. 

ICT traditionally deals with user capabilities by grouping users into categories: the 
blind, the visually impaired, the deaf, etc. This approach has been increasingly criti-
cized by associations of people with disabilities, because specification of the catego-
ries is only approximate. Moreover, the classification of device features and function-
alities has been considered mainly from the perspective of service providers who need 
to know the general constraints for a correct delivery of services [1], rather than the 
problems faced by users interacting with said services. 

The aim of the present paper is to direct the discussion towards an identification of a 
formally correct methodology for identifying the capabilities of interaction with ICT 
equipment and services/applications which will take into account user abili-
ties/disabilities, the context of use, and the interaction modalities offered by state-of-
the-art devices. As a first step in the development of this methodology, an extension of 
WHO’s ICF (International Classification of Functioning Disability and Health) [2] is 
proposed, which is aimed at making possible an easy matching between user capabili-
ties and the interaction features of different devices and services/applications, and 
which also includes any constraints imposed by the context of use. 

Even if biased at present from a medical point of view, the ICF classification appears 
to be a suitable choice, thanks to the following features: ICF is a widely-accepted stan-
dard; it was conceived as an open classification that can be extended to describe addi-
tional characteristics (e.g. users and contexts of use); and it provides for a representation 
with codes, thus lending itself to a mechanisation at different levels of the reasoning 
relative to users and ways for compensating for possible interaction difficulties.  
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Lastly, it is necessary to emphasize the important change in perspective promoted 
by the ICF document. In fact, it provides an approach for classifying abilities and dis-
abilities (and not only disabilities) as an interactive and evolutionary process in which 
an individual's functioning in a specific domain is a complex relationship between 
his/her health condition and contextual factors. 

2   The ICF Classification 

ICF is a classification of health and health-related domains that describes changes in 
body function and structure. It has two parts, each with two components: part 1 deals 
with Functioning and Disability, and consists of two components: Body Functions 
and Structures and Activities and Participation; part 2 deals with Contextual Factors, 
and consists of two components: Environmental Factors and Personal Factors. 

Each component can be expressed in both positive (abilities) and negative (disabili-
ties) terms. It consists of various domains, and categories and subcategories are de-
fined within each domain, as in the following example: 

FUNCTIONING AND DISABILITY (part) 
ACTIVITIES AND PARTICIPATION (component) 
Communication (domain) 
Communicating - receiving (d310-d329) (categories) 
d315 Communicating with - receiving - nonverbal mes-

sages (category) 
d3150 Communicating with - receiving - body ges-

tures:. (subcategory) 

The health and health-related states of an individual may be described by selecting 
the appropriate category code or codes and then adding qualifiers. These are numerical 
codes that specify the extent or magnitude of the ability or disability in that category, 
or the extent to which an environmental factor is a facilitator or barrier, according to 
the following scheme (where xxx stands for the second-level domain number): 

xxx.0 NO problem (none, absent, negligible,… ) 0–4 % 
xxx.1 MILD problem (slight, low,…) 5–24 % 
xxx.2 MODERATE problem (medium, fair,...) 25–49 % 
xxx.3 SEVERE problem (high, extreme, …) 50–95 % 
xxx.4 COMPLETE problem (total,…) 96–100 % 
xxx.8 not specified 
xxx.9 not applicable 

If necessary, time-related conditions can also be specified and quantified. 
The use of ICF to describe user needs related to ICT activities, such as technology-

mediated communication and access to information, can take advantage of a number 
of features in both its qualitative and quantitative representations:  

• the identification and quantification of the degree of ability or disability possible 
with ICF coding can be highly detailed, even to the point of describing individual 
characteristics; 

• the need for using facilitators can be stated by means of the differentiation be-
tween capacity (related to personal abilities) and performance (related to personal 
conditions and context); 
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• the possibility of quantifying abilities to perform specific actions can be crucial to 
identifying the most suitable facilitator and service-delivery modality; 

• the impact of the context as environment-related conditions can be specified and 
quantified in a highly detailed way. 

3   Proposed ICF Extensions 

In order to identify user capabilities in connection with having access to information 
and with interpersonal communication in the information society, it is necessary to de-
scribe the users themselves, the interaction characteristics of the technology employed, 
and the context of use (including usage of the environment, personal factors, and pos-
sible modifications of the interaction technology). Here as follows modifications to the 
ICF classification of users and the necessary extensions of the classification of the 
technology used are proposed. The need for modifications within the context classifi-
cation is outlined, but is not developed in detail. 

3.1   ICF Coding of User Interaction Capabilities 

ICT needs a number of different ways of interaction, depending on the available de-
vices, the actual environment, and the context of use. Ability in required interactions 
is connected not only to personal conditions (for example, a car driver is functionally 
blind and motor-disabled as far as interaction with a navigator is concerned). There-
fore, the proposed classification, which has been hypothesised in its initial status 
within the MAIS project [3], focuses on the current functional status of users, chang-
ing dynamically under the influence of the environment and the situation, rather than 
on the static ability/disability status of the user. This enables users to specify their 
needs within a context of use, in addition to that of their health condition, impair-
ment, or other limitations. 

In this scenario, when describing “body functions”, ICF is an appropriate tool. In-
stead, if there is a need to represent user actions, the heuristic ways used in ICT are 
specific, but do not lead to a formal classification and coding of such actions, nor to 
structures and qualifiers [4, 5, 6, 7]. The aim of the present work is to propose a for-
mal classification of user actions by extending the ICF classification and by adopting 
the ICF method for quantifying capacity and performance, as well as by taking into 
account the influence of the context on performing such actions. 

In a consideration of the various abilities needed to interact with a device for access-
ing and producing information or for communicating, three areas can be identified:  

• the comprehension area1, which groups all the actions related to receiving and un-
derstanding information or communication in every possible form;  

• the expression area2, which groups all the actions related to producing information 
or communication in every possible form;  

• the skills area, which groups all the actions needed to use the chosen device. 

                                                           
1, 2 It should be noted that comprehension and expression capabilities are identified as purely 

conceptual and sensorial actions, distinct from the skills needed to make it possible to per-
ceive or express something by means of technological devices. 
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By comparing the specified areas with ICF, it can be seen that the first two are very 
similar to the “Communicating – receiving” and “Communicating – producing” cate-
gories, with some minor differences (cfr. ICF Activities - Communicating – receiving 
(d310 – d329) and Communicating – producing (d330 – d349)). 

On the contrary, as far as skills are concerned, the ICF classification does not con-
tain the richness of detail that is needed in order to completely describe the actions to 
be performed when interacting with a system for accessing and producing information 
or communication. 

The proposed solution is to define a completely new domain with respect to ICF, 
named “Skills” (see appendix A), and to assign to it the character “k” as code prefix 3. 
In defining the new domain, the interaction techniques common to current devices have 
been taken into account. A small role has been assigned to special techniques, such as, 
for example, virtual reality, which is employed in limited and very specialized fields. 

3.2   ICF Coding of Interaction Characteristics of Devices 

Several specifications have been proposed for describing devices, such as Composite 
Capabilities/Preference Profiles (CC/PP), Media Features, Media Queries, User Agent 
Profile Base Vocabulary (UAProof), etc.. Irrespectively of the richness of the vocabu-
laries adopted, their aim seems to be limited to representing characteristics of interest 
for service operators, rather than those of users. This approach is, of course, relevant 
in designing services, but the present study emphasises the need for a well-defined 
way of matching user needs with the interaction characteristics of devices. 

Therefore, a classification of device functionalities is proposed, in parallel with the 
one depicted in the preceding section on user characteristics (see appendix B). By us-
ing the philosophy underlying the ICF coding, a classification has been defined for 
determining the “health status of a device” by comparing it with an ideally capable 
device, that features all the interaction capabilities offered by the present status of  the 
technology. Consequently, by using a simple coding set, it will be possible for the ac-
tual device functionalities to be concisely classified, in order to define the possible 
range of communication and interaction when a user employs a given device. 

As in the previous section, a division into three domains has been adopted: com-
munication reception, communication production, and interactions4. 

Voice recognition does not appear among the audio characteristics of a device, 
since, at the moment, it is not considered as a possible means of communication. 
However, it is mentioned twice in the interaction section, since voice recognition can 
be used both to input text and to perform pointing actions. 

3.3   ICF Classification and Contexts of Use 

The context of use is crucial in the classification presented. In fact, user abilities and 
device capabilities are not considered as static, but as changing dynamically depend-
ing on the changes in the context of use. 

                                                           
3 In the following user-needs classification, cognitive disability has not been taken into ac-

count. This is because it is unique compared to other disabilities, and its classification lacks a 
clear correspondence with interaction tasks, as significantly expressed by [8]. 

4 Communication reception should be understood as a communication received by a user and, 
therefore, produced by a device. 
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The definition of context varies widely in the literature, ranging from a set of envi-
ronmental characteristics [9] to a philosophical view of context as being a component 
of the interaction itself [10]. In this study, context is defined as the set of factors that 
can influence the interaction between users and devices. It can be divided into three 
domains: environmental factors, situation conditions, and device extension, integra-
tion or modification. 

Environmental factors, such as light condition, noise, etc., influence the capability 
of perception of screens and audio, which is equivalent to diminishing the capabilities 
of the devices. Situation conditions, such as travelling (by plane, by train, by bus), 
driving, walking, etc., influence both user abilities and device capability. Device ex-
tension, integration or modification, such as the use of extended or reduced key-
boards, screen readers, mouse emulators, etc., alters device capabilities. 

A complete study of the relevant context features and their influence on user abili-
ties and device capabilities is still in progress. 

4   Examples of Use of the Classification 

Two possible utilisations of the proposed classification are suggested in order to show 
the potential of the classification to offer a basis for structuring, in a consistent and 
easily comparable way, our knowledge of the interaction between users and devices, 
by taking into account the fundamental role of the context of use. 

4.1   Use in Rehabilitation 

The proposed classification could be an important aid in structuring the functional as-
sessment of disabled users by rehabilitation professionals, and in identifying the best 
solution for interaction with ICT equipment and services/applications. Such a classifi-
cation can be developed in a consistent and systematic way so that to be comparable 
throughout all the rehabilitation centres which adopt it. 

Rehabilitation operators could match the results of the user assessment with the in-
teraction characteristics of available devices by taking into account the influence of 
the context. The said matching could be backed up by computer procedures that struc-
ture the assessment dialogue and provide support in the decision-making process, 
generating a range of solutions ordered on a scale of predicted effectiveness. 

4.2   Use in Modelling Human-Computer Interaction 

Within the more general scenario of HCI, the use of classifications could help in dy-
namically determining the interaction possibilities available when a user accesses a 
service via a specific device in a varying context of use. 

The characteristics of the context of use, as previously defined, can determine the 
actual user-interaction capabilities, which are determined both by the abilities that the 
user can actually employ under the environmental and situational constraints and by 
the characteristics of the available interaction device. Similarly the usable features of 
the device are correspondingly determined by the environment and by the availability 
of facilitating modifications. These pieces of information can give the service pro-
vider a real-time hint on how best to deliver the requested service so as to maximise 
service effectiveness under all possible conditions of use. 
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5   Conclusions 

The aim of this paper is to initiate a discussion on the need for and possibility of fa-
cilitating the matching-up of user abilities/disabilities with the interaction capabilities 
of state-of-the-art devices. To this end, the development of a threefold classification 
(user skills, device characteristics, environment status) is proposed, based on the ICF 
classification and its innovative philosophy, according to which it can be extended 
while still maintaining its strength and consistency. 

The possibility of classifying users, the interaction features of devices, and con-
texts of use with the quantification deriving from the qualifiers inherent in the ICF 
classification methodology has been shown.  

The coding and numerical qualifiers suggest the possibility of a mechanisation of 
the reasoning relative to the matching-up of users with the interaction capabilities of 
devices. 
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Appendix A: Classification of Skills  

k0 Keys/buttons control  
k00 Functional 

k000 To press a single key/button 
k001 To press multiple keys/buttons 
k002 To control a key/button pressing 

over time  
k01 Format 

k010 Reduced 
k011 Extended 
k012 Virtual (on screen) key/button 
k013 Projected or holographic key/button 

k1 Write capable 
k10 Using a keyboard  

k100 QWERTY 
k101 Keypad 

k1010 Using disambiguation (e.g. 
T9) 

k1011 Without disambiguation 
k102 Chord 

k11 By hand on a screen 
k12 Articulating voice to input text 

k2 Pointing 
k20 To move the pointer 

k200 By fine movement with hand-eyes 
coordination (e.g. mouse, touch 
pad) 

k201 By rough movement with hand-
eyes coordination (e.g. joystick, 
trackball) 

k202 By to exert a pressure in coordina-
tion with eyes (e.g. using the key-
pad to move the pointer, or using 5 
buttons to make choices) 

k3 Clicking 
k30 To make a click 
k31 To make a double click 
k32 To make a right click 
k33 To drag 

k4 Making gestures 
k40 To rotate the mouse wheel 
k41 Touch screen (direct pointing) 

k410 To touch a portion of the 
screen with a finger  

k411 To touch a portion of the 
screen with a pen  

k412 To make gestures on a por-
tion of the screen with a 
finger 

k413 To make gestures on a por-
tion of the screen with a 
pen 

k42 Touch tablet (absolute indirect 
pointing) 

 k420 To touch a tablet with a 
finger 

 k421 To touch a tablet with a 
device 

 k422 To make gestures on a 
tablet with a finger 

 k423 To make gestures on a 
tablet with a device 

 k43 To move the phalanges (e.g. to 
use a data glove) 

k5 Articulating voice to interact 

 



414 M. Billi et al. 

Appendix B: Classification of Interaction Characteristics of 
Devices  

x1 Communicating - receiving  
x10 Screen  

x100 Screen size  
x101 Colour capable 
x102 Text capable 
x103 High contrast 
x104 Graphics/Image capable 
x105 Animation/Video capable 
x106 3D capable 

x11 Audio  
x110 Sound capable 
x111 Playback capable 
x112 Synthetic speech capable 
x111 Conversation capable 

x12 Braille capable 
x13 Tactile feedback capable 

x2 Communicating - producing  
x20 Text capable 
x21 Colour capable 
x22 Producing Graphics 

x220 Graphics/Image capable 
x221 Animation/Video capable 

x23 Producing audio 
x230 Sound capable 
x231 Record capable 
x232 Conversation capable 

x3 Interactions 
x30 Typing 

x300 Keyboard type 
x3000 QWERTY  
x3001 Keypad 
x3002 Chord 

x301 Keyboard format 
x3011 Reduced 

x3012 Extended 
x3013 Virtual (on screen) 
x3014 Projected or holographic  

x302 Keyboard Options 
x3020 Serialization 
x3021 Rebound control 
x3022 Key depression time control 
x3023 Disambiguating 
x3024 Time dependant 

x31 Pointing & clicking 
x310 Mouse like 
x311 Touch pad 
x312 Joystick like 
x313 Buttons 
x314 Touch screen  
x315 Touch screen, requiring pen  
x316 Touch tablet 
x317 Touch tablet, requiring device  

x32 Gesture 
x320 Mouse wheel  
x321 Gestures capable on screen 
x322 Gestures capable with a pen on 

screen 
x323 Gestures capable on tablet 
x324 Gestures capable with a device 

on tablet 
x325 Handwriting on screen 
x326 Handwriting on tablet 
x327 Manipulating 3D objects 

x33 Voice recognition 
x330 Articulate to input text 
x331 Articulate to interact 
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Abstract. The described work focuses on the analysis how users inter-
act with specific human machine interfaces and how shape and tactile
properties influence this interaction. Results gained by such investiga-
tions should help to obtain better knowledge of human computer inter-
action in general and about possible influences of diseases.

Based on this knowledge it should be possible to fit and optimize
human machine interfaces in a way that is not only dependent on the
professionist performing this task. Also for the development of new device
this knowledge and reliable data is essential.

1 Introduction

The Selection of input devices in the field of rehabilitation technology is very
often only based on trial and error or on the personal experience of the person
who selects the device.

Even in the development and design process of new human machine inter-
faces developers and designers only rely on currently available systems or do not
consider user interaction and user needs at all.

Usability research is commonly found in market oriented investigations of
companies or institutions who want to test their products [1]. There can be
found also international standards for human computer interfaces and usability
like described by Bevan [2]. The application of procedures and apparatus used
in this field of research can only rarely be found in the field of rehabilitation
technology and in development of human computer interfaces for people with
disabilities. The introduction of such technologies could significantly improve the
knowledge about human machine interaction, the influence of specific diseases
and the influence of device design so that optimal solutions for people of the
intended target group can be found. Currently an increasing number of such
research can be observed and the results seem to be promising like some examples
show [3,4].

Aim of the described work is to analyze how users interact with human ma-
chine interfaces and how this interaction can be influenced by design issues. In
the current stage of the project a focus is set on the analysis of reaction forces,
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other important features like motion analysis will be part of future work. With
an extended test battery the process of design of new human machine interfaces
for people with manual impairment and the selection of interfaces for this target
group can be significantly improved.

2 Methods

One component in the analysis of user interaction are the forces applied by the
user onto the input device. These reaction forces reflect on the one hand the abil-
ities of the user depending from their disease and on the other hand the usability
of the input device itself. To measure the reaction forces a multiaxis force plate,
where different input devices can be mounted, was developed (shown in figure 1).
This measurement device is based on strain gage technology and has the capa-
bility to measure forces in four axes. Data acquisition is performed with a strain
gage amplifier (IOtech DBK43A), a data acquisition device (IOtech DAQbook
2000/E) and a notebook. For further investigations including electrophysiology,
especially electromyography (EMG) an eight channel biosignal amplifier system
(two Grass QP511 quad AC-amps) was connected to the data acquisition de-
vice. Post processing of the acquired data (sample rate 256 Samples/second) was
performed with Matlab and SPSS.

Fig. 1. Force Measurement Plate

Similar force measurement plates can usually be found in biomechanical re-
search or in industrial applications. Biomechanical research for example focuses
on the analysis of human gait and the influence of different factors by using force
plates [5].
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Able-bodied users carried out all experiments, since the intention was only to
proof the methodology. Of course it would be necessary to involve users of the
intended target group (people with physical disabilities) but this would required
a well planned study with homogenous test groups since differences between
specific diseases may be expected and are subject to future studies based on the
system and the methodology described in this work.

2.1 Optimization and Fitting of Existing Human Machine Interfaces

The first part of the measurements focuses on the analysis of interaction with
common input devices like joysticks.

Therefore a standard 2-axis joystick was mounted on the force measurement
plate and a sample of users had to perform a specific task. The task consisted of
a simple sequence (up, down, left, right), which had to be repeated 3 times by
the user. To remove unwanted components by pacing, the user was only verbally
instructed about the task before beginning and the sequence was neither visually
nor verbally presented to the user during performing the experiment.

Similar investigations with pointing devices (headmouse, mouth operated
mouse etc.) were already carried out by the author [6] where the performance
of these devices was tested. Results of the study were already used for product
optimization of the Lifetool IntegraMouse, which is a mouth operated mouse.

2.2 Development of Novel Human Machine Interfaces

The main design question is how surfaces and shapes manipulate the users force,
even more give either positive or negative magnification. To intensify the differ-
ent force output made from the user in order to find out what is increasing and
what is decreasing, variable basic shapes have been built. These basic shapes are
split in three experiment areas:

Basic shape A: for the whole hand (red forms)
Basic shape B: for the palm (blue forms)
Basic shape C: for fingers (either index finger only or index finger, middle finger
and ring finger together, yellow forms)

Basic shapes A, B and C are influenced by the grasp reflex and the resting hand
pose (without muscular tension). The grasp reflex stops at young age, still it
influences the intuitive grip - grasping for something with a lot of force.

’Grasp reflex: A type of reflex in which the fingers flex in a clutching motion
in response to stroking of the palm of the hand. It is normal in young infants
from birth to about four month of age [7].’

The haptic sense as a tactile force together with surface sensibility gives the
background for a future user experiment, which would compare different tex-
tures, finishes and stiffness of the materials.

Tasks, which had to be performed where similar to them described in 2.1. The
user had to push or pull the input device in all four directions (left, right, up,
down) with a maximum affordable force. Due to the fact that only able-bodied
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Fig. 2. Basic Shapes (A,B and C)

users performed the experiment it can be expected that the users maximum force
is almost equivalent in all four directions. When dealing with impaired users the
affordable forces may be influenced by the pathology. Such differences can be taken
into account when fitting the input device to a specific user by compensating the
force differences by an appropriate signal processing or mechanical design.

3 Results

Data from the experiments according to 2.1 from 15 test persons were evaluated
using statistical methods. Before applying these methods the time discrete data-
set of each individual containing the whole test sequence was separated into
single force data-sets for each joystick position using Matlab.

After this preprocessing it was possible to calculate the mean and standard
deviation of each joystick position (up, down, left, right) with an additional re-
moval of bias forces (derived from the values with the joystick in center position).
The histograms in fig. 3 are showing an example evaluation of the mean X,Y and
Z force when pushing the joystick to the ”up direction”. Please note that in all
evaluations a biomechanical kinematic naming of the force directions according
to Winter [8] is used.

Fig. 3. Histogram of Forces
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Fig. 4. Comparison of reaction forces using different shapes

The evaluation shows the distribution of the mean force of all 15 test users
which can be useful for the design of a joystick to set the correct force thresholds
(forces are scaled to maximum force).

The evaluation of different shapes for novel input devices shows interesting re-
sults. Figure 4 shows 3-axis force plots of an experiment using two different shapes
(basic shape B and C). The user had to push the shape three times upwards and
three times leftwards. The two left plots in 4 show that there is almost no difference
in the force verctor between shape B and C when pushing upwards (-Z direction).
When pushing to the left (X direction) it could be noticed that shape B (lower
plot) provides a better force transduction than shape C which is not symmetric.
Of course it appears to be obvious that a symmetric shape provides a better force
transduction than an assymetric one but it is more difficult to estimate the be-
haviour with complex shapes, if the user is influenced by a disease.

4 Discussion

Based on the results and the experiences made the introduction of standardized
measurements as decision support for the selection of input devices and for the
development of novel devices seems to be crucial.

Since in some countries technical aids for people with disabilities are not or only
partially paid by health insurances and the selection is not properly done many
users have to use suboptimal input devices and other equipment. A selection tool
based on standardized methods and basic knowledge could be beneficial for the
user to get an optimized solution and improve the quality of life.
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However not only the user itself benefits, the designers and product devel-
opers process for redesign and new design can be inclusivly extended in their
threedimensional output in a more adequate userorientated product.
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Abstract. Today, as the users and contexts of use of Information and Commu-
nication Technology (ICT) become more diverse, there is a significant need to 
understand all the factors that may affect the quality of the user-experience, and 
to measure them systematically. This paper proposes an evaluation framework 
for specifying and measuring the user-orientation of interactive products. The 
term “user-orientation” refers to the extent to which target users (will) find the 
product acceptable at all phases of the user experience lifecycle. The proposed 
framework incorporates accessibility as a basic determinant of acceptability and 
long-term adoption. It can be employed effectively in the evaluation of systems 
that are aimed to be accessible and usable by diverse users (e.g., public  
systems) or by people with disability. 

1   Introduction 

In order to develop better methods for designing new computer technology, testing 
designs and predicting how users will respond to new products, it is important to 
understand why a person may fail or resist using an interactive product. Since the 
(target) user population of computer technology became more diverse, researchers 
and practitioners realised that utility and usability alone, although salient acceptance 
factors, do not necessarily imply that take-up rates of a system will reach their full 
potential. For instance, in designing and delivering information technology for the 
public, accessibility needs to be guaranteed, and interfaces are required to cope with a 
variety of users, including people with different cultural, educational, training, and 
employment background, novice or experienced users, the very young and the elderly, 
and people with different types of disability. In fact, accessibility is considered as a 
prerequisite for usability, since there cannot be optimal interaction if there is no pos-
sibility of interaction in the first place [1]. 

As a result, traditional usability-oriented design and evaluation approaches are not 
sufficient for delivering high-quality systems that are able to accommodate the needs 
of diverse user populations with different abilities, skills, requirements and prefer-
ences, and to be used in dynamic contexts of use (tasks, equipment and environmental 
conditions). An analysis of the involved sources of variability reveals the necessity of 
developing and adopting more comprehensive approaches, capable of specifying and 
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measuring the user-orientation of products and their interfaces. In this paper, the term 
“user-orientation” refers to the extent to which target users (will) find the product 
acceptable at any phase of their ‘interaction’ with it, i.e., throughout the entire user 
experience lifecycle [2].  

This paper defines a user-orientation evaluation framework, which incorporates 
accessibility as a basic determinant of system acceptability, and describes how such a 
framework can be employed effectively in the evaluation of systems and their inter-
faces, including systems that are aimed to be accessible and usable by diverse users 
(e.g., public systems) or systems developed for people with disability. 

2   Research and Methodological Approach 

Common models of technology acceptance have their roots in a number of diverse 
theoretical perspectives. One of the most popular is that of Innovation Diffusion The-
ory [3], which seeks to identify significant perceived characteristics of technology 
which may impede its adoption by users. On the other side, in social psychological 
research, theorists seek to identify determinants of behaviour within the individual 
rather than the technology. For instance, the Theory of Reasoned Action (TRA) [4] 
has been used to investigate how user beliefs and attitudes are related to individual 
intentions to perform. TRA provides a complete rationale for the flow of causality 
from external stimuli (such as system design features) through user perceptions to 
attitudes about the technology, and finally to actual usage behaviour.  

Therefore, for the definition of a comprehensive evaluation framework ,one needs 
to determine, on the one hand, whether a user can use a product - subject to the char-
acteristics of the user and the context of use, and on the other hand, whether a user 
will use the product - subject to the user’s behavioural situation (see Fig. 1). In terms 
of user characteristics, key personal differences may be characterized as  physiologi-
cal, psychological or socio-cultural [5] and may involve variances in gender, physical 
and cognitive abilities, language, culture, experience, background, etc. The context of 
use involves diversity in terms of user tasks, equipment (at the user site), and in social 
and environmental conditions [6]. Finally, in terms of the user’s behavioural situation, 
the Technology Acceptance Model [7] derived from TRA identifies two salient fac-
tors: perceived usefulness and perceived ease of use. Perceived usefulness can be 
considered as the degree to which a potential user believes that using a particular 
system would match individual goals, and perceived ease of use as the degree to 
which a potential user believes that accessing and using a particular system would be 
free of effort. More recent approaches have identified additional constructs, such as, 
for example, perceived risk (PR), i.e., the degree of uncertainty regarding possible 
negative consequences of using a product. In [8] the authors propose that PR com-
prises the facets of performance, financial, time, psychological, social, privacy and 
overall risk. Furthermore, when measuring user satisfaction as a key determinant of 
user acceptance, the fact that satisfaction is heavily influenced by expectations should 
be taken into account. In other words, perceptions of product quality stem from a 
comparison of what customers feel a product should offer (i.e., their expectations) 
with the way the functions are actually delivered. A number of factors influence user 
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expectations, e.g., previous experience, personal needs, implicit service communica-
tion, values and beliefs, views about the provider, explicit service communication, 
and word-of-mouth communication [9]. 

 

Fig. 1. Conditions of use: user’s characteristics, context of use and behavioural situation en-
compass determinant acceptance factors towards and during the use of a product 

3   A Comprehensive Evaluation Framework 

3.1   A Systematic Perspective 

In the development of the proposed approach, a number of theoretical and empirical 
models of technology acceptance were considered. Emphasis though has been put on 
the user’s decision making process towards the use and adoption of a system. The 
main generic perspective looks at the process of discovering, identifying the need or 
interest to use, reaching (i.e., accessing), using, and re-using a system (see Fig.2). 

 

 

Fig. 2. An abstract model of the user experience lifecycle 

Regarding the phase of product usage, and towards long term adoption, previous 
studies based on empirical data [10] have identified a sequence of three patterns of 
use: (a) exploration in width, which refers to the phase of the preliminary familiarisa-
tion of the user with the interactive environment of a system; (b) occasional (long 
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term) use, which refers to the phase of common use of a system; and (c) exploration 
in depth, which refers to specialised usage. 

The proposed approach implies careful consideration of all the factors which may 
influence an individual at each phase of the lifecycle and concluding upon the likeli-
hood that the individual will proceed or not to a subsequent phase. Ultimately, this 
allows predicting or assessing the likelihood that a non-user will eventually become a 
faithful product user (i.e., the evaluating acceptability of the system).  

3.2   Framework Definition 

User-orientation (and thus system acceptability) is measured by the extent to which: 

− the product1 is made visible to non-users (visibility), 
− non-users are motivated to gain a personal experience of the system (perceived 

usefulness & ease of use), 
− actual users find it easy and acceptable to reach the product (availabil-

ity/approachability), 
− actual users find it useful, easy and acceptable to interact with the product (quality 

of interaction experience), 
− previous users are motivated to become long term users (relationship maintainabil-

ity and subjective usefulness & ease of use), 
− product users are not offered more promising and satisfying alternatives (competi-

tiveness). 

 

Fig. 3. Overview of the user-orientation evaluation framework 

                                                           
1 Note that the product can be of various types including service, software, hardware , function 

or any combination of these. 
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Emphasis is given to the Conditions of Use (see Fig.3) and to the fact that the level of 
user-orientation depends  on  the  specific  circumstances in which the product is used, 
including specific user goals, user characteristics (physiological, psychological, 
socio-cultural), contexts of use (user’s tasks, equipment and surrounding social and 
physical environment) and user’s behavioural situations (perceived usefulness, ease 
of access / use and risks, and expectations). 

In cases of products that are aimed to be used repeatedly and to be adopted for long 
term use, emphasis is also given to the fact that the level of user-orientation depends 
on the current phase of usage lifecycle, including first time and novice usage (seeking 
product exploration in width), moderate usage (seeking occasional product exploita-
tion), and expert usage (seeking exploration and exploitation in depth). 

3.3   User-Orientation Measurements 

As it becomes apparent from the above definition of the framework, user-orientation 
reflects the overall product quality perceived by users as a total of the following prod-
uct qualities (revised from [2]). 

Visibility. Visibility refers to the degree to which a system can become known to 
individual2 non-users. Obviously, the actual location of the system is a major visibil-
ity factor. Furthermore, visibility can be increased by providers through publicity 
strategies. Products can, however, be visible to a certain degree even if no promotion 
takes place, for example through easy location by means of popular web search en-
gines. Awareness might result from unintentionally coming across a product, e.g., 
while surfing on the Internet. Naturally, the accessibility of the location of the system 
as well as of the publicity media used is a major factor of a system’s visibility. 

Perceived Usefulness and Ease of Use. These qualities refer to the usefulness and 
ease of (access and) use of the system from the viewpoint of individual non-users. 
These are related to the available information regarding the product and to the extent 
to which the product appears to be suitable with respect to the user’s particular goals 
and needs. This also comprises a variety of tangible aspects, such as time and cost 
savings resulting from the product itself (rather than the way it is delivered). Finally, 
it can also incorporate less tangible aspects, such as personal intrinsic gratification 
that can be derived from the fun of, for example, participating in an attractive learning 
experience/training course. Other social aspects may also play a role, such as prestige 
and social desirability. 

Availability / Approachability3. Availability refers to the degree to which all types 
of potential individual users can reach the entry point (s) of the system. Certainly, 
accessibility (e.g., for anyone, at any time, from anywhere) of the carrier / storage me-
dium of a system is a major factor for its availability / approachability. At this stage, 
particular needs and requirements of diverse user populations, such as people with 
disability, are considered with regards to available ‘routes’ for reaching the product. 

                                                           
2 The term “individual” user refers to individual Conditions of Use (user characteristics, con-

text of use, and behavioural situations). 
3 The use of the term accessibility (in its literal sense) is avoided here in order to ensure that 

this is not confused with as ease of access to people with disability. 



426 A. Mourouzis et al. 

Quality of Interaction Experience. This characteristic encompasses the quality of 
interaction perceived by actual individual users and refers to the degree to which a 
system can be used to achieve useful and quality results (i.e., lead to subjective satis-
faction). It can also be perceived as the total of the user-orientation of the system’s 
functions of subjective importance to the individual user. 

Relationship Maintainability (Subjective Usefulness and Ease of Use). This refers 
to the degree to which a good relationship with individual system users is effectively 
cultivated and maintained while the user is not working on the system (e.g., by means 
of informing the user for new functionality, content updates, changes of status, etc.). 
The provider may need to adopt specific strategies to ensure the sustainability of this 
relation. For example, the system provider may offer a richer service package in order 
to maximally fit the goals and needs of individual users. 

Competitiveness. Competitiveness is the degree to which the system is conceived by 
individual users to be more appropriate for them than other available alternatives. For 
instance, this may be improved by informing the user about reviews of the system and 
market rankings. 

3.4   Accessibility: A Ubiquitous Issue in the User Experience Lifecycle 

Accessibility can be defined as the extent to which the sequences of input actions of a 
product, and the associated feedback that lead to successful product use, are possible 
to be performed by the user, with respect to the individual’s limitations emerging 
from the particular conditions of use (adapted from [1]). In other words, accessibility 
ensures that an individual can use a product, whereas usability ensures that the indi-
vidual finds it easy and satisfying to use it. Thus, further to the framework, accessibil-
ity, for instance for people with disability, is an issue penetrating all phases of the user 
experience lifecycle, raising questions such as “is the product (service, software, 
hardware, function) visible to people with disability?” or “can the entry point of the 
system be reached by people with disability?”. 

4   Employing the Framework for User Interface Evaluations 

The proposed framework can also be employed to specify and measure the user-
orientation of any system part (e.g., interaction devices and peripherals), including 
individual functions of a system and their corresponding user interfaces (UIs). In 
other words, when moving deeper into the evaluation of subsystems and system func-
tions, the framework can be iteratively applied to each corresponding UI component 
(both physical and virtual).  

Indicatively, assume a function “view incoming emails” provided through an icon 
in a Web mail application. The function’s visibility is decreased, for example, if the 
icon is placed at an inappropriate location in design, or increased if information re-
garding the existence of this function is provided through a help module. Perceived 
usefulness and ease of use (i.e., prior actually using it) is decreased if the icon does 
not reflect the utility of the function, or increased if a help module offers a narrative 
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description of the function’s utility and guidance on using it. Reachability / approach-
ability is decreased if the icon is not accessible (e.g., for blind users) or if it is hard to 
reach for motor-impaired users who navigate through tabbing. Quality of interaction 
starts from assessing the behaviour of the icon itself (e.g., is appropriate feedback 
provided while the icon is being pressed) and continues with assessing each compo-
nent of the triggered dialogue. Relationship maintainability (i.e., while the user is not 
logged in the system) is increased, for example, through sms notifications of new 
incoming mails. Finally, competitiveness can be improved by offering the user infor-
mation about the performance (success rates etc.) of this function. 

In general, in assessing a user interface and in order to claim high levels of overall 
user-orientation, (a) each function needs to be highly user-oriented individually, and 
at the same time (b) an analogy needs to be achieved between the importance of each 
function to the user and the corresponding levels of user-orientation of each individ-
ual function (see Table 1). 

Table 1. User-orientation evaluation of a user interface consisting of three functions 

Function Importance to the user Function’s user orientation 
Function 1 High X (must be higher or equal to Y) 
Function 2 Moderate Y (must be higher or equal to Z) 
Function 3 Low Z (must be at least acceptable) 

5   Conclusions and Future Work 

The presented framework4 provides a holistic approach for expert-based or user-based 
evaluations of interactive systems, specifying at an abstract level all factors that may 
influence the quality of the user experience with a given system. In the context of user 
studies, the framework can be employed for setting goals, measurements and data 
collection instruments for a test, and for preparing test materials such user question-
naires, task scenarios, etc. The framework may also be employed in conducting walk-
through evaluations similarly to traditional cognitive walkthroughs, which “use an 
explicitly detailed process to simulate a user’s problem-solving process at each step 
in the human-computer dialogue, checking to see if the simulated user’s goals and 
memory for actions can be assumed to lead to the next correct action” [11]. The main 
difference is that, further to the framework, the aim is to simulate a user’s reasoned 
action process at each step in the human-computer dialogue, checking to see if the 
simulated user’s beliefs, external stimuli (such as system design features) and inten-
tions to perform can be assumed as a prerequisite to lead to the next interaction step. 
To this end, this method can be considered as a behavioural walkthrough method, 
rather than a cognitive one, for inspections of user-orientation, rather than of usability. 
A paper-based tool implementing this method has been developed and validated in the 

                                                           
4 Part of this work has been carried out in the framework of the European Commission funded 

project eUSER (“Evidence-based support for the design and delivery of user-centred on-line 
public services”, Contract no. 507180). 
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context of the eUSER project5, and an online interactive version is also planned for 
later on. Future plans also include formal validation of the proposed framework 
throughout evaluation experiments of various types of systems, including mainstream 
systems developed following a Design for All approach, and systems dedicated to 
people with disability.  
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Abstract. SSR is a biomedical signal, that reflects the activity of the sym-
pathetic nervous system, and can be affected by cognitive thinking an decision 
making. We hypothesized that the SSR response could be used as a switch for 
an input support device for the ALS patients. In this paper, we investigated 
whether or not the SSR response could be used as a switch for an input support 
device for the ALS patients. 

1   Introduction 

Recently, many kinds of input support devices have been developed for the disabled. 
However, the residual motor function of a disabled person was necessary to operate 
most of them. If a disabled person has a progressive disease such as amyotrophic 
lateral sclerosis (ALS), it is necessary to modify the input support device according to 
residual motor functions. Whenever the input device is modified, the disabled person 
has to relearn how to use it. To overcome this problem, it is necessary to develop a 
device that would not depend on residual motor function. 

One possible way to deal with this would be to use the sympathetic skin response 
(SSR) that can be obtained non-invasively and is independent from residual motor 
function. SSR is a biomedical signal, that reflects the activity of the sympathetic 
nervous system, and can be affected by cognitive thinking an decision making[1]. We 
hypothesized that the SSR response could be used as a switch for an input support 
device. However, there were still some uncertainties about using SSR. Specifically, 
there is no research whether or not respiration, visual/auditory stimulation, 
temperature or emotion affect the SSR. Among these factors, we have investigated the 
influence of respiration on the SSR [2].  

Then, in this paper, first of all, we examined the influence of visual stimulation on 
the SSR. Next, removing the influence of respiration and visual stimulation, we inves-
tigated whether or not the SSR response could be used as a switch for an input 
support device for the ALS patients. 
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2   Influence of Visual Stimulation 

2.1   Acquisition of SSR Signal 

Fig. 1 shows the measurement system. Three Ag/AgCl electrodes were used to detect 
the SSR signal. The detection electrode was placed on the palm, the reference 
electrode was placed on the back of hand and the common electrode was on the wrist. 
The SSR signals were amplified 1000 times by an amplifier, and then inputted into a 
computer via an A/D converter. Fig. 2 shows a typical SSR signal pattern. We 
decided the latency and peak-to-peak duration as parameters of SSR signal.  

 

Fig. 1. Acquisition of SSR signal 

 

Fig. 2. A typical pattern of SSR and parameters for its evaluation 

2.2   Experimental Method 

Usually an input support device has some kind of visual display for the purpose of 
either inputting or getting information by the user. Since a problem arises when SSR 
responses involuntarily occur as a result of unintentional visual stimulus due to poor 
display coloring or lighting, we investigated the influence of visual stimulation on 
SSR occurrence.  
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Fig. 3 shows the experimental setup. Each subject was seated at a table facing a 
clock on it in a quiet room where the temperature was maintained between 25  and 
28 . An LCD screen was used to present visual stimuli to each subject. Subjects 
consisted of 4 able-bodied males (from 23 to 24 years old). 

In this paper, three visual parameters were used. First was the color, second was 
the character size, and third was the character shape.  

 

Fig. 3. Experimental setup 

Color. The screen was adjusted to provide either a black image, or a color image. The 
colors chosen were blue, green, cyan, red, magenta, yellow and white. Testing was 
carried out using two luminance conditions. Under the first luminance condition the 
color brightness level was set to a predetermined level (the isoluminance condition) 
and under the second condition the brightness level was adjusted individually by each 
subject according to what they felt was the appropriate level (subjective isoluminance 
condition).  

To avoid habituation, the order of the colors presented was random. Image interval 
time was 5seconds and this process was repeated 30 times for each color. During the 
trial subjects were only asked to view the image on the screen.  

Size. In order to avoid the influence of character meaning, a rectangle was used 
instead of using character. The rectangles consisted of three sizes: 72*96, 288*384 
and 384*512 pixels, while size of the screen was 1024*768 pixels. Color of rectangle 
was yellow and background color was black.  

To avoid habituation, the order of the three rectangles presented was random. 
Image interval time was 5seconds and this process was repeated 20 times for each 
size. During the trial subjects were only asked to view the image on the screen.  

Shape. In order to avoid the influence of character meaning, three kinds of geo-
metrical figure was used instead of using character. Chosen figures were circle, 
triangle, diamond and square. Prior to participating in this experiment subjects were 
asked to choose the size of figure they felt was easiest for them to view. Then, the 
sizes were different in each subject. Color of figure was yellow and background color 
was black.  
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To avoid habituation, the order of the figures presented was random. Image 
interval time was 5seconds and this process was repeated 20 times for each color. 
During the trial subjects were only asked to view the image on the screen.  

2.3   Results and Discussion 

The SSR/visual stimulation appearance ratio was calculated by dividing the total 
number of times SSR signals were detected by the total number of times colors were 
presented. The relationship between SSR/visual stimulation appearance ratios and 
color is shown in fig. 4. Isoluminance condition results are indicated by square 
symbols, while subjective isoluminance condition results are indicated by triangular 
symbols. Fig. 4 shows the average for all results. SSR/visual stimulation appearance 
ratios for the subjective isoluminance condition was relatively lower than that for the 
isoluminance condition. It should be noted that there was little difference between 
SSR/visual stimulation appearance ratios amongst different colors under the 
subjective isoluminance condition. These results suggest that brightness levels had a 
significant influence on SSR response while differentiation between colors had little 
effect. 

 

 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

Fig. 4. Relation between SSR/visual stimulation appearance ratios and color 

From this we concluded that the user would attain the optimal display conditions 
by first adjusting the display brightness for what he or she thought was the same level 
for all colors, and next, choosing the screen color that was easiest to look at. 

The results of size and shape were shown in table 1 and 2. There were almost no 
different between sizes and shapes. Therefore, we thought that subjects should choose 
the character size that was easiest to look at and that there was no influence of 
character shape on the SSR.  
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Table 1. Relation between SSR/visual stimulation appearance ratio and figure size 

3/801/802/80
Appearance

ratio

Size

 

3   Confirmation Experiment 

In order to determine whether an input support device using SSR could be realized or 
not, we carried out an image viewing experiment to see if SSR could be effectively 
used as an input indicator for the ALS patient.  

3.1   Experimental Condition 

The experimental setup was the same as described in chapter 2. In this experiment, 
the subject was asked to imagine selecting a pre-determined target kana when it was 
displayed. Kana was one of Japanese characters. Forty-six different Japanese kana 
were individually displayed one after another for 3seconds each (see Fig. 5). 

3sec 3sec

Target kana

Non-target kana

Imagine: I want to input this kanaÓ

3sec 3sec
time

Ç² Ç‹ �Ç Ç¶ Ç”

 

Fig. 5. Experimental procedure 

For this experiment the subjective isoluminance condition was used and brightness 
levels for displayed kana was set according to the optimal display conditions arrived 
at in chapter 2. The color of kana was set to yellow with the background color being 
black. Prior to participating in this experiment subjects were asked to choose the color 
combination they felt was easiest for them to view. Most subjects selected the 
combination of a yellow kana on a black background. 

As a result of the findings in past research [2], all of the SSR with latency under 1 
second were excluded. Four non-disabled subjects and five ALS patients took part in 
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this experiment. Non-disabled subjects consisted of three males and one female (from 
22 to 24 years old). Profiles of the ALS subjects were shown in table 3. Experiment 
was continued until target kana was displayed 30 times.  

Table 2. Profile of ALS patients 

5 yrs

11 yrs

6 yrs

14 yrs

16 yrs

Disease
Duration

A small quantity of right leg
movement

53Female

Tracheotomy, A small quantity of
left hand movement

63Male

Tracheotomy, A small quantity of
right limb movement

70Male

Tracheotomy, A small quantity of
eyebrow movement

67Male

Tracheotomy, A small quantity of
finger movement

65Male

ConditionAgeSex

 

3.2   Results and Discussion 

Fig. 6 and 7 show the amplitude and latency of SSR, respectively. In Fig. 6, the 
amplitudes of ALS subjects were significantly smaller than those of the non-disabled, 
except one ALS subject. It might be difficult to detect SSR signal when the amplitude 
was small. But, it would be possible to solve this problem because of improving 
measurement system. In fig. 7, the latencies of the non-disabled were significantly 
shorter than those of ALS subjects. However, it would not become a problem because 
the extended latency was 0.3msec.  

 

Fig. 6. Difference in amplitude of SSR between the non-disabled and the ALS subjects 

The SSR/kana appearance ratio was calculated by dividing the total number of 
times SSR signals were detected by the total number of times kana displayed. 
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Fig. 8 shows the results of the SSR/kana appearance ratio. Bar graphs indicate the 
results when target kana was displayed, while diamond symbols indicate the results 
when non-target kana was displayed. Though the results varied amongst the different 
subjects, the ratios for the target kana were significantly higher than those for the non-
target kana. Moreover, there was not significantly difference between the non-
disabled and the ALS subjects.  

 

Fig. 7. Difference in latency of SSR between the non-disabled and the ALS subjects 

Target kana
Non-target kana

 

Fig. 8. SSR/kana appearance ratios for the target/non-target kana 

It was previously reported that the cognitive process affects sympathetic nerve 
activity such as SSR (Miyagawa[3], Shimoda[4]). Therefore we believed that the 
reason that the SSR/kana appearance ratio increased was because sympathetic activity 
was activated when the subject perceived choosing the target kana. Then, we guess it 
is possible to develop an input support device using SSR as the switch for the ALS 
patients.  

4   Conclusion 

In this study, we investigated the influence of the visual stimulation on SSR in order 
to investigate whether it was possible to develop an input support device that used 
SSR as the device switch. 
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During the visual stimulation experiment, we found that there was little difference 
between the SSR appearance ratios amongst the various colors when subjects adjusted 
color brightness (luminance) to what they felt was the same level for all colors. 
Moreover, there was little difference between size and shape of character. As a result, 
we concluded that display luminance and character size should be adjusted subjectively.  

Using these results, we carried out a character viewing experiment while 
measuring SSR. We found that the SSR appearance ratios were significantly higher 
when the subject was asked to perceive choosing a pre-determined target character 
compared with non-target character. Therefore, we conclude that this would allow for 
the possibility in developing an input device that could use SSR as the controlling 
switch.  

Future plans are as below: 

1. to determine the influence of environmental sound and emotion 
2. to learn what role mental condition has on effectiveness 

After solving these problems, we would like to develop an input support device for 
the disabled using SSR. 
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Abstract. To press a computer key by an unskilled finger is sometimes an 
adaptive way to successfully access computer for the persons with quadriplegia. 
The efficiency of the unskilled site during the learning process should be ad-
dressed. Currently, we also want to know how the brain works in this unskilled 
situation during the learning process. Therefore, this combined motor behav-
ioral and brain electrophysiological study was conducted. Since it was not easy 
to invite the persons with quadriplegia to participate electrophysiological stud-
ies, we invited eight typical college students to participate our study. Each of 
them tried to press the left, middle, and right keys for 200 times by their 2nd, 3rd 
and 4th fingers respectively in a randomized order. The event-related coherence 
of the EEG was calculated to find out the functional connection among brain 
areas under unskilled (4th) and skilled (2nd) conditions. The result suggested 
that the alpha band synchronization between C3 and C4 electrodes under the 
unskilled condition was weaker than that under the skilled condition. It is likely 
that the performance of an unskilled finger was correlated to the weaker brain 
coherence. The brain might need some time to establish connections among dif-
ferent regions in the cortex during the learning process especially when using 
the unskilled control site. 

1   Introduction 

The persons with quadriplegia are constrained by their synergy motor pattern, desyn-
chronized finger coordination, deformities and weak strength [1]. Some of them have 
to press computer keys by only one finger or some unfamiliar control site. Most often, 
the finger that they use are an unskilled and unusual one [2,3]. We want to know this 
finger's efficiency. Furthermore, knowing the relationship of the efficiency and the 
mechanism of brain is helpful to explain the characteristics of the performance for an 
unskilled finger while pressing a key [4,5,6]. Therefore, we combined motor behav-
ioral and brain electrophysiological studies to substantiate the unskilled finger effect 
on the brain mechanism. 

The relationship between coherence and motor efficiency was not clear and the re-
sults were often contradictory [4,5,6]. Deeny et al. addressed better motor efficiency 
of experts might be related to weaker brain coherence because the experts do not rely 
on their cortico-cortical connection to monitor motor task [4]. On the contrary, the 
findings of Knyazeva et al. indicated that the acallosal children had weaker brain 
coherence than the typical children under tapping conditions [5]. Being different from 
the explanation of Deeny et al., Knyazeva et al. found that poor weak brain coherence 
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might be related to a poor motor performance. Furthermore, Serrien & Brown [4, 5, 6] 
substantiated that the brain coherence have changed dynamically with the motor be-
havioral performance while performing a bimanual task. Serrien & Brown empha-
sized that the learning stages should be seriously considered while trying to address 
the relationship of motor efficiency and brain mechanism. 

At this moment, it is not convenient for the persons with quadriplegia to participate 
our brain electrophysiological studies. Therefore, some typical college students were 
recruited in our study. In order to select the matched control - skilled finger properly, 
it is also good to study typical persons since the 2nd finger can be treated as the con-
trolled skilled condition comparing to the unskilled finger (4th finger). 

2   Method 

2.1   Participants 

Eight right handed college students (2 males and 6 females) aging 19 to 24 (mean = 
20.63, SD = 1.60) without any neuromuscular or cerebral disease participated in this 
study. The averaged handedness quotient of self reported Edinburgh handedness in-
ventory was 93.75 (±10.61). 

2.2   Variables 

We took the individual finger (index, middle, or 4th finger) which is used to press the 
computer key as an independent variable. Dependent variables included the reaction 
time (the period between seeing the number and the action of pressing the corresponded 
key) and the brain coherence (Fig 1) between C3 and C4 electrodes Coh (C3, C4) in 
the 8-10 Hz alpha band. The value of coherence was between 0 and 1. 

2.3   Experimental Design 

The experimental research design was used to answer the research questions. Each 
participant used right hand's fingers to press the computer keys. If the number of 2 
was seen on the screen, the participants used their index finger to press the corre-
sponding key on the left side of the keyboard. Respectively, they pressed the corre-
sponding key in the center of the keyboard with the middle finger and the key on the 
right side with the 4th finger if 3 or 4 was seen on the screen. Each finger pressed the 
keys for 200 times and the order of the 600 attempts was totally randomized (Fig 1). 

2.4   Stimulus Presentation and Key Pressing Performance 

The timing of the stimulus presentation was controlled and subject responses (accu-
racy and reaction time) were recorded using Stim II Software (Neuroscan, Inc. Ster-
ling, VA, USA). The stimuli included Arabic number 2, 3, and 4. 

2.5   Electroencephalogram (EEG) Acquisition and ERP Recording 

EEGs were recorded from Quick-Cap 32 Channel-Sintered electrodes located in the 
standard 10-20 system. All electrodes impedance were brought to below 10 k . The 



 Unskilled Finger Key Pressing and Brain Coherence 439 

EEG was band pass filtered (1-30 Hz) and digitized at a sampling rate of 1000 sam-
ples/s. The baseline for ERP measurements was the mean voltage of a 100ms pre-
stimulus interval. Attempts exceeding±100 V at horizontal and vertical electro-
oculogram (EOG) were excluded immediately. Furthermore, attempts with eye blinks, 
eye movement deflections, and over ±60 V at any electrode were also excluded from 
ERP averages. 

2.6   Procedure 

Each participant used right hand's fingers to press the computer keys. If the number of 
2 was seen on the screen, the participants used their index finger to press the corre-
sponding key. They pressed the keys using their middle or 4th finger if they saw the 
number 3 or 4 respectively. Each finger pressed the key for 200 times (attempts). The 
order of 600 attempts were totally randomized (Fig 2) 

2.7   Statistics 

The multiple Wilcoxon’s z tests were conducted to find out the unskilled finger effect 
on reaction time and the coherence between C3 and C4. 

 

Fig. 1. The participants used their index, middle, 4th fingers to press the corresponding keys 
respectively when seeing number 2, 3, 4. The order of 600 attempts (200 attempts for each 
number) was totally randomized. 

3   Results 

The data of the results of the 8 participants were listed in the Table 1. The Coh (C3, 
C4) under the skilled condition was stronger than the unskilled condition (Z = -0.840, 
p = .045, one-tailed). However, three participants demonstrated the situation that the 
action of the 2nd finger was slower than the 4th finger. Therefore, for those three, the 
4th finger could not be treated as the unskilled condition. In order to veritably com-
pare the skilled and unskilled condition, we excluded those 3 participants' data and 
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further analyzed the Coh (C3, C4) of the remaining 5 participants whose 2nd finger 
performed exactly faster than the 4th finger. Table 2 showed that the reaction time 
was significantly slower and the Coh (C3, C4) was weaker under the unskilled condi-
tion comparing to the skilled condition (Table 2). 

Table 1. A comparison between 2nd and 4th finger (8 participants) 

Conditions (Mean ± SD) 

 2nd finger 
(skilled condi-

tion) 

4th finger 
(unskilled 
condition) 

Wilcoxon’s Z P 
(one-tailed) 

Reaction 

Time 

463.03 

± 37.48 

474.39 

± 35.18 
-1.690 .205 

Coh 

(C3,C4) 

0.432 ± 

.232 

0.317 ± 

.133 
-0.840 .045 

Note.  Coh (C3, C4) means the coherence strength between C3 and C4 electrode. 

Table 2. Comparison between 2nd and 4th finger (after excluding 3 participants whose 4th 
finger performed faster than the 2nd finger) 

Conditions (Mean ± SD) 

 2nd finger 
(skilled condi-

tion) 

4th finger 
(unskilled 
condition) 

Wilcoxon’s Z P 
(one-tailed) 

Reaction 

Time 

465.570  

± 46.531 

489.122  

± 33.665 
-2.023 .022 

Coh 

(C3,C4) 

0.486 ± 

.284 

0.317 ± 

.160 
-2.023 .022 

4   Discussion 

In this study, the alpha band coherence value of the 2nd finger was stronger than the 
4th finger. Therefore, similar to the finding of Knyazeva et al.[5], the relationship 
between brain coherence and pressing efficiency did exist after comparing the coher-
ences under skilled and unskilled condition. After analyzing the 5 participants whose 
2nd finger performed really better than the 4th finger, the coherence became stronger 
under the skilled condition (pressing with 2nd finger). Therefore, we further confirmed 
the argument made by Knyazeva et al.[5] that the unskilled and skilled finger might 
be related to weaker and stronger brain coherence respectively. 

We also agree with the dynamic view proposed by Serrien et al.[6]. During the 
course of pressing, we found the brain coherence became stronger and weaker in the 
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fatigue stage. Although the coherence was weaker under the unskilled condition in-
tially, the stronger coherence would possibly occur after the efficiency was improved. 

Although the finding in this study was different from the result of Deeny et al.[4], 
the argument proposed by Deeny et al. was also reasonable. The relation between 
weaker coherence and better performance in the experts mentioned by Deeny et al. 
should be substantiated under the situation of a very easy or familiar status. In our 
study, the motor response to the task demands had not been considered as an easy or 
familiar way for both 2nd finger (skilled) and 4th finger (unskilled conditions) since the 
keys were not easy to be pressed. Therefore even the skilled 2nd finger could not be 
treated as an expert situation mentioned in the study of Deeny et al.[4]. To conclude, 
if the two conditions (ex. 2nd and 4th finger) were both in an unfamiliar context, a 
better condition (2nd finger) could exhibit a stronger brain coherence to reflect that a 
better condition  still occupies an advantaged position during the learning process. 
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1   Introduction 

In this paper I will present an approach to design custom user interfaces in order to 
tailor the human-machine-interaction to individual user skills and preferences. These 
so called input profiles play a crucial role in the HeadControl+ framework [2]. 

HeadControl+ (which is now in its integration stage before extensive system and 
user testing) represents our efforts in building a new type of user interface that is 
highly affordable and yet extremely customizable to the needs of its users. The user 
wears a laser unit on its head (by means of a headset or clipped to his/her glasses), 
which laser beam points to the center of a navigation area located near the computer 
display (typically in front of the display where normally the keyboard resides). A 
non-expensive web cam mounted above the navigation area (which roughly has the 
size of the computer display) observes the laser movements, thus enabling the 
HeadControl+ software to extract the laser point coordinates. Whenever the user 
turns his/her head, the laser point performs a corresponding, horizontal motion. Bow-
ing and raising ones head leads to vertical movements of the laser – thus the system 
works like a typical head tracker. After the stream of laser coordinates is extracted 
utilizing image analyzing algorithms, it is used to control the computer. Therefore 
virtual devices have been conceived; a virtual device is a software component that 
processes the laser interaction (and optionally the operation of connected input sen-
sors like simple switches, pneumatic switches, etc.) in order to emulate a conven-
tional input device (e.g. mouse) or even perform complex actions (play back of text 
macros, starting programs, etc.). 

Each virtual device can be perceived as a separate, exclusive input mode. Whereas 
the original HeadControl system [1] was only able to control the mouse cursor via 
head movements, HeadControl+ represents a multi modal input interface. This multi 
modal approach urges for further research (for instance: which meaning has the acti-
vation of a switch in a particular virtual device?) that shall be discussed subsequently. 

2   State of the Art in Research 

In general, multi modal user interfaces comprise distinct communication channels be-
tween the user and the computer system. The most common means of communication 
are (besides standard input devices like mouse and keyboard) speech, gestures, eye or 
head tracking, etc. [4,5]. The related research has its focus mainly on how to enhance 
user interfaces (in particular for assistive technology) by combining two or more  
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communication channels in a system-theoretical approach. Despite there are efforts to 
integrate distinct controls into one common user interface, for instance the joystick on 
an electrical wheel chair as generic control to manipulate the environment (TV, lights, 
etc.) [6], it remains unclear how to model the relations between the usage of the controls 
and its executed actions in the different contexts respectively modes. Wang and 
Mankoff [7] address this issue from an information-theoretical point of view and show 
how to build bridges between different types of input devices (for instance to emulate a 
conventional mouse via mini keyboard). They point out that simple adaptor applications 
can be designed using scripts, more sophisticated applications need to implement soft-
ware components. The presented approach focuses only on translating the occurring 
events of one input device (e.g. a key stroke on a keyboard) into events of a target de-
vice (e.g. mouse movements). Because the input devices of HeadControl+ are literally 
virtual, a restriction to conventional device events or functions seems not reasonable. 

3   Input Profiles 

In the master thesis “HeadControl Plus – A multi modal input device for physically 
impaired computer users” [3] a novel approach has been presented. The basis of the 
concept is the insight that conventional input devices have a strict relation of cause 
and effect (or in other words input event and executed action). For instance, the left 
mouse button is supposed to cause an according “left mouse button pressed” event 
whenever it is pressed. There is no reasonable setting (or context) when pressing the 
left mouse button should provoke another effect. 

When speaking of multi modal user interfaces which make use of the same con-
trols (e.g. input sensors) in different contexts, it is neither clear what pressing a switch 
in one context will effect, nor in any other context (or mode). And because interface 
hardware (special hardware that allows to connect input sensors to a computer) and 
input sensors are quite expensive, it is desirable to reduce the number of input sensors 
needed to operate a user interface. Another reason to keep the number of required 
prerequisites low is that a considerable percentage of physically impaired users might 
not be able to operate more than one or two input sensors. 

3.1   Basic Concept 

The basic concept distinguishes between event sources and event sinks. An event 
source fires events each time an event of a particular type occurs (for instance when 
an input switch is pressed). Thus event sources generate a stream of (input) events 
which can be directed to event sinks in order to be processed in an appropriate way.  

The simplest event type is a notification: it holds no additional information except 
the implicit message “something has happened”. Imagine a binary input switch capa-
ble of being pressed and released (like a key on the keyboard). The input switch can 
be perceived as a trigger containing two event sources: one representing the 
“pressed” event (called Button down) and one representing the “released” event 
(called Button up). Each time when the input sensor is pressed, an event is generated 
by its software equivalent and fired by the Button down event source; when it is re-
leased, an event is fired by the Button up event source. The software component mod-
eling the input switch is called trigger unit, because it comprises only event sources, 
thus being able to trigger arbitrary actions. 
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An entity that aggregates only event sinks (respectively actions) is called execution 
unit. All functions associated with a conventional mouse (move, press/release but-
tons) for instance can be modeled in an equivalent execution unit featuring an event 
sink for each function. 

Dispatcher units represent besides the trigger and execution units the third type of 
input profile design components – they contain event sources as well as event sinks 
and are conceived as transformation units which process events (on its event sinks) 
and generate new events and fire them (on their event sources). A dispatcher unit has 
one or more event sinks and minimum one event source. 

 

 

Fig. 1. Types of design components 

Fig.1 shows examples for the described design components; each design compo-
nent is rendered as a black box with one or more connection points representing the 
event sources/sinks. Component 1.a models a binary input switch. Component 1.b 
shows a dispatcher unit intended to be connected to an input switch trigger unit. It 
measures the time between pressing and releasing the connected switch and classifies 
the input (related to the double click time defined by the OS) into a simple click, a 
double click or a long click (the switch remains pressed during observation period). 
Thus the Click Deriver contributes to a refined input event handling. Component 1.c 
is an example for an execution unit: the Mouse component, supporting basic mouse 
functions. 

Fig. 2 pictures the two fundamental ways to connect event sources and event sinks. 
Fig. 2.a represents the case of connecting one event source to exactly one event sink, 
which means that the events fired by the event sink are provided to the connected 
event sink exclusively. Fig. 2.b (as implemented in HeadControl+) allows connecting 
more than one event source to an event sink, therefore implementing a logical OR: the 
action represented by the event sink is executed if event source 1 or event source 2 … 
or event source n fires an event. Thus redundant accesses to an action can be defined 
avoiding ambiguities (as it would be the case when one event source would be al-
lowed to connect to more than one event sink: in which order shall the fired events be 
handled by the connected event sinks?). 
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Fig. 2. Basic connection types between event sources/sinks 

Connecting event sources to event sinks finally leads to a directed graph; the nodes 
are represented by design components (trigger units, dispatcher units, execution 
units), while the edges denote the flow of events within the graph. The sum of all 
design components and its connections needed to describe a specific interaction sce-
nario is called input profile. 

3.2   Framework Support 

HeadControl+ has been conceived as a plug-in framework with hotspots to add new 
virtual devices, new input sensor types, new design components (hotspots for trigger 
units, dispatcher units and execution units) as well as new event objects to be com-
municated between event sources and event sinks (there are a few more hotspots not 
mentioned here as they are not relevant for the subsequent discussion). 

The plug-in architecture has been chosen for various reasons; the most important 
one is the immense openness and scalability it provides. Since the design compo-
nents are conceived as building stones to model the behavior of individual interac-
tion scenarios, the extensibility of HeadControl+ is crucial to effective interface 
modeling.  

Each design component manages its own collection of properties which can be cus-
tomized by the user interactively; it contains at least the label of the component.  
Finally, design components can be enabled and disabled. When disabled, a design 
component does not respond to incoming events nor is it sending any events. Each 
design component is responsibly for persisting its settings. 

Virtual devices are implemented as plug-ins, too. Like any design component a vir-
tual device can be enabled and disabled (for instance when switching from one virtual 
device to another). The core of a virtual device is an input profile; it specifies which 
resources of the input interface are involved and how they are connected to individual 
input actions. 

Finally, the input profile editor is a graphical editor and also part of the HeadCon-
trol+ framework. It has been conceived to design input profiles interactively – just by 
inserting design components from the component library into a new input profile and 
connecting the event sources and sinks via dragging from one connection point to 
another. 

source sink source 1

sink source 2

source n

a) 1:1 – relation between sources and 
sinks 

b) n:1 – relation between sources and 
sinks 
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3.3   Design Components 

HeadControl+ comprises already a fundamental set of design components providing 
the design of quite complex interaction schemes. To the set of trigger units belong the 
LaserMotion unit – which provides the movements of the laser point within the navi-
gation area as well as events when the laser point disappears or enters the navigation 
area again – and the VirtualToolBar, a customizable toolbar containing an arbitrary 
number of buttons and button-shaped checkboxes which manipulation fires again 
events (that can be used for instance to build a menu-based mouse click assistant to 
perform double clicks, drag & drop, etc.). 

The actions provided by the currently available execution units fall into three cate-
gories: 

a) functions associated with conventional input devices (mouse, keyboard) 
b) HeadControl+ control commands 
c) miscellaneous functions 

The execution unit Mouse offers functions to relocate the mouse cursor (both relative 
and absolute) as well as the opportunity to access the mouse buttons, while the Key-
board execution unit receives events containing the key codes of the keystrokes to be 
generated. The DeviceSwitcher, SignalGenerator and LevelController execution units 
are intended to interact directly with the HeadControl+ system and the interface hard-
ware it manages. The DeviceSwitcher allows to activate other virtual devices (for in-
stance in order to switch from the mouse emulation to the keyboard emulation), while 
SignalGenerator and LevelController are conceived to render signals on the interface 
hardware (for instance flashing LEDs or adjusting the intensity of the laser beam). 

The third category of execution units consists of components to enhance the user 
convenience; it comprises the KeyboardMacro execution unit (which is able to exe-
cute complete pre-recorded keystroke or text sequences), the ApplicationLauncher 
execution unit (which is used to start programs like the Windows™ Explorer or any 
other desired executable) and the AudioPlayer (which plays a selected audio file 
whenever it receives a notification event). 

The set of dispatcher units consists of generic components intended to fit in as 
much scenarios as possible. The ModuloCounter for instance is a counter that in-
creases its value whenever a notification reaches its Increase event source. The 
amount of increment can be customized by the user. In addition, the ModuloCounter 
allows the specification of a maximum count. Whenever the maximum count is ex-
ceeded, an appropriate event is fired on the Overrun event source (another event 
source fires notifications each time a counter underrun occurs). Setting the maximum 
count of a ModuloCounter to the value of two (and the increment to the value one) 
can be used to accomplish a toggle unit that switches between the states 0 and 1 (de-
pending on the processed Increase events). 

Multiplexer dispatcher units serve as routers for incoming events; they have one in-
put to receive events (event sink Input) and multiple outputs representing possible 
destinations for these events (event sources Output 1..n). By sending an event holding 
the number of the desired destination output to the Sel event sink of the Multiplexer, all 
following events received at the Input event sink are routed to the specified destination 
event source. The DeMultiplexer performs the inverse operation of the Multiplexer – it 
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collects events on its various inputs (event sinks Input 1..n) but dispatches only the 
ones at the specified event sink to its event source (event source Output). 

These are some examples of design components already provided by the HeadCon-
trol+ framework, among the ones not mentioned are components to explore additional 
interaction sources (GestureDetector), components to offer alternative pointing meta-
phors (JoystickConverter), etc. Many more are expected to follow. 

3.4   Examples 

Fig. 3 shows a simple input profile to emulate a two-button mouse. There are two 
input switches involved (named Green and Orange). The event source Up of input 
switch Orange is directly connected to the Right Button event sink of the Mouse exe-
cution unit, thus executing a single click of the right mouse button each time the Or-
ange switch is released (the button event sinks of the Mouse execution unit are able to 
process two kinds of events: when receiving a notification without any parameters 
they execute a single click of the corresponding button by default; when receiving an 
event with one numeric parameter, a “button down” action is performed on value 1 
and a “button up” on value 0). Input switch Green is connected to the Left Button 
event sink of the Mouse execution unit including two Weighter dispatcher units. The 
Weighter components convert the incoming notifications to events with numeric pa-
rameters (0 respectively 1), thus sending a “0”-event to the Left Button event sink 
when Green is pressed, a “1”-event when it is released. This way the left mouse but-
ton is fully associated to the Green input switch and can be used to select multiple 
objects by holding the Green input switch while moving the mouse pointer. 

The LaserMotion component provides the normalized coordinates of the laser 
point. By directing its Move events (each holding the coordinates of the current laser 
point position) to the Position event sink of the Mouse execution unit an absolute 
mapping of the laser movements to mouse pointer movements is accomplished. 

 

Fig. 3. Input profile emulating a two-button mouse 

Fig. 4 shows a more complex input profile emulating a virtual keyboard that is ca-
pable of relocating the mouse cursor without switching to another virtual device. 
During regular operation the user selects virtual keys painted at his/her navigation 
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area and confirms his/her choice by pressing the Green input switch. Doing so, the 
user is able to enter text into a textbox (which is for instance part of a form). Nor-
mally a user would – in order to focus another textbox – switch to the virtual mouse, 
move the mouse cursor over the desired control, click it (to set the input focus on it) 
and switch back to the virtual keyboard to continue text input. This input profile im-
plements two sub-modes that are actually triggered by the Orange input switch. As 
long as the user holds the Orange input switch, the profile remains in the “cursor 
relocation mode” enabling he/she to control the mouse cursor with his/her head 
movements. When releasing the Orange input switch, the mouse cursor freezes at its 
previous position and an automatic left button mouse click is generated subsequently 
(setting the input focus to the control beneath the mouse cursor). Afterwards the input 
profile is in “keyboard mode” again allowing the user to continue text input. 

 

Fig. 4. Input profile emulating a keyboard (plus mouse) 

This behavior is accomplished by employing the ModuloCounter to toggle the cur-
rent mode of the input profile. Depending on its value (0 or 1) the Multiplexer redi-
rects the incoming laser point coordinates (provided by the LaserMotion unit again) to 
the Virtual Key Controller (regular keyboard mode) or to the Mouse execution unit 
(cursor relocation mode). The Virtual Key Controller is the central component of the 
input profile; it holds the layout of the current virtual keyboard and controls how 
virtual keys are accessed (in this case the Green input switch connected to the Con-
firm event sink determines the confirm mode). Keyboard strokes associated to virtual 
keys are delegated to the Keyboard execution unit (as well as the states of the modi-
fier keys Shift, Alt, Ctrl which are also part of the virtual keyboard layout and man-
aged by the Virtual Key Controller). 

The Serializer dispatcher unit is connected to the Up event source of the Orange 
input switch. It duplicates the incoming notification events each time the input switch 
is released and broadcasts them on its outputs in ascending order with a customizable 
time delay, thus setting the ModuloCounter value to 0 first and performing a left but-
ton mouse click afterwards. 
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4   Conclusions 

HeadControl+ is a novel non-classical user interface that takes advantage of multi 
modal interaction in at least three ways. Firstly, it provides multiple virtual input 
devices, each representing an exclusive interaction mode. Secondly, the input profiles 
- which build the core of each virtual device – make use of generic design compo-
nents introducing distinct sources of user input: the pursuit of laser interaction in 
order to track the user’s head movements, the operation of various input sensors 
(switches, etc.), derivation of pointing gestures, etc. Since the plug-in architecture of 
HeadControl+ supports the continuous extensibility of the framework, future devel-
opment will consider the application of speech recognition to enhance user interfaces 
further. 

Last but not least, input profiles allow modeling sub-modes to design even more 
complex interaction schemes reducing the need to switch between virtual devices 
repeatedly, thus increasing convenience during operation. Input profiles can be easily 
created. Based on a comprehensive library of design components, the input profile 
editor application allows designing input profiles without any coding. 

In conclusion, input profiles can be tailored quickly to the individual skills and 
preferences of computer users, thus turning out to be a versatile and effective ap-
proach to address the needs of physically impaired computer users. 
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Abstract. This study presents a computerized assessment approach for 
evaluating a subject’s pointing and selecting proficiency using computer input 
tools, to aid access tool selection for users with severe disabilities. The CAT 
system consists of three subsystems. The CAT system not only provides 
clinicians with an objective means of evaluating clients’ specific mouse 
operating difficulties, but also allows them to compare the performance 
improvement made by a client make during the device selection and training 
period. The client’s performance in each assessment task is assessed on the 
basis of speed, accuracy and efficiency. Besides introducing the CAT system, 
this study also describes an example of adopting the CAT system to assist a 
client to select a suitable pointing device. 

1   Introduction 

Computer and Information Technology (CIT) plays an increasingly important role in 
daily life. CIT can assist physically challenged individuals to participate in 
educational, vocational, societal and other daily activities in many ways. Moreover, 
CIT is considered as an “equalizer“ for people with disabilities to participate fully in 
e-society. However, older people or people with disabilities encounter various 
difficulties when interacting with computers, and need extra adaptive solutions to help 
them to interact with CIT.  

Many adaptive strategies for computer access and various alternative input devices 
are available for older people and people with disabilities [1]. Selecting suitable 
strategies and devices for a client is difficult for rehabilitation professionals, partly 
due to the lack of an adequate assessment tool to evaluate a client’s performance of 
interacting with computer. Clinicians need related methods to assist them to execute a 
proper computer interaction evaluation. Clinicians require tools to assess the client’s 
mouse operating capability during the evaluation process and determine suitable 
access methods; to compare the performance of feasible devices, and to understand 
the change of client’s performance during training program delivery.  
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Some assessment approaches, including checklist, flow chart, evaluation tasks 
battery and software, are available for clinical use[2,8,9,10,11]. Checklists and flow 
charts focus on an assessment procedure that provides systemized evaluation steps 
and corresponding strategies or devices. An evaluation task battery provides a group 
of essential mouse operating tasks. Evaluators score a client’s mouse operating 
performance by asking clients to complete some tasks and judge by themselves. 
Evaluation software allows clients to complete mouse operating tasks generated by 
software and collect clients’ response automatically. Many such software systems 
have been developed, but mostly for specific research purposes. Moreover, these 
computerized assessment tools assess pure mouse proficiency instead of functional 
mouse operating performance. Evaluating clients’ functional mouse operating 
performance provides practical information for both clinical rehabilitation 
professionals and clients. This information is very important for selecting the most 
appropriate device for interacting with computers in authentic situations.  

In addition to the essential evaluation tasks, previous studies also considered what 
information data should be collected and analyzed is also an important consideration 
in the past researches. Speed, accuracy and efficiency are regarded as essential 
indicators of mouse operating performance. Recent studies have particularly 
emphasized efficiency as a fundamental indicator. Efficiency is defined in terms of 
stability when moving the cursor, such as the inconsistency between the trajectory of 
cursor movement and ideal straight line, movement variability, and sub-movements 
appeared during movements [2,5,6]. The qualitative data helps clinicians understand 
the effect of different factors, such as distance, direction and device, on cursor 
movements.  

Our previous study had previously presented a Computerized Assessment Tool for 
Mouse Proficiency (CAT-MP) [4]. The authors aim to develop an integrated 
evaluation system based on the features of CAT-MP, containing pure mouse 
proficiencies and functional interaction skills, as well as measuring important 
indicators mentioned above. 

2   CAT System  

To develop a system containing essential mouse proficiencies and important functional 
interactions, this study reviewed related literature and analyzed the tasks or 
components of common interactions in advance. A checklist for conducting an 
investigation was drafted from the analytical results. The checklist has two parts, one 
focused on mouse proficiencies which contained static clicking, cursor moving, 
pointing and clicking, and dragging; the other one focused on functional interactions 
that comprise Operation System manipulating, window operation and word processing. 

Eleven professionals from special education, rehabilitation, computer education, 
and computer science participated in the investigation, by ranking the degree of 
importance of each task in measuring the above proficiencies and interactions. The 
responses indicate that the professionals regarded most of the tasks as “important”. 
These important tasks were included in the Computerized Assessment Tool (CAT), 
which contains three sub-assessment systems, namely Basic Skills (CAT-BS), Mouse 
Proficiency (CAT-MP) and Functional Performance (CAT-FP).  
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Based on the design idea, CAT-BS focuses on essential mouse proficiency testing, 
and provides standard evaluation tasks and procedures. The major aim of CAT-BS is to 
evaluate the fundamental mouse proficiencies. Evaluation results can be adopted to 
compare a user’s performance with the average performance of all users. CAT-MP 
enables clinicians to set up various testing situations to explore the specific difficulties 
and suitable environments when client interacts with computer, such as appropriate 
interval between double-clicking, proper size of target for clicking, preferred color of 
the background. The CAT-FP system is used to determine the performance of multi-
step functional interactions after equipping the client with some proper devices.   

2.1   System Overview 

CAT consists of three modules, namely client’s Basic Data Module, Assessment 
Module and Analysis Module. The Basic Data Module records clients’ related data, 
including computer usage needs, capability of sensory, motor control, and cognition, 
device used for assessment. The Assessment Module comprises assessment program 
and corresponding database. The Assessment program allows clinical evaluators to set 
up assessment tasks, and tests the client performance. The database records the 
client’s detail responses, and gives data to the Analysis Module to understand the 
client’s performance and difficulties.  

2.2   Assessment Module 

As mentioned earlier, the Assessment Module has three sub-assessment systems in. 
Each sub-assessment system has its own specific purpose and assessment items.  

CAT-BS. CAT-BS system only comprises three tests, each with one task to evaluate. 
CAT-BS involves “targeting and left-single clicking”, “targeting and left-double 
clicking” and “dragging”. Each test comprises 32 tasks generated from four distances 
(1 cm, 5cm, 10cm, 15cm), each with eight directions (0, 45, 90, 135, 180, 225, 270, 
315). The “targeting and left-single clicking” test requires clients to move the cursor 
from an initial icon to the target icon and activate left-single clicking. The “targeting 
and left-double clicking” test assesses the cursor moving and left-double clicking 
performance. The “dragging” test asks the user to move an icon to a target area by 
maintaining the left click down on a target icon, and releasing it on when moving it in 
the target area.   

Although the program does not permit parameter setting, and automatically 
controls the assessment procedure, CAT-BS can be utilized to examine clients’ basic 
mouse operating skill and compare the performance of various interaction devices or 
preintervention and prointervention. 

CAT-MP. The CAT-MP system encompasses four tests, each consisting of three 
evaluation tasks, namely “targeting”, “stationary clicking”, “targeting and clicking” 
and “dragging”. Within each test, the evaluator can flexibly set up the target size, 
target color, targeting distance, targeting direction, amount of testing of each task and 
time permitted for each trial. Test tasks can be arranged uniquely according to the 
client’s proficiency or aim of the assessment. For instance, a dragging task of 15cm 
and 5cm moving distance with a 1cm2 icon is chosen if the assessment measures the 
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distance that a client can drag. Conversely, the evaluator could fix the moving 
distance and change the icon size to explore the most suitable size for a client to click 
the mouse button.  

In the “targeting” test, the client has to move the cursor to the specified icon and 
keep the cursor in the icon for a second. This test explores the performance of moving 
cursor in different distance and directions. 
 “stationary clicking” measures the subject’s stationary clicking performance 
regardless of clicking device. Without moving cursor, a subject must click the target 
icon by pressing the button. The test results not only investigate the button activation 
situation, but also detect the proper interval of time between two clicks. This approach 
is useful for setting the double-click time interval.   

“targeting and clicking” studies the ability to move the cursor and click 
coordinately. The “dragging” test aims to measure the client’s dragging performance. 
The client is asked to drag the target icon by maintaining the button down, and to drop 
it when the target icon is located in the destined area. These two tests are performed 
when the client could move cursor and clicks the button, and examine a user’s 
coordination when moving the cursor and pressing a button either sequentially or 
simultaneously. For instance, a possible test is to move the mouse cursor to a destined 
area 15cm away in eight radial directions with a trackball, and activate a single switch 
to click inside a 1 cm2 icon, to determine whether he could move the cursor to the 
destination and simultaneously click the target icon by a trackball with a left-click 
switch.  

CAT-FP. Unlike the aforementioned two systems, CAT-FP focuses on typical 
interactions in a real Windows system. CAT-FP comprises three tests, namely 
“Operation System manipulating”, “window operating” and “word processing”. Each 
test involves several typical evaluation tasks. The “Operation System manipulating” 
test includes manipulating the "start menu", copying an icon and pasting it, executing 
a file on desk and shutting down system. Every test task requires many subtasks to be 
completed in multiple steps. For example, when a client wants to complete the task of 
“manipulating "start menu"”, he needs to move mouse cursor to the “Start” icon 
located at the corner of the screen and perform a left click at first; then move the 
mouse cursor straight up to the “program” and turn mouse cursor right to a specified 
program, and finally perform a left click to execute the program. A real interaction is 
complex for a client in accomplishing each test task. However, the data collected from 
each task shows each client’s specific difficulties in a subtask by recording the sub-
task responses in detail. 

2.3   Analysis Module  

The CAT system measures the speed, accuracy and efficiency of each evaluation task. 
The speed is the time spent to accomplishing a single test item correctly. The 
accuracy is the percentage of correct responses from all trails in each test task. The 
efficiency is the trajectory of the cursor moving, and is measured by two indicators, 
the number of submovement and ratio of actual moving path and distance of a task. 
Speed and accuracy are defined as quantitative indicators of mouse operation 
performance, while efficiency is a qualitative indicator.  

Since the CAT system is case-based approach, the evaluation data were recorded in 
each single client’s database. Rather than analyzing a group subjects’ average 
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performance, the Analysis module is designed to understand each client’s performance 
in a single assessment or the difference between two assessments. Figure 1 shows the 
quantitative information of speed and accuracy shown. The Analysis Module is adopted 
to analyze the cursor movement trajectory. Figure 2 indicates the trajectory originated 
from real cursor movement during a dragging task. The data in Figure 2 reveals that the 
client could move the icon to the destination, but could not release the button when the 
icon was there. Furthermore, as the trajectory indicated in Figure 2, the difficulties this 
client met were :1) starting to move the icon toward to destination, 2) targeting on the 
destined area correctly, and 3) releasing the icon inside the destined area.  

Additionally, the program records the cursor coordinates at every decisecond. The 
coordinate data  demonstrate the pattern and fluency of movements. Figures 3 and 4 
indicate the speed changed during a task of “targeting and left-single clicking”. In the 
figures, the x-axis denotes movement time (decisecond), and the y-axis represents 
distance (pixels). The performance result reveals that the cursor was moved 
intermittently. The cursor speed increased quickly, and then decreased immediately. 
Figure 4 indicates a different scenario. The client needed about 2.5 seconds to start 
mouse cursor, and then created two major submovements before reaching the target. He 
activated the left-single click about 2.5 seconds after the cursor had been finally stopped.   

  

Fig. 1. An example of outcome screen of a 
dragging task 

Fig. 2. An example of path of a dragging task 

 
 

 

Fig. 3. An example of cursor moving with 
many submovements 

Fig. 4. An example of cursor moving with two 
major submovements 
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3   Comparability  

Some comparability tests were performed with a trackball, a joystick and a multi-
switch mouse, which are popularly used as alternative point and selecting devices. 
Two undergraduates who were familiar with mouse manipulating participated in the 
evaluation. The comparability test results demonstrate that these devices can complete 
all evaluation tasks in the CAT system.  

4   Discussion and Conclusion  

This study reports a case study of choosing the appropriate device for a 5th grade girl 
with cephalic paralysis (CP). This girl could not interact with a computer through a 
standard mouse, but she needed to read independently and effectively on a computer. 
To select an appropriate device, two kinds of multi-switches mouse, Star (a switch 
mouse manufactured by TASH Inc.) and grouped switches mouse (five single 
switches) equipped with a Mouse Mover (an adaptor, also manufactured by TASH 
Inc.) were selected as candidates to examine their performance by conducting a 
training program after the revealing performance of five devices. Figure 5 illustrates 
the performance result of the two devices in “targeting and clicking”. As Figure 5 
indicates, by using Start, she could moving horizontally and vertically well, but her 
diagonal moving performance was poor even after practicing eleven times. However, 
she performed very well when using the grouped switches mouse, even when the 
target square size was reduced from 0.64cm2 to 0.16cm2. Finally, the grouped 
switches mouse was adopted to assist her to learn to read digital text on the computer.  

 

Fig. 5. Accuracy of cursor moving using three devices 

5   Discussion and Conclusion 

This study describes the major tests of a computerized assessment tool and its 
application for selecting proper pointing and selecting device for a client. The CAT 
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system was developed through an extensive literature review, task analysis of 
fundamental mouse operations and expert review. Clinical rehabilitation professionals 
can adopt the CAT system to help them to evaluate a client’s computer interaction 
performance. The CAT system comprises three subsystems, which not only involve 
the full range of needed mouse tasks, but also the essential functional mouse activities 
when interacting with a computer. The preliminary application of the CAT system 
indicates that the CAT system is useful in clinic intervention. However, further 
clinical application studies involving individuals with different disabilities or 
limitations are still needed in the future. Additionally, an expert system to diagnose 
the most appropriate) operating environment and pointing devices may be integrated 
into the future system to provide clinicians with the most valuable data. 
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Abstract. Assistive Homes and Environments are a category of Smart Homes 
and Environments and are an approach to independent living. All important 
devices are linked together and allow their integrated control by an accessible 
user interface. These environments have the ability to compensate some of the 
occupant’s disabilities and therefore enhance the occupant’s independence. This 
special thematic session deals with Assistive Homes and Environments and 
related developments and research. The topics reach from “Smart and Assistive 
Homes” over “Control of ICT devices by eye gaze” to “Health monitoring 
systems for elderly and disabled people”. 

1   Introduction 

Nowadays the technological revolution moves more and more into our direct 
environment. Houses, environments and things of the daily living are getting smarter 
and smarter. Ambient, pervasive and ubiquitous computing are concepts and often 
heard words in science. “Everything gets smart” is one of the slogans of ubiquitous 
computing.. 

In [1] Mark Weiser, the pioneer of pervasive computing envisioned “a physical 
world that is richly and invisibly interwoven with sensors, actuators, displays, and 
computational elements, embedded seamlessly in the everyday objects of our lives, 
and connected through a continuous network.” This vision is a basic concept of Smart 
Environments. 

Smart houses, homes and environments are nowadays no longer science fiction. 
Several smart houses already exist in different countries all over the world as research 
objects and the idea of Smart Houses is becoming more and more common. There are 
several definitions and descriptions of Smart Homes and Environments and some are 
as follows:  

“A small world where all kinds of smart devices are continuously working to make 
inhabitants' lives more comfortable" is the description of Smart Environments in [2]. 

“A ‘smart house’ is one whose subsystems, such as security, lighting, 
entertainment, heating, cooling and communications, work together enhancing each 
other’s capabilities. A smart house uses computers to help its occupant’s live healthy, 
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happy and safe lives by performing many tasks automatically to help manage the 
household.” is the description of a Smart House in [3]. 

“A smart home or building is a home or building, usually a new one that is 
equipped with special structured wiring to enable occupants to remotely control or 
program an array of automated home electronic devices by entering a single 
command.” is the description of a Smart Home in [4] (Fig. 1). 

 

Fig. 1. Schematic and functional depiction of a Smart Environment [5] 

One aim of smart houses is to enhance the comfort of the occupant. The occupant 
e.g. can control his house and all devices like consumer electronics, domestic 
appliances and other electric devices from his couch. He can check if the washing 
machine has finished its programme [6], he can turn on the oven [6], he can open or 
close all blinds of the house with just a finger tip [7], he can control the air condition 
[6], he can activate a special light scenario for a romantic mood [7] and while he is 
watching TV the automatic vacuum cleaner is cleaning the room [8]. These are only 
some examples which can be realised with off-the-shelf home automation systems 
and domestic appliances. Smart houses have much more functionalities and features.  

2   Assistive Homes and Environments 

All this comfort can be an essential benefit for occupants with disabilities. Such 
equipped environments have the ability to compensate some disabilities of the 
occupant [9]. It can simplify their daily lives and reduce the dependency on other 
persons. They can use all the provided functionality of the environment by 
themselves, reinforce their independence and personal freedom and can therefore 
longer remain in their usual surroundings. The environment itself can become 
assistive if the user interface is accessible to the occupant with disabilities.  
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Unfortunately such smart homes are currently far too expensive for persons living in 
social housing. Unlike in smart homes the features and functionalities are limited to the 
ones the occupant with disabilities benefits from which makes the realisation cheaper.  

In [10] assistive homes are defined as follows: “The Assistive Home is an 
environment in which ‘all’ electrical items and important appliances are linked 
together and which allows the user the integrated control of them. Besides the user 
interfaces of the items and appliances there is also a central control centre with an 
accessible user interface based on standard HCI components.” (Fig. 2) To control the 
Assistive Environment off-the-shelf environmental control devices like FST James 
2000 [11], SiCare devices [12], Gewa Prog 3 [13], etc. also can only be used with 
limitations: these devices only support unidirectional communication. They cannot 
receive state events and states from devices and present them to the user.  

Not linkable devices like consumer electronic devices, telephones, etc. can be 
controlled directly via IR commands by the control centre or environmental control 
device. 

 

Fig. 2. Schematic and functional depiction of an Assistive Home [10] 

To enhance the security of occupants with disabilities systems like fall and motion 
detectors, health monitoring, fire and smoke detectors, etc. also can be included if it is 
required. Some of these systems – especially health monitoring and eHealth 
applications – are topic of current research and development.  

3   Conclusion 

Assistive Homes and Environments can extend disabled occupant’s independence and 
personal freedom and therefore improve their quality of life. Such environments are 
no longer science fiction.  
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This special thematic session takes a look at current research and development in 
the area of Assistive Homes, Smart Homes, Health Monitoring, Communication 
Devices, ICT device control by eye gaze, etc. Aim of this session is to exchange 
knowledge and experiences and to push forward the research and development related 
to Assistive Homes and Environments. 

References 

1. Weiser, M.: The Computer for the 21st century. Scientific American, Vol. 265, September 
1991, p. 66-75 

2. Cook, D., Das, S.: Smart Environments: Technology, Protocols and Application. Wiley-
Interscience, November 2004 

3. Frost, T.F.: The Everyday Life of a Household in Cyberspace. Open Session / Workshop 
“Quality of life facing the 21st century - How standards will help”, 1999, Beijing,  
China, ISO, http://www.iso.org/iso/en/commcentre/presentations/ga/ 
gaopen/1999/ga1999-03.pdf 

4. Redriksson, V.: Smart Home or Building. A Whatis Definition.  
http://whatis.techtarget.com. 2001 

5. Aebischer, B., Huser, A.: Vernetzung im Haushalt – Auswirkungen auf den 
Stromverbrauch. Swiss Federal Office of Energy. November 2000 

6. Siemens: serve@home. http://www.servehome.com/ 
7. Konnex Association: Mir ging sofort ein Licht auf: EIB/KNX ist intelligente 

Systemtechnik für Wohnkomfort, Sicherheit und Wirtschaftlichkeit. Konnex Brochure, 
2004 

8. Electrolux: Trilobite 2.0. http://www.electrolux.at/node142.asp  
9. Dewsbury, G.A., Edge, H.M.: Designing the Home to meet the Needs of Tomorrow … 

Today: Smart technology, health and well-being. Open House International, Vol26, No2, 
pp33-42. 2001 

10. Nussbaum, G., Miesenberger, K.:  The Assistive Home – More than Just Another 
Approach to Independent Living?. Lecture Notes in Computer Science, Volume 3118, Jan 
2004, Springer-Verlag Berlin / Heidelberg, Pages 891 – 897 

11. FST – Fondation Suisse Pour Les Téléthéses: Selbständig Leben… dank James 2. 
http://www.fst.ch/FST2/CATALOGUE/fiches_produits_details/Jam
es2_D.pdf  

12. Dr. Hein GmbH: SiCare Series. http://www.sicare.de/sicare_produkte. 
html 

13. GEWA: GEWA Prog 3.  
http://www.gewa.se/english/products/prodfra2.html 



Prototyping and Evaluation of New Remote
Controls for People with Visual Impairment

Michiaki Yasumura, Ryo Yoshida, and Megumi Yoshida

Interaction Design Lab., Keio University at SFC
Fujisawa Kanagawa 252-8520, Japan

yasumura@sfc.keio.ac.jp
http://web.sfc.keio.ac.jp/~yasumura

Abstract. Many new home appliances being introduced to the market
cannot be fully used by people with visual impairment due to lack of
non-visual feedback. We have developed two new types of Remote Con-
trol(RC)’s for people with visual impairment, one with voice recognition
and the other with numeric keys. We conducted two types of evaluations
for them. We found that while the key RC took more time to use than
the voice RC, the participants were more satisfied with the key RC.

1 Introduction

With increasing research interest in ubiquitous computing, smart homes are be-
ing built as test beds. New types of home appliance using home networks are
becoming available as commercial products. However, usage of these sophisti-
cated new home appliances is still low for people with disability, and especially
for people with visual impairment. The new appliances tend to use flat but-
tons and LCD displays that provide visual feedback only, or only a little sound/
tactile feedback.

We studied how home electronics were used by people with visual impairment;
initially with a detailed interview with two participants and subsequently with a
questionnaire administered to 20 respondents. We found that people with visual
impairment typically use only a small part of what the appliances were capable
of, and that they wanted to have more non-visual feedback.

We then developed two types of air conditioner remote control (RC) for people
with visual impairment; one type used voice recognition and the other used key
input (ten numeric keys). These RC’s were then evaluated by two samples of par-
ticipants; one containing visually un-impaired people and the other containing
people with visual impairment.

2 Related Work

The researches on the ubiquitous computing are active now in world wide, and
the one of the hot issues is ubiquitous computing at home [14,6]. Among the
many such research activities, there are two trends; one is the ethnographical
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ersearches on ubiquitous home [7,8] and the other is the development of smart
home appliances [9,10,11,12,13]. Most of the target users of these smart home
appliances seem to be un-impaired person, at most elderly person, but not person
with visual impairment, since they often use LCD and other displays.

There are some researches on remote controls for person with disability; one
of the most famous one is the Universal Remote Console (URC) by Trace R&D
center [2] and another one is the Total Access System (TAS) by CSLI [3]. Both
of them are very good scheme for universal RC, but they are only general one
as well. We would like to know more concrete problems of remote controls for
people with visual impairment.

We had developed a remote control with voice recognition [5], and some com-
panies made voice operated RC’s as commercial products [16]. These systems
lack system feedback; they could issue commands but there were no ways to
know the status of appliances.

3 The Design of New Remote Controls

Before the developments of new remote controls, we conducted the hearing with
two person with visual impairment on their use of home appliances. They used
their home appliances with the restricted functions that they could memorize.
They wanted to have more feedback from them. They also claimed that the
memory load was not negligible because for example, they forgot the layout and
the function of RC buttons for air conditioners.

Then we sent out questionaires on home appliances and received 20 responses
from people with visual impairment. We found that most difficult appliance for
them to use was air conditioner. For the RC operation, most of them recognized
the buttons by position. The most serious problem they felt on RC was the lack
of feedback. Finally, we asked them whether they wanted to use voice recognition
or not. Almost all answered YES.

Therefore we decided to developed two new remote controls; one used voice
recognition, the other used ten numeric key pad. We thought that key pad had
tactile feedback that blind person might feel easy to use. Both RC’s should
have voice feedback of the status of appliance. Thus the target home appliance
should be information appliance that is connected with network. We selected air
conditioner as the first target appliance.

3.1 Description of the Remote Controls

We developed two types of RC; one used voice recognition (the voice RC) and the
other used numeric keys (the key RC) for the air conditioner (AC) connected to
a network through Bluetooth. The common functions of two RC’s are as follows.

– Power on and off ; check the power status; when the power is on, it gets the
current temperature and humidity.

– Set the operation mode (Auto > Cool > Warm > Dehumid > Wind) ;
check the operation mode

– Set the temperature ; check the temperature
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– Set the humidity (Low(40%) > Middle(50%) > High(60%)) ; check the
humidity

– Set the wind flow (Slight > Weak > Strong > Auto) ; check the wind flow

The function of “check” is to show the status or the current value of each
function. The user knows these values or status by looking at the LCD display
with this check function.

3.2 The Voice RC

The Voice RC is a device that controls home appliance by recognizing the human
voice. The control by voice command is based on natural language and therfore
quite intuitive because it can utilize common verbalizations. Thus our early
surveys revealed that the voice recognition might fit well for practical use. We
had already developed a voice command system, but the devloped system was
one-directional infra-red RC. In this study we used an air conditioner (AC)
conected to a network. The status of AC, such as, temperature, humidity, and
other could be retrieved through network. We developed a voice RC system that
provides several basic commands to set and to check the status of AC. The
control part of the system was developed by using MS C# that utilizes the voice
recognition engine called Julius [17] for SAPI and the voice synthesis program
called MS SAPI [18].

3.3 The Key RC

The key RC is a device with numeric key input and uses synthesized text-to-
speech feedback. We used the USB type ten keys with five rows four columns
buttons to control the network air conditioner(AC). We have developed the key
RC system with C# to accept the key input and to control MS SAPI [18].

We devised the allocation of buttons considering the regularity of keys’ usage
to alleviate user’s memory load. For example, we assigned the big right lower
button to switch on or off the power. The left column of the buttons was for
setting and the right column was for checking. The middle column was for the
temperature control; the upper middle was for raising and the lower middle was
for lowering the temperature. The center button with small boss is the anchoring
point and used for help button (Figure 1).

For the key RC, we developed a new feature called “Help mode” that pro-
vided the user the meaning of each key. By pressing the help button, the system
switches to the help mode. In the help mode, the pressing of any key except of
the help key yielded to a voice output telling the function of the key. The help key
was located in the center of the numeric key in order to reduce the memory load.

Every key operation accompanies the voice feedback. Some of the examples
of voice feedback are as follows.

– For the temperature setting: “The room temperature was fixed at 27 degree
Celsius.”

– For the wind-flow checking: “The wind flow is strong now.”
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Fig. 1. The layout of buttons for key RC

– For the switching to the help mode: “Now we switched to the help mode.”
– For pressing the operation mode button in the help mode: “This button

will change the operation mode. It changes the mode in the order of Auto,
Cooling, Warming, dehumidifying, blowing.”

4 Evaluation

The evaluation was carried out by a total of 19 participants. Eleven of the
participants were normal sighted but wore an eye-mask to simulate loss of sight.
The other eight participants were blind. Each participant in the study evaluated
three RC’s: the original (normal) RC that came with the air conditioner, and
the voice RC and the key RC’s developed for this study.

Due to the space limitation, we skip the description of the first evaluation
test that was for participants with normal sight. The result was almost similar
to the second test that was for blind people.

For the experiment of the normal RC, at first we explained the configuration
and the function of the buttons we would use for the experiment that the alarm
would come out when the setting was changed, and the rough configuration of
the AC to the participant. The normal RC contains the power button and the
operation mode button. They are located in a semicircle. By opening the slide
cover, the wind flow button, and others appeared.

We explained the voice commands that would be used for the voice RC to the
participants. For the key RC, we explained the configuration and the function
of keys, and the help mode to the participants.

5 The Evaluation Test for Blind

5.1 The Method

We conducted the experiment for the person with visual impairment. The num-
ber of participants was 8 in total; 7 male and 1 female. All participants were
blind. The initial setting for the experiments was as follows:
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Power : off ; Operationmode : Auto; Temperature : 25degree; Windflow :
Auto;

The requested tasks are as follows.

– Task1: Power On
– Task2: Check the operation mode
– Task3: Change the operation mode to Cool
– Task4: Check the current room temperature
– Task5: Raise the room temperature by two
– Task6: Change the wind flow to Strong

5.2 The Test Results

We measured the elapsed time for each RC. Figure 2 shows the average time
needed for task completion. In task 2&4, the task times for the normal RC were
not available, and were omitted. Table 1 shows the sum of completed task time
for each RC. Table 2 shows the number of incomplete tasks for each RC.

Fig. 2. The Evaluation Test Result (Task Time)

Table 1. The Sum of Completed Task Times for each RC

The normal RC The voice RC The key RC
4:10 3:46 4:26

Table 2. The Number of Incomplete Tasks

The normal RC The voice RC The key RC
18 6 1

The task time of the voice RC in this experiment was longer than the first
experiment, but it was the shortest among the three RC’s1.
1 We excluded the task times of task 2&4 for the normal RC, because they were unable

to do it. Therefore, actually they took infinite time.
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5.3 Interviews

We received the following comments by the participants afterward.

The Normal RC. First of all, most of the participants claimed that it was
difficult to know the distance and the direction to the AC, in spite of the
explanation of the layout of the AC at the starting point of the experiment.
This is the big issue since the RC has to be correctly directed toward the
appliance.

Also many participants claimed that they knew the sound of power on and off,
but they requested the feedback sound of full circle point for the toggle button.
The current system returns the sound of “Pipi” for the power on and “Piee” for
power off, but for the toggle button it always returns the same sound “Pi”. They
requested the unique sound when the toggle switch goes around to the original
point. Some of them also requested to assign the different shape for the different
button. Some said that the feedback sound was too small to hear.

The Voice RC. Some of the cases, the voice recognition didn’t work well.
Therefore most of the participants said it was alright when the voice recognition
worked well, but it would be useless if the voice recognition failed.

As for the voice command, some of the participants said that they preferred
the shorter commands, and that it was difficult to remember the command.

Other opinions were as follows.

– The error handling was difficult.
– The voice feedback was sometime frustrating.
– The voice RC was not casual, tough it worked smoothly.
– The operation was easy to understand.

The Key RC. There were many positive opinions for the key RC as follows.

– It was easy to use after getting accustomed to it.
– The users could be confident with it because numeric key was familiar device

in vending machines or in ATM’s.
– The memory load was small because it had help mode.

Most of the participants claimed the voice feedback problems. In particular,
for the quick and succeeding push’s for the temperature set, the voice feedback
was too slow, and it required the short, quick responses.

General Comments. The general comments for all RC’s were as follows.

– The current RC’s have too many functions.
– The operation mode switch will be used twice in a year, before summer and

before winter. One will easily forget the layout of the buttons.
– The voice feedback should be minimum.
– The best thing is to have voice feedback for the normal RC.
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5.4 The Overall Evaluation

We asked the participants to evaluate each RC in 5 levels whether he or she
would like to use the RC in the future. The result was in average the key RC
was 4.4, the voice RC was 2.9, and the normal RC was 2.4 (Table 3).

Table 3. The Overall Evaluation of each RC

The normal RC The voice RC The key RC
2.4 4.4 2.9

6 Discussion

It may be possible to design home appliances in smart homes or assistive homes
without help or interactive directions. However, even when a home or its appli-
ances are smart enough to know the context and the residents’ preferences, users
may sometimes want to override automated settings and input control settings
themselves.Thus simple, yet effective RC’s will likely remain necessities, even for
smart appliances in smart homes.

Although the voice RC was less preferred than the key RC, it led to faster per-
formance, and its acceptability may increase with further design enhancement,
particularly through integration of voice control with some form of agent [1]. The
authors believe that voice interaction could be more useful with some agent. In
this view, future voice RC’s may serve not only as command interpreters, but
also as peers that chat or negotiate with the user. For example an agent may
advise the user on power load or power consumption. Improved help function
should also lead to better acceptance and use of RC’s.

7 Conclusion

We developed two new Remote Controls for people with visual impairment to
control an air conditioner. The results reported above show that the RC’s are
effective and useful. Useful directions for future research include adding help
functions for the voice RC, and verifying the universality of our RC by adapting
it to other appliances.
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Abstract. We present semantic descriptions for dynamically integrated usage of 
the devices providing user-centric services. This paper describes the architec-
ture of the user-side controller for adaptive user interface supporting control of 
the devices. It provides users with easy interface for controlling heterogeneous 
devices in environment. Especially, it is efficient for people with disabilities to 
operate the surrounding devices. Furthermore, it can be applied to automated 
home control and proactive service system, etc. 

1   Introduction 

In ubiquitous computing environment, various input and output devices exist for sup-
porting user convenient services such as automated home appliances, voice recogniz-
ers, location sensors, etc [1]. In order to use various devices with felicity, people 
should have knowledge how to exploit heterogeneous interfaces suitable for the de-
vices. Since it makes them inconvenient for interacting with various devices, the 
needs for integrated interface are increased [2]. The integration of the devices for 
intuitive and easy usage requires to describeg them with normalized way such as 
XML based description [3].  

We propose the adaptive interface generation which supports the easy usage of 
multiple devices. In our system, the devices are marked up with semantic description 
which enables to provide the logic for describing information resources with their 
semantics. In addition, a controller in user’s mobile device finds the description from 
web or local spots to make adaptive interface acceptable to user.  

2   Modeling of Devices  

We describe semantically every device through ontology for the dynamic integration 
of the devices in the environment. Each device for sensing and offering services can 
has heterogeneous characteristics according to its middle-ware, such as access pattern, 
related environmental element, its functionalities, and so on. Ontology, which is the 
specification of a conceptualization, offers the semantics for the representation of 



470 H. Namgoong, K.-i. Kim, and Y.K. Chung 

those features. The normalized description through the ontology, i.e., Semantic Web, 
provides the way for modeling and integrating as semantic resources.  

We introduce three types of ontologies for modeling of the devices. The ontology 
is conducted by XML based standard, e.g., OWL, etc, and contains concepts and their 
semantic relations [4]. Each organized ontology shows the device’s characteristic, 
such as, related environmental elements and access information containing what the 
device is, what environment is related with and how we can access to it. 

2.1   Concept Ontologies 

Three concept ontologies are presented in our prototype for modeling devices seman-
tically. It supports the description for three kind of semantics; device, environment 
and message. Device ontology deals with general description of the device using 
taxonomy trees. Environment ontology contains the concept related with environ-
mental elements. Message ontology is focused on the concept describing access in-
formation for the devices. 

Fig. 1. Device ontology 

The concept ontologies enable the devices systemically described with specific in-
formation containing its own features. Device ontology includes overall characteris-
tics of each device such as classification and containing properties. As shown in 
Fig. 1, ElectronicTemperature Service is subclass of ServiceDevice, and it also has 
actions indicating functionality of the devices. The action has its own functional name 
and is expanded with the instance of InputMessageFormats class and the instance of 
EnvironmentalElement class as properties.  Each property means how the others can 
access to the device and which kinds of changes are occurred through execution of the 
action. Moreover, Input and Output MessageFormats show information indicating 
communication protocol, address, ports using Message ontology. For depiction  
of EnvironmentalElement, Environment ontology includes feasible elements in  
environment. 
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2.2   Describing Devices with the Ontologies 

The description of devices depends on references to conducted ontologies. Every 
device is represented as an instance of the class in the device ontology. The device 
instance also has action instances which describe properties of Environment and Mes-
sage ontology to show its characteristics. For example, the electronic temperature 
controller with middleware is presented as an instance of the ElectronicTemperature-
Device inherited ServiceDevice. It also has an action instance. Therefore, the action 
has InputMessageFormats in the Message ontology and the RelatedEnvironment in 
the Environment ontology. Fig. 2 shows the part of the semantic description of the 
electronic temperature controller which has an action with their InputMessageInter-
face and RelatedEnvironment. 

<device:ElectronicTemperatureDevice rdf:ID="LocalTemperatureDevice"> 
  <device:name>LocalTemparatureServiceDevice</device:name> 
  <device:description> Device for Indoor temperature management            
  </device:description> 
 <device:action rdf:id=”action1”/> 
   <action:InputMessageInterface rdf:resource="http://urcsp.etri.re.kr/concepts/ 
ServiceMessages.owl# Temperture-DeviceMessages "/>  
   <device:RelatedEnvironment rdf:resource="http://urcsp.etri.re.kr/concepts/ 
ServiceRelatedEnvironment.owl#TempratureDeviceRelatedEnvironment"/> 
 <device:action/> 
</device:ElectronicTemperatureDevice>

Fig. 2. Semantic description of the electronic temperature controller 

3   Constructing Adaptive User Interface 

The proposed system exploits user’s mobile device as a controller for gathering se-
mantic descriptions and offering the adaptive interface to the user. As shown in Fig. 3, 
it consists of four main component; Interface Engine, Reasoner, Knowledge base, and 
Message Manager. Message Manager finds the description of newly appeared service 
devices in the environment, and then delivers the description to Reasoner. Moreover, 
Reasoner translates concepts and descriptions into other concepts applicable to prior 
knowledge and more applicable compositions in the Knowledge base. Finally, Inter-
face Engine generates the user interface, and presents to a user. It also undertakes 
flow of processes of the system and actually constructs the user interface. If user 
chooses the order by the interface, the order is passed through Interface Engine, Mes-
sage Manager to the devices. 

When a user with a controller enters the space containing the available devices, the 
controller finds usable devices from its surroundings. It is available from internet, a 
local server or physical tags like a RFID. As the controller finds the services in ad-hoc 
manner, the user utilizes particular services without spatial restrictions. For example, 
a breath disease patient can simply set her living room at higher moisture and tem-
perature by the generated interface. Then, if the user takes a move to another authored 
room with the controller, it will dynamically find the humidifier and heater in the 
spot, and then it operates the device to meet her needs. 
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Fig. 3. Architecture of user device’s controller 

4   Conclusion 

We presented the system for constructing adaptive user interface with semantic de-
scriptions. In order to evaluate the proposed system, we are implementing a simulat-
ing environment. We expect that it dynamically offers user interface which make 
users control environment without spatial restrictions. Moreover, it enables the con-
troller to easily generate complex and combined options with multiple functionalities 
of the devices using prior knowledge and user preferences. As a future work, we are 
planning to study federated use of the information for generating the interface. We 
expect that the federation can support more automated and seamless control of the 
devices without user’s direct commands. 
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Abstract. It has been shown that the elderly, disabled, and those suf-
fering from chronic illness benefit from early detection of symptoms and
being involved with the management of their own conditions. We propose
a home-based monitoring system which will continuously and unobtru-
sively (depending on a patient’s condition and the sensors used) monitor
a patient’s condition. The monitoring system is supplemented by a mon-
itoring/data warehousing service which is the first line of response in the
event of an emergency. This system will be implemented using Zigbee
technology.

1 Introduction

The improvement of medical technologies, techniques, and drugs in developed
countries has resulted in a steady increase in the life expectancy of people in
these countries. This, combined with the lower birth-rates seen in many of these
developed countries has resulted in a significant growth in elderly populations.
Given that improved medicine and medical technologies are largely responsible
for the increased life expectancy of people, it is of no surprise that the elderly,
disabled, and those suffering from chronic conditions increasingly rely on these
technologies and medicines in order to maintain their quality of life. Maintaining
quality of life standard, however, does place some financial burden on individuals
and government. In the United States, an estimated 8 million of Medicare’s
44-million beneficiaries with five or more chronic conditions account for about
66 percent of Medicare spending, according to a 2002 study by Partnership for
Solutions, a policy research program at Johns Hopkins University financed by the
Robert Wood Johnson Foundation. Given that nearly 40 percent of elderly people
have some sort of chronic condition that limits function and causes morbidity
and 70 percent of all deaths can be attributed to some kind of chronic disease [1],
solutions that improve the lives of people with chronic conditions are urgently
needed. Because of this, the focus of a lot of recent research has been to find ways
of maintaining a high standard of care for the elderly and those suffering from
chronic conditions while reducing costs and preserving or improving the standard
of living that those patients have become accustomed to [2,3]. One solution
is to incorporate a ubiquitous health system in the home. It has been shown
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that a ubiquitous health-care systems improve the productivity of healthcare
professionals as well as facilitate a wider range of health-care services [4].

In order to maintain a patient’s standard of living while allowing for a high
standard of care, we propose a monitoring system that unobtrusively and con-
stantly monitors a patient’s condition. It has been shown that patients who
are suffering from chronic conditions fare better when they have some degree
of responsibility for their own self-assessment than those who have limited in-
volvement in their own care [5]. Therefore, the aim is to both empower the
patient allowing them to take some responsibility for ongoing self-assessment
while providing doctors and/or emergency response professionals timely and ac-
curate information relevant to the patient’s condition. The proposed system will
be both easy to use and maintain and will make use of common components
wherever possible in order to keep costs down. The system will consist of a main
server which will act as a control station and will have a secure connection to the
internet. The server will interface with a ubiquitous sensor network based around
the Zigbee system and also be connected to a monitoring service through the
internet connection. This monitoring service will manage data coming from the
server as well as act as a first line of response if an emergency situation arises.

The following pages will contain information regarding the user interface,
sensors, topology and tech crap, usage models, and will finish with a conclusion.

2 User Interface

The user interface for our proposed system will be extremely intuitive in order
to be accessible to even the most technologically inexperienced patients. The
central point of access for our system will be a server with a large main liquid
crystal digital (LCD) panel with touch-screen capabilities. This interface will
feature large, easy-to-read lettering and will have a comprehensive and easy-to-
understand help system. This panel will serve the following functions:

– Interactive Examinations: Utilizing streaming-video technologies, doctors
will be able to interact with and, through this interaction, be able to obtain
a rough assessment of the patient’s psychological and physical condition. If
required, the system will also be able to administer questionnaires and re-
lay the answers to an assigned medical professional. This will allow patients
whose mobility is restricted to see a doctor without making the arduous
journey to the doctor’s office.

– Reminders: The large screen will be used to remind patients to perform
certain actions such as taking medication, perform exercises, etc. These re-
minders will ensure that patients consistently follow the regimen recom-
mended to them by their doctor.

– Status Reports: Patients will, at any time, be able to examine the reading
from various sensors in order to better assess their own condition, therefore
empowering them to make better decisions about how to self-manage their
illness. This will be displayed in an easy-to-interpret manner (utilizing color-
coding and large lettering).
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Fig. 1. An example of a user interface

– Voice Activated Panic Sensor: The server will feature a voice activated sys-
tem whereby if the patients feel distress or falls, they can immediately get in
touch with a medical professional. This will add another measure of security
to the patient’s life.

– Configuration/Testing/Maintenance: Having a central point of access will
allow technicians to easily configure the system to suit its particular appli-
cation.

There is also the possibility of interfacing with other household appliances
and/or personal items such as a television or smart wristwatch in order to provide
a more intuitive interface. An example of a user interface is shown in Fig. 1.

3 Sensors

Unobtrusively and constantly monitoring a patient’s vital signs is a key challenge
faced with researchers today. It has been shown that when chronic illnesses are
monitored effectively, it improves the chances of a life which is both longer and
of higher quality [6]. Even when a patient does not have a chronic condition,
constant monitoring may be able to detect early signs of certain diseases. Evi-
dence shows that early detection of diseases reduces the mortality and morbidity
of many diseases [1].

In order to facilitate constant monitoring of patients, we will make use of a
ubiquitous sensor network that is based around the Zigbee system. Zigbee has
several advantages: low power consumption, data security, quick wake-up time,
support for various topologies, adequate data rates, and the ability to interface
with a wide variety of sensors [7].

The frequency of monitoring will depend on the sensors used as well as the
patient’s condition. Some patients may only require monitoring once every day
(or perhaps at night), while some patients may require constant monitoring. The
system will be able to be configured based on the patient’s needs.
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The sensors used in this monitoring system can vary according to the specific
application. Sensors specific to particular medical conditions can be added as
needed. There are many ways to incorporate various kinds of sensors in order
for them to be as unobtrusive as possible. Since Zigbee can interface with a
variety of sensors by way of an ADC (analogue to digital converter), this system
is highly extensible. Some sensor possibilities are listed below:

– Toilet Sensor (measuring weight, fat, blood pressure, heart beat, urine sugar,
albumin and blood in urine) [8]

– Wrist Sensor (measuring pulse)
– Bedside breathing sensor (measuring the regularity of respiration)
– Under-bedsheet sensor (measuring pulse, EKG, body temperature)
– Life-Vest [9]
– Sound sensor (to respond to calls for help)
– Location and Orientation sensor (fall sensor)

Other than sensors measuring a patient’s vital signs, sensors that keep track
of location and orientation may be added to automatically determine if a patient
has fallen and to notify a medical response team if this has occurred. This is
important because for people ages 65 and older, falls are the leading cause of
injury or death [10].

Sensor configuration will be programmed at the main base station. Sensor tol-
erances will also be able to be configured. If a certain metric exceeds acceptable
tolerances, the server will then alert the monitoring service, which will respond
appropriately.

4 Data Interface

4.1 Sensor to Server: Zigbee

While there are many standards that provide wireless connectivity, Zigbee is
the ideal choice for this application [7]. Zigbee is an open standard based on
IEEE 802.15.4 and incorporates ad-hoc networking/routing, security, low power
consumption (up to years), and is able to interface with many different types of
sensors [11].

The main alternatives to Zigbee are Bluetooth and Wireless Fidelity (WiFi).
Zigbee’s range is greater than that of Bluetooth, which only has a 10 meter
range. The high bandwidth (and consequently complexity and high power draw)
of WiFi are not needed for this application.

The following is a brief features summary of Zigbee:

– Open standard
– Ease of implementation
– Dual Physical Layer (2.4GHz, 868/915MHz)
– Data rates between 20 - 250 kb/s
– Optimized for a low duty cycle (sensors)
– Low power consumption (months - years)
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– Supports star, peer-to-peer, mesh topologies
– Supports many devices and networks
– 50 meter range (between 5-500meters based on environment)
– Reliable data transfer due to fully handshake protocol
– Built-in AES-128 security

These features are ideal for the implementation of the home-based monitoring
system.

4.2 Platform

The system will be implemented in Java to make use of Java’s portability, secu-
rity, and flexibility. The Java platform also provides a very convenient environ-
ment for interfacing with Zigbee sensors and implementing remote connectivity
with diverse systems. System interface is shown in Fig. 2.

5 Typical Usage

The following is an example of the typical usage of the home-based monitoring
system:
1. Patient goes to a doctor for an eligibility exam.
2. The doctor records problem areas, determines acceptable sensor tolerances

accounting for activities done within the home, diet, etc.
3. A ‘monitoring prescription’ is made up and sent to the company managing

the service.
4. A technician comes to the home to install sensors, server, and configure the

system with doctor-approved tolerances.
5. An account is also set-up at a monitoring center/data warehouse.
6. Patient lives his/her life normally interfacing with the system as much or as

little as the patient desires (and also dependant on the patient’s condition).
7. The monitoring service is on 24 hour standby (monitoring many patients at

once).
8. The monitoring service is only notified when there is a significant event. (fall,

sensor reading exceeding tolerance). In such an event, the monitoring service
is the first-line in responding to the situation.

9. Maintenance visits may be necessary.
10. Subsequent visits to doctor: doctor may modify tolerances, add sensors (via

prescription to monitoring/data warehouse).
11. Tolerances and/or sensors can be changed according to the changing needs

of the patient.
12. The patient is billed for installation, hardware, and a monitoring subscrip-

tion.

In this example, it is important to note that the Home-based monitoring system
is quite unobtrusive. How unobtrusive the system is largely dependant on the
sensors needed for the particular patient in question. For patients with mild
conditions where only a few vital signs are monitored and/or the monitoring
frequency is low, the system may very well blend into the background of their
day-to-day lives. This is the ultimate goal for such a system.
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Blood Sugar Blood Pressure Fall/Location Respiration 

Central Monitoring Station 
Server w/ Touch Screen 

Sensors 

Zigbee 

(128bit AES) 

Internet 

(SSL) 

Fig. 2. System interface

6 Home-Based Monitoring vs. Remote-Monitoring (Body
Area Networks)

There has been some researchand developmentbased arounda body-area-network
concept that is totally mobile, making use of a personal digital assistant (PDA)
to provide data storage and communication to the outside world. An example
of this is the EU’s MobiHealth system [12]. A home-based monitoring system is
very complimentary to a totally mobile system like MobiHealth. The home-based
system does have a number of advantages over a completely mobile system.

A home-based system needs not necessarily include sensors that are physically
attached to the body. Instead, the home-based system may perform monitoring
in a more unobtrusive way by making use of sensors that interface with the body
without having to be transported by the patient (for example: toilet sensor).

The home-based system also has a user interface advantage. Interfacing with
a large touch-screen will be far easier for the elderly than performing similar
functions on a PDA. Faced with the real limitations of eyesight and co-ordination
particularly on the part of elderly patients, a PDA-based system is not as effective
as the home based system (featuring a large user interface) at involving patients
in the management of their own conditions.

Ultimately, the two methods are highly complimentary. In the home, there
is no need for a body area network(BAN)-based system. However, outside the
home, it is the only way to maintain continuous monitoring.
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7 Conclusions and Future Works

The purpose of this proposal is to suggest a home-based monitoring system for
the elderly, disabled, and those with chronic conditions. The goal of this system
is to provide continuous and unobtrusive monitoring, while allowing the patient
to live at the standard of living that they are accustomed to. This system will
also allow the patient to be involved with the management of their condition by
utilizing an intuitive user interface, and provide immediate response to emer-
gency situations thereby providing the patient with a feeling of security. This
system will be implemented using Zigbee due to its ideal suitability for this task.
With populations aging in many developed countries, the need for a system such
as the one proposed here is great. The quick implementation and deployment of
such a system will undoubtedly have a positive impact both to individuals and
to the entire health-care system.
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Abstract. This paper presents a computer method to help people, typically 
having limited mobility, to be able to operate ICT devices with eye gaze in their 
living/work environment. The user’s eye gaze is recorded and analyzed in real-
time. Any ICT device in the environment that is being looked at for a certain 
time period is identified, located and assumed to be the object of interest that 
the user wants to utilise. Through a suitable interface, the user can then decide 
whether to operate the device. By using this state-of-the-art technology, people 
with impaired mobility, or able bodied people whose movements are restricted 
can attain a more independent life style.  

1   Introduction 

Living with independence is fundamentally important to people’s quality of life. 
However, for those who have lost significant mobility due to diseases such as ALS 
(Amyotrophic Lateral Sclerosis), Cerebral Palsy, spinal cord injury or Multiple 
Sclerosis, it is very difficult to carry out even a simple operation, for example to 
efficiently select buttons manually from the menu of a complex remote control.  

Research in eye gaze usage can enable people with limited mobility to access 
technology more efficiently. Communication by Gaze Interaction (COGAIN), a 
European research Network of Excellence, brings together researchers from both 
academia and industries to research and develop eye gaze driven assistive 
technologies with a view to achieving effective communication and environmental 
control using eye gaze for mobile disabled users [1].  The research ‘ART - Attention 
Responsive Technology’ [2] described here is an example of such technology. 

2   Attention Responsive Technology 

The ART project’s aim is to design and develop a computer-based system to locate a 
user’s eye gaze within a three dimensional room environment and use this to identify 
an ICT device which they may wish to operate by a suitable interface. For example, if 
a user wants to switch on an electric fan, with an ART system s/he stares at the fan for 
a certain time period when a simple ‘fan ON’ option would become available for 
them to confirm their intention. Upon such confirmation (e.g. through a touch 
sensitive screen) the fan will be switched on via wireless communication. 
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The system currently works through two camera systems mounted on a head band 
worn by the user. The first camera - the eye camera- faces one of the user’s eyes and 
tracks their eye movements, resulting in eye fixation (‘gaze’) data in the environment. 
Another compact camera – the scene camera - monitors the user’s the environment in 
front of the user and detects any controllable devices which the user may look at. By 
calibrating the two cameras in advance, the position of eye gaze from the eye camera 
will be mapped to the image coordinate system of the scene camera. If the eye gaze is 
on any part of a device, the user will be offered an interface which they can then 
decide whether or not s/he wants to change the current status of that device. Section 3 
will describe the technical details of the system. The working flow of the ART system 
can be seen in Figure 1. 

 

Fig. 1. ART system work flow 

Compared with existing eye gaze applications, there are two main distinctive 
advantages of using the ART system. Firstly, its selection is relative to a real object in 
a three dimensional space; whereas the selections of most other systems, e.g. the 
Eyegaze Communication System [3], are with reference to the 2D computer screen 
where all devices are represented as buttons or menu items. When the number of 
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devices increases, the layout of the screen may become more complex. The ART 
approach simply removes any need for a more complex menu. Second is that it 
eliminates any inadvertent actuation of controllable devices by introducing a simple 
user configurable interface for confirmation purpose. The user can therefore take the 
initiative to select operation of the object only when s/he wishes. Conventionally, the 
interaction with computers via eye movements such as Ward and MacKay [4] has an 
‘always-on’ linking of the user’s eye gaze direction to actions, which will include 
some un-intentional gazes. The ART method selection is therefore more objective.  

3   Controlling ICT Devices with Eye Gaze 

To implement the tasks as illustrated in Fig.1., a laboratory-based prototype system 
and its software control interface have been developed. To record a user’s saccadic 
eye movements, a head-mounted ASL 501 eye tracker as shown in Fig.2 is used. 

 

Fig. 2. ASL 501 head mounted eye tracking system 

The eye, illuminated by near infra red light, is reflective from the head band visor 
and its image containing the eye pupil is focused onto the eye camera. The user’s 
pupil size and the eye line of gaze with respect to his/her head, computed by the 
controller unit through extracting the eye pupil outline and the light reflection in the 
corneal, are exported as real time serial port stream data to the host PC. There is a 
second camera mounted on the head band which directly faces the front scene. It 
forms a computer vision system, together with the connected optics and frame 
grabber, which videos the user’s front view at a rate of 50 frames per second. Two 
monitors display the video signal from the eye camera and scene camera respectively. 
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3.1   Calibration Between the User and the Two Image Coordinate Systems 

By default, the eye camera records an eye pupil image of size 260x240 pixels. A 
user’s line of gaze is extracted with respect to his/her head. Subject to the chosen 
adaptor to connect the direct scene camera to the PC, the size of the output scene 
image can be varied. The current system uses the existing PC graphics card with 
video input and gives an image size of 760x576 pixels. Through calibration the user’s 
point of gaze is traced within the scene image to reflect where s/he is actually looking. 

The performance of the head-mounted eye tracker system depends greatly on initial 
calibration. The user sits in a comfortable position while having one eye imaged on 
the eye monitor.  A nine point target chart is placed at a suitable distance so that its 
image nearly fills the scene camera field of view and the user is instructed to look in 
turn at each of the calibration targets.  

The target chart used in this project is shown in Fig.3. Its image is acquired by the 
scene camera within the 760x576 pixels. Through a set of image processing 
techniques, i.e. image noise reduction, image dilation and erosion, and edge detection, 
the image coordinates of the nine points can be obtained. The process and the 
corresponding images can be seen in Fig.3. The user is instructed to sequentially look 
at the nine points while the line of gaze to each individual point in the 260 x 240 
coordinate system is recorded. Both sets of data are saved as input to the eye tracker 
controller interface. A calibration matrix is automatically generated linking the eye 
gaze coordinates in the eye camera system to those in the scene camera system. 

 

Fig. 3. Obtaining calibration target point coordinates 

Typically a user calibration takes some 30 seconds. The success of such a 
calibration can be examined from the scene monitor where the superimposed cross 
hair, representing the output from the eye camera, should closely follow the real point 
of gaze at an object in the three dimensional room environment in real time. 

3.2   Eye Data Recording and Eye Fixation Determination 

In the real time application, nothing will be done until an eye fixation is determined. 
Simply as a starting point for development purposes, we utilise a 2s gaze at an object 
to indicate the user’s intention to operate that object.  
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std = 7, no fixation 

 

std = 7, with fixations imposed 

 

std = 20, with fixations imposed 

 

Fig. 4. Eye fixation analysis 

Considering the 50Hz video frequency, 100 sets of eye data would be recorded 
within 2s. The eye pupil size and x, y coordinates of the points of gaze are returned, 
for example: 

pupil size gaze(x) gaze(y) 
   46.0000  717.2308  410.4000 
   46.0000  717.2308  410.4000 
   45.0000  714.4615  412.8000 

The criteria for determining an eye fixation are set as follows: 

1) Remove those data where the eye pupil cannot be traced stably, either due to 
changes of the ambient illumination or the wrong positioning of the eye pupil 
image. In either case, zero pupil sizes are returned. 
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2) Remove those falling outside the boundary (720x576). 
3) Check if the number of the remaining points is more than 60% of the original.  
4) Continue to check if 80% of the left points are within a range of mean±2*std 

(standard deviation). If yes, then a fixation is obtained. 

Experiments have been made with various std and it has been found that a range of 
std from 7 to 20 work well to obtain a fixation from ‘well’ to ‘loosely focused’ gazes 
at an object. This parameter will be made adjustable in order to suit the real end users 
with different level of concentration abilities. Examples of the recorded eye data are 
given in Fig.4. It can be seen that the group data with larger std can tolerate a more 
widely spread distribution, (more tolerance to a user’s head shaking or eye shifting). 

A scene image may or may not contain an object of interest. It may also include 
more than one controllable object. SIFT (Scale Invariant Feature Transform) feature 
matching, developed by David Lowe [5], enables a stable approach to object 
identification and location. It works by saving a set of images of each pre-known 
object to form the reference image database, as shown in Fig 5. The SIFT feature of 
each image is calculated, and in real time these are compared with that of the scene 
image to perform image matching for object recognition. The method is described in 
[2] and matching constraints are discussed in [6]. 

 

Fig. 5. Example images from the reference image database 

3.3   Controller Simulation Interface 

The prototype system combines all of the features as illustrated in Fig.1. apart from 
the real action part once an effective eye fixation falling on an object is detected. 
Alternatively, the real time system is currently controlled by a graphic user interface 
for the controller simulation, as shown in Fig. 6. 

By pressing the toggle Start/Stop button, the scene image can be displayed 
continuously in the upper right window. Upon the detection of the user’s attention on 
a controllable device, the found object and the fixation point on it will be highlighted. 
The name of the objects, which are listed in the left column, will flash in different 
colours to invite the user’s confirmation by choosing either of the radio buttons ON or 
OFF. Each time the gaze operation is stored in the text box ‘history of eye gazes’. 
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Fig. 6. A GUI to run the prototype system in real time 

4   User Group 

The initial research work is targeting potential end user groups and determining which 
objects, and object controls are most relevant to them. Additionally this work will 
ascertain potential user demands from such a system and the outputs from this 
research phase will then help shape the subsequent technical solutions formulated. 

A questionnaire has been sent out to potential end users - http://www.lboro. 
ac.uk/research/esri/applied-vision/projects/art/art-survey/art_q. 

htm. The survey questions are composed of five main sections, including the users’ 
general feeling of the ART concept, their requirement for the speed of using the 
system, the opinion on the number and the type of controllable devices, where users 
want to place them and finally about the users themselves. The design of the online 
survey takes special account of users’ disability. Most of the questions are accessible 
by repeatedly using the Tab key and Y/N keys.  

The survey is still ongoing. The initial feedback has been used as a guide for the 
development of the system. For instance, setting up a living room environment, the 
selection of controllable devices such as; TV, fan, lamp and electric curtain, and the 
two second item selection speed are examples reflected by the participants’ answers. 

5   Discussion and Future Work 

The ART system currently runs on a Matlab programmed interface. The system run 
time can be broken into the following details: 100 eye data - 2~3s; a snap shot - 2~3s; 
and SIFT matching - 3~5s (40 reference images). In total it takes 7~11s.  This initial 
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slow speed can be significantly improved by either programming in C instead of 
Matlab or reducing the number of eye data points to be recorded. 

This paper has presented a solution to the problem of using eye gaze based control 
systems. It offers a practical way for people with restricted mobility to make use of 
his/her vision ability to control devices with a view to achieving a more independent 
lifestyle. A laboratory-based prototype system is available with a head mounted eye 
tracker. A head free eye tracking system (Smart Eye) in place of the current head 
mounted one is under development. This will release the user from the requirement of 
wearing a head mounted eye movement system. 
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Abstract. This paper presents a prototype of a web based system which allows 
to upload and to share infra red codes for consumer electronic devices support 
or automate the integration of the interface of these devices in an accessible 
user interface i.e. in Environmental Control Systems. 

1   Introduction 

Environmental Control Systems (ECS), Smart Environments or Ambient and Assisted 
Living (AAL) Systems provide and integrate interfaces to a number of devices which 
people with disabilities are not able to access or use independently. Infra Red (IR) 
Codes are an important possibility in this field as it is intensively used for remote 
control units of consumer electronic devices. 

Traditional ECS have to learn and store these codes for each new device and 
integrate it to its user interface. Modern ICT offers the potential, that this integration 
could be automated (Fig. 1). This asks for an easy access to infra red codes. 

A prototype of a web based system for uploading, storing and sharing such codes 
has been developed as part of research work in AAL, to ease or enable automatic 
integration of new devices into the user interface. This prototype shows how such a 
system could support users and developers of ECS, AAL or smart environments in 
general. 

IRCS also demonstrates how producers of consumer electronic could support smart 
environment, AAL and EC systems by making their codes available in a web based 
system. Applications integrating specific consumer electronic devices could download 
the code needed for an automatic integration of the new device. 
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Fig. 1. Functional scheme of IRCS in a context aware system: The ECS gets information from 
the environment about the exiting devices. The ECS sends a request (e.g. code set for device 
XY) to the IRCS and then gets the requested code set(s) and allocate them to the commands. 
The user now can use the commands to control the device. 

2   State of the Art 

There are already several ECS available and most of them have a built in computer 
interface which allows the maintenance of them (Table 1). Unfortunately none of the 
off-the-shelf ECS currently allows the realization of a context aware system. An ECS 
is needed which allows the bidirectional communication with the environment and a 
server like IRCS. 

Table 1. State of the Art: common Environmental Control Systems 
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IR-Control      
Device based learning of IR      
PC Interface      

All ECS are IR based and most of them are capable to learn IR codes without the 
help of a computer. Before the ECS can be used it has to be set up: IR codes i.e. 
commands heave to be learned and often the menus have to be built. The learning 
process is often quite complicated since some IR codes (e.g. Philips RC5 [6]) use a 
toggle bit to recognise e.g. if a key of the remote control is pressed several times or 
for a longer time. This toggle bit can hamper the learning process of IR codes since it 
hardly can be recognised. Result of a wrong recognised toggle bit can be that the code 
doesn’t work or it must be sent twice.  

IRCS could also support this setup process: The user can simply download the 
required IR code sets from the IRCS during the setup process. 
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3   IRCS Functionalities 

The IRCS has following functionalities and features: 

• User accounting 
• Category Management 
• Device Management: adding new devices (TV, Radio, heater, …), duplicate 

check 
• Code Upload 

o By users (after scanning) 
o By consumer electronic providers 

• Code Download 
• Code Management 

The system is based on producing and storing a file using a XML DTD. The file 
includes all data needed for uploading. An administrator checks the codes and allows 
download.  

Users can be assigned to different roles which grant different rights to the user. 
“Trusted Users” (e.g. consumer electronics industry) can give access to the codes by 
themselves, which means that the administrator has not to check the validity of the 
provided code. Codes can be downloaded, as individual files, containing one single 
function like “play”, or as a whole set of codes, e.g. for a particular device, by every 
registered user independent of the users role. 

Codes are placed within categories and are assigned to a manufacturer and one of 
the manufacturer’s devices. Each of the previously named instances can be created by 
every user. Codes can be uploaded for a device by submitting an XML containing a 
set of codes for a device, or by entering the IR-Code for each of the devices functions. 
Codes entered by a non-privileged user must be validated by an administrator before 
they can be accessed for download. As long as the IR-Code has not been validated by 
an administrator the uploading user has the option to delete or alter the code. The 
system prevents users from entering duplicate functions and codes for one device. 

Web-services allow code customisation for the target device, e.g. a handheld pc. 
On download the stored IR string is transformed into an IR-Code matching the 
devices configuration by calling one of the web-services. The transformation is not 
implemented yet. 

Administrator or trusted users privileges are needed to maintain, change or delete 
categories, devices, types, functions or single codes. Registered users cannot be 
deleted form the system, they can only be deactivated. 

4   User Interface 

The system has been designed following the web accessibility guidelines WCAG 1.0 
[7] and with a strong focus on usability. The design and layout can be adapted since 
CSS are used. Furthermore the user can choose among several deigns. 

The system will be tested with practitioners (end users, care professionals) over the 
next months. 
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Fig. 2. Screen shot of the Start Page 

5   Discussion 

The IRCS system is a prototype of an application which forms an important part for 
adaptable, location based smart environments, ECS or AAL systems. IRCS should act 
as a repository for IR codes of consumer electronic devices which could be 
downloaded to interface consumer electronic devices using smart environment, AAL 
or ECS systems which are connected to the internet. Getting an easy or automatic 
access to these codes is an important contribution to more user friendly and adaptable 
smart environments. 

The IRCS system is used to start some first negotiations with developers of ECS 
and AAL systems and consumer electronic devices. The system will be part of further 
research and development work in the field of (Smart) Environmental Control 
Systems (especially SmartX [8]) and AAL. 
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Abstract. The DAT project is a research initiative that aims at building up a 
smart home environment where people with disabilities can improve their 
abilities to cope with daily life activities by means of technologically advanced 
home automation solutions. The project has a threefold purpose. The smart 
home will be used as a physical setting, where clients with disabilities can 
follow individual programs aimed at improving their independence in the home 
environment. The smart house will also be used as a demonstration an 
educational laboratory where anybody interested can get knowledge of the 
latest advancements in the field of home automation and tele-care. Finally, the 
smart home will be used as research laboratory for testing and developing new 
clinical protocols and innovative solutions in the field of environmental control 
and home care. This article describes the architecture of the smart home, the 
design of the home automation system, and the research programs associated 
with the DAT project. 

1   The Purposes of the Project 

The DAT project is setting up a smart home environment where people with 
disabilities can improve their ability to cope with daily life activities. The project is a 
research initiative of the Bioengineering Centre of the Don Gnocchi Foundation. 

The smart home is designed as part of a comprehensive service that also includes 
occupational therapy facilities and an assistive technology information and 
assessment service. Overall, this service will offer the opportunity for people with 
disabilities to go through rehabilitation and educational programs aimed at improving 
their independence in the home environment.  

The smart home have been designed to meet three purposes. Within the 
Rehabilitation and Assistive Technology Counseling Services of the institute it will be 
used as a physical setting where people with disabilities learn and experience how to 
make the most effective use of technology for their independence at home. 
Occupational therapists and medical staff will help clients become aware of 
technological solutions they might adopt in their own home or residence to improve 
their independence. In the smart home, people with disabilities will be able to self-
assess their performances and to practice independent living within training programs 
aimed at preparing their return at home.  
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The smart home will also be used as a demonstration and educational laboratory 
where caregivers, professionals and anybody interested can get knowledge of the 
latest technology advancements in the field of home automation, telemedicine, and 
telecare.

Finally, the smart home will be used as a laboratory for the research activities of 
the Bioengineering Centre of the Institute. Innovative devices, sensors, applications 
and protocols will be tried out and further developed for home care, independence and 
quality of life. The DAT smart home will give researchers the opportunity to assess 
the actual benefits of new technologies with final users. New protocols and devices 
for unobtrusive acquisition of bio-signals during everyday life activities will also be 
tested. 

Fig. 1. Plan of the smart home 

2   The Smart Home Design 

When designing the home environment and choosing the home automations 
systems, it was very important to know about the prospective users of the smart 
home. The DAT project is addressed towards a broad range of clients, including 
people with orthopedic and neurological diseases, children as well as adults and 
elderly: substantially, towards any client served by the Don Gnocchi rehabilitation 
Institute.  
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A benchmarking method was used to describe this complex population. As shown 
in Table 1, prospective users have been divided into six different categories defined 
on the basis of six case studies. These include: hemiplegia, paraplegia, quadriplegia,
severe motor impairment in adult person, severe motor impairment in a child, and 
severe cognitive impairment.

Table 1. Description of the six case studies 

Case studies Case description Functional limitation 

Hemiplegia Male, 78 yeas old, stroke in the left 
hemisphere. Outcome: right 
Hemiplegia; he walks with the aid of 
a tripod: mild aphasia. 

Autonomous walk with the aid of a 
tripod. No functional use of the 
plegic right arm. Some 
communication problems that 
increase when stressed 

Paraplegia Female, 38 years old, middle level 
spinal cord injury. Outcome: total 
paralysis of lower limbs. Upper 
limbs not compromised.  

Unable to walk. No problem with 
the use of upper limbs. 

Quadriplegia  Male, 58 years old, high level spinal 
cord injury. Outcome: total paralysis 
of lower limbs and upper limbs 
severely compromised.  

Unable to walk. Unable to perform 
fine manipulation. 

Severe motor 
impairment in adult 

Male, 52 years old, Amyotrophic 
lateral sclerosis (ALS).Outcome: 
severe quadriplegia, tracheostomy.   

Totally dependent on the caregiver. 
No functional use of upper and 
lower limbs. Impossibility of verbal 
expression. Minimal control of head 
flexion and extension. 

Severe motor 
impairment in child 

Male, 9 years old, Cerebral Palsy. 
Outcome: severe spastic 
quadriplegia.  

Unable to walk. Unable to perform 
fine manipulation. No cognitive and 
communication problems 

Severe cognitive 
impairment 

Female, 65 years old, Alzheimer 
disease. Outcome: severe cognitive 
problems, light motor impairment. 

Occasional motor problems but 
frequent loss of equilibrium. Unable 
to ask for help and unaware of 
dangerous situation. She is 
frightened by the presence of 
strangers in the home. 

2.1   The Architecture of the Smart Home 

The Smart Home is composed of 7 rooms: an entrance, a kitchen, a living room, an 
office, a bathroom, and two bedrooms, one for adults and one for children (Figure 1). 
The overall surface is approximately 130 squared meters. Outside the apartment, a 
control room allows the professional team to customize the home automation 
configuration and to process / analyze all bio-signals collected from clients for 
research purposes. Outside the apartment, there is a terrace / garden where clients will 
have the possibility to carry out gardening activities and test their wheelchairs on 
different terrains. 
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Of course, the house has been designed with no architectural barriers; special 
attention has been paid to the kitchen and the bathroom design so as to have them 
fully usable by people in a wheelchair (Figure 2). Particular solutions for facilitating 
personal mobility of people with motor disabilities inside the house have been 
adopted, such as sliding doors and a ceiling mounted hoist.  

Fig. 2. 3D plan of the kitchen 

2.2   The Automation System  

The automation systems of the smart home have been chosen on the basis of the 
following principles. As the project has therapeutic and not only research purposes, a 
commercial certified infrastructure has been chosen to make it sure that dependability 
and safety requirements are met. Furthermore, the automation system had to fit a 
flexibility requirement to make it possible to easily change the configuration of the 
smart home depending on the individual case. Another important requirement was the 
interoperability i.e. the possibility to integrate products from different manufacturers 
into the same network. The system had also to be easy to use even by people that are 
not familiar with computers and technologies in general. A hidden technology concept 
was applied to make the house resemble a normal flat and not a research laboratory.  

The chosen home automation system is based on an EIB/konnex™ communication 
protocol over a twisted pair cable. This standard indeed demonstrated, in previous 
projects where it has been used, a good reliability and flexibility [1]. EIB/Konnex™ is 
an open standard that allows interoperability, and is based on a distributed intelligence 
concept that makes it possible to fully work even without a computer. This last aspect 
is very important to fit the reliability requirement.  

When designing the home automation system we decided to divide the automation 
functions into two level: the first level automations imply a direct relation between the 
input and the output (e.g. opening a door using just a remote controller); the second 
level automations involve some complex logical relation between the input and the 
output (e.g. automatic closure of a water tap when it is left open too long). The latter 
are the functions that actually make the home “smart” in some way.  

The devices and automations installed in the smart home can also be divided on the 
basis of their goals. The first category includes automations primarily aimed at 
improving the user’s independence in the home environment: for instance, the 
automation of doors, windows or lights. The second category comprises devices and 
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automations primarily aimed at improving safety and security for the user: for 
instance, flood and fire alarms, burglary alarms or the possibility to automatically turn 
off dangerous appliances. Another important category is made up by the devices 
primarily aimed at reducing the workload of caregivers, like assistive devices for 
lifting and transferring. Finally, there are devices and automations related to telecare 
for health monitoring, such as for instance wearable sensors for unobtrusive bio-
signal monitoring. Of course these categories are not rigid but rather fuzzy; belonging 
to one or another category depends not only on the intrinsic features of the device but 
also on the occasional configurations adopted in relation to a specific user’s need. 

3   Central Control and Distributed Intelligence 

As previously stated, the chosen automation system is based on a distributed 
intelligence concept, in other words it can run even if the central control unit is turned 
off. This allows for a higher reliability, as the system is not dependent on a computer, 
and the possible failure of a single component won’t cause all system to crash.  

Fig. 3. The home Automation system 

On the other hand, relying only on distributed intelligence would lack flexibility, 
which would be critical in a project that has to cope with a wide variety of prospective 
clients and includes research goals. Therefore the solution adopted for the DAT 
project is somewhere in the middle between a centralized and a distributed approach. 
In brief, it can be defined as a distributed intelligence system interfaced with a 
computer-based central supervisor (Figure 3).  

The basic functions of the system (i.e. what we previously called first level 
automation functions) are implemented through distributed intelligence while more 
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complex functions (i.e. second level automation functions) are managed by a central 
control unit. This solution ensures the required flexibility while maintaining a high 
dependability level for all of the basic functions. 

4   The Research Program 

As soon the smart home will be operational, it will undergo an experimental period 
for approximately one year. During this period a validation group of 30 people will be 
chosen among all clients, in order to try out new protocols and methods to increase 
the users’ ability to cope in the home environment. During this period, the 
functionality, usability, and effectiveness of the technological solutions installed in 
smart house will also be tested.  

After an initial assessment by the medical and the occupational therapy team, every 
member of the validation group will be given the opportunity to visit the smart home 
and have a demonstration of the automation functions installed. In this stage, clients 
will improve their knowledge of the possible solution to their problems in daily life 
activities. This knowledge improvement is an essential step for the empowerment of 
the user, i.e. for the process of personal growth that leads the person with disabilities 
to greater autonomy [2].  

Every client will then be asked to formulate his/her specific problems and needs in 
the field of daily life activities. To facilitate this screening process, instruments such 
as those defined by the EUSTAT handbooks will be administered [2]. This phase will 
lead the user to formulate, with the help of the therapists’ team, a series of objectives 
he/she wants (and feels prepared) to reach. 

The team will then plan a series of trial sessions that may last just half a day or 
even more days depending on the individual case; in each trial the smart home will be 
configured to let the client try out the most appropriate solutions. Based on activity 
reports, clinical observations and interviews, the team will eventually formulate a 
final report with recommendations of the most appropriate solutions for the user in 
his/her own apartment. 

The socio-economic impact of the proposed intervention will be evaluated by 
means of the SCAI (Siva Cost Analysis Instrument) instrument [3]. After a certain 
period of time (approximately 6-10 month) a follow-up will be performed using 
outcome measurement instruments such as the IPPA (Individual Prioritised Problems 
Assessment) [4], the QUEST (Quebec User Evaluation of Satisfaction with Assistive 
Technology) [5] and the PIADS (Psychosocial Impact of Assistive Devices Scale) [6], 
so as to evaluate the effectiveness and the usefulness of the proposed and/or adopted 
solutions.  

The smart house will also be used by the researchers of the Bioengineering Centre for 
projects in the field of biomedical technologies and telemedicine. The smart home will 
serve as ideal environment for the integration of unobtrusive health monitoring devices.  

Basically, two different approaches will be followed for the experiments in this 
field. The first approach consists of positioning the electrodes or sensors throughout 
the environment, namely on objects or pieces of furniture that are likely to be touched 
by the subject during his/her activity at home. When the contact between these 
“environmental sensors” and the subject occurs the signal can be recorded. The 
second approach, firstly proposed in 1996 at the Massachusetts Institute of 
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Technology, is based on the idea to include sensors and electrical connections into a 
garment, possibly using textile technology [7] . When the cloth is worn, the wearable 
sensors come into contact with the subject’s body and biological signals can be 
detected and transmitted via a wireless connection to the smart home data bus without 
requiring any further instrumentation. 

As part of the research program of the DAT project it is planned to use, as a tool 
for the unobtrusive recording of biological data, a new sensorized garment, the 
MagIC (MAGlietta Interattiva Computerizzata) developed by the Bioengineering 
Centre and patented in 2003 (figure 4). In brief, MagIC is a system composed of a 
sensorized vest and an electronic board. The vest, washable, is made of cotton and 
lycra™ and includes two woven electrodes, made by conductive fibers, positioned at 
the thorax level. The contact between the textile electrodes and the thorax is 
guaranteed by the elastic property of the garment. Through integrated conductive 
fibers, the ECG signal feeds an electronic board (having the size of a small cell 
phone) placed on the vest through a Velcro™ strip, which can transmits the signal 
through a wireless connection to a remote computer. The system simultaneously 
detects also the respiratory frequency and the subject’s movement through a 3 axis 
accelerometer. MagIC has been successfully tested in laboratory and under 
incremental exercise [9]. 

Fig. 4. The sensorized t-shirt and the electronic board. The dimensions of the electronic board 
are compared to those of a cell phone.

Finally, the house will be used to test and further develop innovative 
environmental control devices based on the brain computer interface technology. The 
main idea of this technology is to exploit the signal produced by the motor cortex 
when we imagine a movement of a part of the body to control electrical devices. 
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Abstract. To design adapted houses many things must be considered:
standards and recommendations related to the field of disabilities, capac-
ities and incapacities of the persons, and wishes of the future resident.
Considering all those constraints makes difficult to build such adapted
living areas. Automatic layout generation simplifies the design task and
decreases both design costs and study times. However, it produces a lots
of layouts that we need to present to the user. In this work, we proposed
clustering and visualization methods to help both the designer and the
demander to choose between layouts.

1 Introduction

This study is part of the HM2PH project (Habitat Modulaire et Mobile pour
Personnes Handicapées - modular and mobile house for disabled persons) [1] de-
veloped in the Laboratoire d’Informatique de l’Université François-Rabelais de
Tours. The HM2PH goal is to specify a mobile and adapted living area for a dis-
abled person. One objective of the specification is to design a movable habitat in
order to allow, for example, to move the house from a medical structure to a fam-
ily environment. The second objective is to built a modular house. To allow both
objectives to be realized, pre-built blocks are used (walls, partitions, roof. . . ).
The main advantage of design with pre-built blocks is the cost reduction.

Softwares are used in the HM2PH project [2] to simplify adapted living area
design but also to reduce both costs and design times. Other studies use softwares
for the same aim [3]. The third objective is to simplify the design task such that a
person that is not designer can make the study. With our approach, the following
steps are necessary to design an adapted habitat:

1. study of disabilities of the future resident [4],
2. study of wishes of the future resident wishes,
3. automatic layout generation (see section 2),
4. choice of one or many layouts (see sections 3.2 and 3.4),
5. the in-house installation,
6. visit of a virtual house.

K. Miesenberger et al. (Eds.): ICCHP 2006, LNCS 4061, pp. 500–507, 2006.
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In this work, we will proceed in two steps. First, we present how automatic
layout generation can be made. We follow by introducing how topological layouts
can be visualized to help the user to choose between numerous layouts.

2 Automatic Layout Generation for Adapted Living
Areas

2.1 The Constraints

The design of adapted living areas for disabled persons requires different kind
of constraints. The pre-build modules add strong constraints on the habitat.
The modules are very simple (rectangular shape and few different size) to re-
duce costs and to simplify the conception. The relative positioning of rooms
is isothetic (parallel or orthogonal to external walls). Those assumptions sim-
plify the design of an algorithm for automatically generating layouts by reducing
the search space size. A minimum number of rooms must be present: bedroom,
kitchen, bathroom. . . Moreover, some rooms are made mandatory by the Smart
Home concept [5]: technical rooms for home automation, external network con-
nections. . . Building costs and exploitation costs must be traduced in constraints
for the layout generation. Constraints related to the future resident are of two
kinds: deduced from its disabilities or fixed a priori (corridors width, rotation
areas. . . ) or written formally and related to the resident wishes.

2.2 Automatic Layout Generation

When the house is manually designed, too many constraints need to be handled.
However, softwares allow to solve such problems and even more complex ones.
Purely mathematical approach (system of equations) is difficult to use to model
our constrain problem. Various methods can be used to solve the problem: genetic
algorithms [6], local propagation methods [7], rule systems [8]. . . In our work, we
decided to consider the problem as a Constraint Satisfaction Problem to solve
it efficiently.

Depending on the precision of the constraint description, too many possibil-
ities can exist and can lead to very large computation times. To reduce it, B.
Medjdoub et B. Yannou [9,10] propose to split the exploration in two steps:

– a tolopogical search step: we consider only the relative positioning of rooms
for which an exhaustive search is practicable,

– a geometrical optimization step: free parameters of a reduced set of layouts
are optimized according to one or more criterions.

This approach has been chosen for this study. In the following, we will be par-
ticularly interested by topological layouts.

The topological layouts are not only interesting for their mathematic prop-
erties, but also for their graphical representation because they are like layout
drafts. Layout drafts are easily unserstandable and there is not as much topo-
logical layouts as possible layouts. The computation time is greatly reduced since
only few layouts are fully optimized (expensive operation).
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2.3 Topological Layout Representation

To represent a topological layout, we chose a value for each free parameter in its
associated set. Two solutions are envisaged:

– to use the middle value of the set: in this case, a topological layout has a
representation very similar to a real one,

– to maximize the areas of rooms: the layout aspect is less realistic (near a
draft) but the user has a better view of possible configurations for the layout
(see Figure 1 (a)).

In the following, we consider the second solution: the area of rooms are max-
imized. Topological layouts can be numerous and can present similarities. To
simplify the choice of one or more topological layouts, we propose to adapt a
visualization technique.

3 Visualization of Set of Topological Layouts for Decision

3.1 Visualisation for the Decision Task

According to the precision of the house specification, the topological layout gen-
eration can produce more solutions than the user can handle. In this work, our
aim is to visualize a set of topological layouts to simplify their selection. To do
that, we propose to consider visualization techniques. The visualization of data
greatly depends on the kind of available data. If they are vector data, lots of
techniques are available [11] but if they are not, it becomes more difficult. One
way to bypass the problem is to consider pairwise dissimilarity between data.
With dissimilarities, more general methods are available such as multidimen-
sional scaling [12] or pseudo-euclidean scatterplot matrix [13]. However, they
are not very adapted to the decision task because they present lots of data to
the user. The way to present less data to the user, or at least to organize them,
is to organize data in a tree. We choose to use trees and more precisely Hierar-
chical Ascendant Classification (HAC) [14]. In order to efficiently use the HAC
method, we need to define a dissimilarity between topological layouts.

3.2 Dissimilarity Between Topological Layouts

The Criterion. To cluster topological layouts, we need a criterion. We propose
to distinguish the topological layouts through the relative positioning of rooms.
When comparing layouts we do not compare only position of one room into the
layout but groups of rooms. For example, all bedrooms can form a group. In the
following, we consider the corridor group as an arbitrarily chosen comparison
criterion because the experiments show that such criterion effectively segregate
the layouts. Notice that this choice does not reduce the generality of the proposed
method.

An Euclidean Distance Measure to Compare Topological Layouts. To
build a measure between topological layouts we transform them into numeric
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values. To do that, we proceed as follow. First, it is important to note that all
topological layouts have same width and same height. Let P be a topological
layout. We discretise the layout in H · L blocks of the same size (H ∈ N

∗ and
L ∈ N

∗ depend of the wanted precision of the measure). We associate an element
e to each block. Let Ω be the set of the H ·L elements associated to the blocks. Let
S(P ) be the surface of the interesting rooms for the layout P . Let E(S(P )) ⊂ Ω
be the set of elements of Ω associated to the surface S(P ).

To compare two topological layouts P1 and P2, we propose to consider the
area resulting of the union of the surfaces minus the intersection of the surfaces
given by: (S(P1) ∪ S(P2)) − (S(P1) ∩ S(P2)). This method is based on the fact
that more two groups of rooms are similar (they stand in the same layout place),
more the common surface is large and consequently more the uncommon area is
small.

Let |X | be the cardinal of the set X . From an ensemblist point of view, to
compute (S(P1) ∪ S(P2)) − (S(P1) ∩ S(P2)) in the surface space is equivalent to
compute |E(S(P1)) − E(S(P2))| + |E(S(P2)) − E(S(P1))| in the Ω space. Com-
paring two layouts P1 and P2 using the uncommon area or comparing them using
the root square of this uncommon area are two equivalent actions. In order to
extend this comparison notion, we define, for a layout P and an element e ∈ Ω:

fS(P, e) =
{

0 if e /∈ E(S(P ))
1 if e ∈ E(S(P )) (1)

We compare the layout P1 and P2 with the euclidean distance calculated on
the set Ω of discretized blocks e:

dS(P1, P2) =
√∑

e∈Ω

(fS(P1, e) − fS(P2, e))
2 (2)

We show that: dS(P1, P2) =
√|E(S(P1)) − E(S(P2))| + |E(S(P2)) − E(S(P1))|

We generalized the function fs with the consideration that its values are taken
in the range [0; 1] (previously in the set {0; 1}). Let P = {P0, . . . Pn−1} be the
set of topological layouts then we have: fS : P × Ω → [0; 1]

This generalization makes it possible to model a fuzzy membership of an
element in the surface to be compared. In this case, ds is an euclidean distance.
Then, we can consider the vector fS(P ) = (fS(P, e))e∈Ω as a representative of
the surface to be compared and we can use those representatives in an euclidean
space R

|Ω|. For real topological layouts, fS takes its values in the set {0; 1} to
indicate the membership or not of a block to the surface to be compared. In the
following, we compute vectors fS which have no topological layout associated
and for which the vector coordinates take their values in the range [0; 1]. Each
value measures the degree of membership of a block to the surface to be compared
(when a block is certainly not a member of the surface to be compared, the degree
is null and when a block is certainly a member of the surface to be compared,
the degree is 1). We finally obtain a numerical value measuring the difference
between two layouts.
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3.3 Hierarchical Ascendant Classification (HAC)

In preceding sections, we defined a way to embed topological layouts into euclid-
ean space considering vectors. With such embedding, the utilization of the HAC
[14] is simplified.

A HAC is a method to built a binary tree from data. The method proceed
by grouping at each step two elements, two groups or an element with a group
depending on some kind of similarity measure. When grouping, many strategy
can be used such as minimal distance step or maximal distance step. An another
efficient strategy is the Ward grouping criterion [15] that makes groups in order
to minimize intra-group inertia. In our work, we consider the Ward criterion
because it has an interesting property: it tends to build balanced trees.

When applying the HAC to the case of the topological layout classification,
we must take care of some particularities of the problem. Let us take an exam-
ple of particularities. We consider P1 and P2 two different topological layouts.
Due to the embedding built for the criterion, we can have fS(P1) = fS(P2).
Consequently, according to the criterion, P1 is equivalent to P2. To reduce the
bias introduced by such layouts on the HAC, we initially group those topological
layouts into classes. We can note that the hierarchy may not be a binary one.

3.4 Visualization of the HAC

To visualize the HAC, we consider the NicheWorks techniques [16] and the node
representatives described below.

NicheWorks Visualization. The NicheWorks technique [16] allows to visu-
alize tree utilizing all screen space. Each node is positioned onto circles whose
radius depend of the length of the path between the root and the node. The po-
sitioning algorithm uses an angular division strategy and walks through the tree
from the root to the leafs. For the root node, the algorithm allocate 360◦ and
place the node in the center of the representation. For each first-level nodes, the
angle associated is proportional to the number of leafs accessible from the node
in such a manner that the sum of angles is 360◦. The circle is divided in arcs
defined by those angles and each node is placed in the middle of the associated
arc. The process continues descending to the leafs but the total angle considered
is not 360◦ any more but the angle associated to the parent node. Figure 2 shows
an application of this algorithm. This representation allows an overall view of
layouts according to the criterion and highlights the quality of the construction
(best constructions are achieved for balanced trees).

Node Representation. To enhance the tree visualization, we compute a rep-
resentative for each node as the mean of their child nodes. The representatives
are built recursively from the leafs. Let g(n) be the set of the child nodes of the
node n and L be the set of all leafs of the tree. If we note cS(n) the representative
for the node n, we have:

cS(n) =

{
n if n ∈ L

1
|g(n)|

∑
x∈g(n)

cS(x) otherwise (3)
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(a) (b)

Fig. 1. (a) Drafts of two topological layouts (b) Representatives of two layout groups

With this approach, the representatives show the relative implication of each
sub-tree independently of the amount of node in each branch. By construction,
the average implication of a block in a node is between 0 and 1. Consequently, this
node representative can be transformed into an image revealing its implications
using color nuances (see Figure 1 (b)). The Figure 3 shows the representation
obtained on a set of topological layouts where the criterion is based on the surface
of corridors. The root node has the fuzziest representative, it gives the global
repartition of the values for the criterion. The user selects one of the children,
according to his idea for this criterion, to get more realistic layout. A real layout
is found at the end of the tree, after few selection steps (one per tree level).

Fig. 2. Visualization of topological layouts where the criterion is based on the surface
of corridors (overall view)
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Fig. 3. Visualization of topological layouts where the criterion is based on the surface
of corridors (zoomed view)

4 Conclusion

As we have quoted, the automatic layout generation process can be divided in
two steps. The first one consists in generating topological layouts. The second
one consists in geometrical optimisation of a reducted set of topological layouts.
In order to select this reduced set of layouts, we propose to use visualization
techniques. In this work, we show how topological layouts can be embedded in
an euclidean space according to some criterion and how hierarchical ascendant
classification can be used to build a hierarchy of topological layouts. Finally, we
adapt the NicheWorks visualization method to this particular problem in order
to help the user to choose one or more layouts.

Several perspectives are considered. First, we plan to widen the use of the
euclidean embedding in order to manage multiple criterions simultaneously (many
groups of rooms such as bedrooms and kitchen), and let the user select them
according to his needs. Second, to help the user to exploit the hierarchy, we plan
to add colors on edges of the tree in order to show the euclidean distance between
a node and its children.
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Abstract. Intensive care is often a stressful experience for patients and presents 
unique challenges for the nursing staff. Under conditions where patients are un-
able to speak (e.g. mechanical breathing, intubation) it becomes difficult for 
nurses to be aware of patients needs. We have developed two multimedia soft-
ware programs that are designed to assist patient/nurse communication in these 
situations. 

1   Introduction 

Augmentative and Alternative Communication (AAC) refers to ways (other than 
speech) that are used to send a message from one person to another [19]. AAC strate-
gies assist people with severe communication disabilities to participate more fully in 
their social roles including interpersonal interaction, learning, education, community 
activities, employment, volunteerism, care management, and so on [20]. In numerous 
of the studies, Light-tech system (e.g. alphabet boards, printed copies of overlays) 
were compared to voice output communication aids [3-5]. In seven of the nine studies 
no effect for light-tech versus high-tech AAC system on listeners’ overall attitudes 
was found. The evidence suggests that an AAC system is probably not a single con-
trolling factor in attitudes toward individuals who use AAC [14]. Of the nine studies, 
in only one was it reported that a high-tech option elicited more positive attitudes than 
light-tech system on all subscales of the attitude instrument [5,14]. 

But the situation is not so simple for a patient, who is on the Intensive Care (IC), 
because he/she was able to speak earlier, and now he/she is suddenly speechless. IC 
can be a stressful experience for patients. Many short and long term aspects of patient 
well being can be adversely affected following a negative IC experience. The diffi-
culty for patients in communicating their needs to health care staff can negatively 
impact their IC experience. Most medical and nursing staff assume that communica-
tion problems only affect the patient during the acute treatment period but there is 
evidence that, even after discharge from hospital, IC-related sequelae can continue to 
affect the psychological well being of many patients [6,7,13,17,18]. 

Patients in intensive care are often unable to communicate with their environment. 
There are several reasons for this. Many patients require mechanical breathing assis-
tance during intubation and this limits the patients ability to verbally communicate. In 
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such situations it is a very difficult task for even the most experienced and skilled 
critical care nurse to communicate with the patients and truly understand their needs. 
Several alternative communication methods exist including alphabet boards, pen and 
paper, and word mouthing These methods are usually time-consuming, inefficient and 
frustrating for both patients and nurses. It may take a long time for the nurse to under-
stand what the patient requests and when the nurse finally comprehends the patients 
needs, she or he has to go to bring the required equipment (for example: medicine, 
drug, bed-pan) [1,2,11,12]. 

2   Objectives 

We have developed two software programs over the last two years to help improve 
patient/nursing staff communication in the intensive care ward. Both software pro-
grams have been tested out in the Department for Heart Surgery at the Hospital of 
Zalaegerszeg [9,10]. But in this age of dramatic advancements in wireless networks 
and pocket PC technology, we decided to evolve this software with a wireless com-
ponent. The main goals for the software to minimise the required time to tend the 
patients’ needs and enhance the level of patient comfort and care. Other groups have 
attempted to support nurse patient communication via the application of computer 
aided approaches, but these ones are not support mobility [8]. So we put a wireless 
internet connection into the focus of the current software programs. It send e-mails to 
a PDA in the pocket of the ward nurse, and signals the nurse that the patient needs 
something. The nurse can then determine the patients needs and more efficiently ar-
rive at the bed with the required equipment. 

To accomplish these objectives, two software packages have been created: The 
Wireless Communicator and The Virtual Mail Editor system. The Wireless Commu-
nicator was developed for patients who are transiently incapable of speech, to enable 
them to communicate with nursing healthcare staff and inform them on the state of 
their health. It was designed to help patients to communicate with their environment 
who are conscious, but due to some reason, (e.g. they are on a respiratory engine) are 
unable to speak. Using a single key, similarly to a nurse-calling bell, these patients 
can actuate the system. The Virtual Mail Editor Software (VME) is designed to en-
able patients in intensive care to communicate, with their relatives or send an e-mail 
using a virtual keyboard. Patients can see the virtual soft-keyboard on an LCD dis-
play. They have to manipulate only one single button on the virtual soft-keyboard to 
print the desired character. The system features an adjustable speed moving frame that 
scrolls through a set of characters and allows the patient to press a button to choose 
the character currently within the frame. This button acuates communication to one of 
several internet-connected desktop computers remotely located outside of the inten-
sive care ward. 

The software has been created in English, German and Hungarian. After writing a 
message or an e-mail text this message can be sent to another workstation or even in 
the form of an e-mail to an external receiver. Since intensive care wards are typically 
overcrowded with various types of equipment [15], special care was taken to develop 
a system that had low space requirements. 
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3   Methods 

3.1   Description of the Software of the Wireless Communicator 

The Wireless Communicator system enables the patients to select words from a large 
menu-window in order to communicate their wishes with the doctors and the nurses. The 
selected message is sent by way of an e-mail message. The message arrives to a PDA 
carried by the ward nurse. The messages are also stored in a database on the patients’ 
computer and this supports documentation of the state of health of the patients [10]. 

Nurses and doctors in different hospitals were consulted on the creation of a data-
base that contained the most relevant words needed for communication of fundamen-
tal patient needs. Standard communication methods as practised at the Heart Surgery 
department of Zalaegerszeg Hospital were also gathered from the suggestions of 
nurses and convalescing patients. The discussions with this latter group was very 
important, as these patients could provide a wealth of advise based on their own ex-
periences in intensive care. 

 

Fig. 1. Network structure 

The PCs located at bedside allow patients to send e-mails via the internet (Figure 1.) 
to a PDA which is always in the possession of the responsible ward staff. This supports 
a more immediate communication of the ongoing needs of the patient to the staff. 
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The most difficult problem we encountered during the realisation of this system 
was how to harmonize the requirements of the doctors with the possibilities that such 
informatics offers. Since patients may at times fade in and out of consciousness, it 
was important to provide a clear and uncomplicated representation of the different 
care groups that a patient might have on the screen. In the design of this visualisation, 
we had to avoid typically popular spectacular elements, and instead concentrated on 
using the most simple and easily comprehensible realisations. It was important to 
select pictograms that were self-explanatory and simple (see Figure 2).  

           

Fig. 2. Illustrations 

These selected pictures were prepared to illustrate common patient needs and were 
positively accepted during the initial user tests. We also gathered information from 
the physical tools used in the wards, and tried to model them in our applications [14]. 
For example, one such device was the “pain level indicator”, a simple paper ruler that 
was used to help the patient to indicate the intensity of the pain they were experienc-
ing. In our realisation, this approach has been simulated with a series of ten pictures, 
shown in a sequence which corresponds to increasing levels of pain. This enabled the 
patient to push a button when he or she thought that the pain shown on the figure 
corresponded to what he/she had felt. We chose to use such push-button devices since 
they were familiar to the patient (very similar to the nurse calling push-button) and 
were relatively easy to acuate. 

A novice user can easily use the main menu of the software too. Using the push-
button device, the patient can select one of the groups of requirements and is then 
presented with sub-groups of information that is transmitted by the software using 
email messaging. Object selection from the single groups is done in the following 
manner: in a sequence every group becomes visible in expanded form until it finally 
fills the entire screen until the illustrated picture becomes visible. If a group has been 
selected, then the different requirements within that group become visible and the 
patient’s selection is performed in a similar fashion. The e-mail, which contains the 
selected requirement, then arrives to the nurses’ e-mail address. As soon as the nurse 
becomes aware of the patient request, he or she can register this with a click and the 
requirement gets stored in the database of the actual patient. The nurse can then go to 
the patient already knowing what his/her request is, even if the patient is temporally 
unable to speak. Using such a wireless network and PDA system may ease the ward 
nurses’ work since they don’t have to sit in front of the server computer waiting for 



512 C. Sik Lányi and V. Magyar 

the patients’ messages. The ward nurse has a PDA in his or her pocket and receives an 
immediate signal when the e-mail arrives. 

The software also enables a record to be generated that documents the rehabilita-
tion activities of the patient. At the present moment the text of the Communicator can 
be switched to both English and German language modes. Thus, patients who do not 
speak Hungarian, but understand one of the other two languages, can also communi-
cate more effectively with the nursing staff. At the patients’ bedside the PC text is 
seen in English or German, while the output language of the e-mail arrives to the 
nurses is Hungarian. As the system uses a data-base of expressions related to codes, it 
is a simple matter to translate this type of information into other languages as well. 

3.2   Description of the Software of the VME (Virtual Mail Editor) 

The VME software supports communication between the patient and the outside 
world. The patient can compose e-mail messages with the help of a simple button 
interface. The patient has only to wait till a boarder gets to the character that he or she 
would like to select, and then push the button. Figure 3 shows the moving boarder 
(seen as a blue quadrangle around one of the virtual keyboard button). In this manner, 
the patient can very easily compose a message. The software then sends the message 
as an e-mail. 

 

 

Fig. 3. Virtual Mail Editor Software 

The program has been written to serve patients who speak Hungarian, German and 
English, but it is very easy to expand its data-base to other languages. The database is 
a simple text file, containing the each character, special key.  

The programs are not very demanding on machine resources, as they do not use 
any animations or complicated digital content. Generally, the software and hardware 
requirements are also quite basic in order to maximize greater access to these systems 
(i.e., Windows 98 / 95 / NT, 200 KHz processor, 64 Mb RAM, LCD monitor, internet 
connection, at the nurses’ side PDA, wireless internet connection, software for read-
ing e-mails). 
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4   Results 

4.1   Evaluation of the Wireless Communicator 

We have conducted initial tests of the system at the Hospital of Zalaegerszeg, within 
the Heart-Surgery, Anasthesiologia and Intensive Care Departments. A questionnaire 
was developed to acquire feedback from the doctors and nurses at the test site. The 
questionnaire included items on basic demographic information (i.e. name, age, status 
and knowledge with computers) and on opinion on ease of use. Participants were also 
queried on what aspects of the system were unnecessary and what features would be 
desirable in future iterations of this applications. 

This questionnaire was answered by 12 doctors, 19 nurses and 15 patients. The 
members of the last group had been completely unfamiliar to computers, while the 
members of the former two had used only basic documentation functions of com-
puters and the internet, but never used programs similar to the concerned twins. Ex-
amples of user feedback comments that were received most often included: 

• it can be learned within a few minutes, 
• there might be problems how to accommodate the single equipment, 
• it can be used in special areas, 
• it has to be publicised first, 
• it should still be developed further. 

The questionnaire results generally indicated that it is sometime quite challenging 
to introduce new methods of multimedia communication in this setting. The circum-
stances that are characteristic in a hospital setting are uniquely different from those 
encountered in other application areas. Consequently our results underscored the 
value of collecting user centered data early on in the design process to guide iterative 
development with the needs of the targeted user group clearly in mind.  

4.2   Evaluation of the Virtual Mail Editor Software 

This software was also tested at the Heart-Surgery and Anasthesiologic Intensive 
Therapy Department at the Zalaegerszeg Hospital with the same test-group of doctors 
and nurses in similar fashion to the Wireless Communicator evaluation described 
above. 

Examples of user feedback comments that were received most often included: 

• It can be learned within a few minutes, 
• the physical placement will be difficult, 
• it can be used in special wards (e.g. septic wards, in wards where the patient has 

to stay for a long period), 
• it has to be publicised, 
• some development is still needed, the database of words has to be enlarged, 
• it can be probably used in the future where young patients are involved, who are 

mentally intact, 
• at present the mobile phone is sufficient. 
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We do not agree with this last statement since it disregards the fact that a patient 
who is temporarily unable to speak cannot use the mobile phone but would be capable 
of composing a message using our virtual soft-keyboard interface and send it as an 
email message. It could be good communication equipment also in cases when due to 
some epidemic reasons the patients can not be visited.  

5   Summary 

We have developed two software programs and interfaces for helping patients in 
intensive care departments to communicate with nursing care staff and people outside 
of the hospital setting. Both systems have been tested with nurses and doctors at the 
Heart Surgery Department and Anasthesiologic and Intensive Care Departments of 
the Hospital of Zalaegerszeg. The programs are capable of displaying words and ex-
pressions written in English, German and Hungarian. The software has minimal 
hardware requirements with the most expensive component being an LCD monitor 
and PDA that was selected in consideration of the space limitations that typically exist 
in an Intensive Care Department The twin-programs proved well in the Anasthesi-
ologic and Intensive Care Departments of the Hospital of Zalaegerszeg, which is more 
than encouraging for us to introduce it in other health institutions all over Hungary 
and even abroad.  
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Abstract. It is important for clients with disabilities to live independently and 
enhance their recovery progresses by having assistive devices in their daily 
lives. The purpose of this study is to develop and construct an inquiry and ap-
plication system for clients with disabilities so that the officials can better man-
age assistive devices application information. In addition, we can check and  
understand how well assistive devices assist clients with disabilities in their 
livelihood and do an analysis based on current conditions and results through 
the system. These results can then be used as references for improving future 
clients with disabilities welfare suggestions to government officials. 

1   Introduction 

Assistive devices are vital vehicles for clients with physical disabilities to gain inde-
pendence from daily lives and enhance their recovery progress. Clients with disabili-
ties using assistive devices not only regain independence from daily lives but also 
improve their live and work performance thus greatly reduce care-taker’s burden 
[1-3]. Due to increasing demand of assistive devices, new research and design on 
them and governmental subsidization to produce and repair them have been a critical 
issue facing the government [4]. When clients with disabilities need assistive devices, 
they are required to apply through district offices which in term report back to social 
welfare bureaus of different cities or counties. City and county social welfare 
bureaus’ clients with disabilities assistive devices application system can only accept 
                                                           
∗ Corresponding author. 
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application but can not meet effectively different needs of clients with disabilities, nor 
can it accurately predict budgets necessary for purchasing suitable assistive devices 
for clients with disabilities because of time restriction. Since assistive devices are of 
great assistance to the clients with disabilities in improving their daily lives, many of 
them apply actively for the instruments accordingly. It would be to the handicapper’s 
best interest if different social welfare bureaus could approve those applications in the 
shortest time limit possible. In addition, understanding the proper functions each de-
vice serves to clients with disabilities, effective management of those assistive de-
vices, as well as precise budgeting all could contribute to future governmental welfare 
plan for clients with disabilities. 

The concept of Decision Supportive System was proposed in the early ’70, it was 
called “Management of Decision System.” Its main characteristic is to assist users to 
use data and solve unstructured questions by using computer technology, thus further 
enhances computer application gradation. By utilizing computer technology, not only 
traditional electrical data processing will be carried out, it also provides assistance to 
users making daily decisions [5-6]. Decision Supportive System comprises of three 
main segments: user interface, rule database, and knowledge database. User interface 
provides user-friendly introduction and consultation functions. It usually will be de-
signed differently according to various different implicational needs. Rule database 
holds many deduction rules and controls the whole deduction process; it will retrieve 
solutions from existing data in the knowledge database. Knowledge database saves 
existing data or experienced data gathered from human experts or it can also deduct 
understanding knowledge from the process of programming [5-6]. Furthermore, Deci-
sion Supportive System not only provides health-care providers with diagnostic refer-
ence but also provides general public with health consultation if used in medical  
related applications. It can also serve the purpose of training professional medical 
personnel through multi-system integration [7-8].  

We, therefore, can apply the same concept and structure of Decision Supportive 
System to assistive devices management system. With the convenience of inquiry 
system, the desired data can be found with ease by searching into the existing data-
base. By doing so, it is expected that users, administrators, or medical-related person-
nel will work with efficacy in handling handicappers’ assistive devices applications, 
assistive devices management and clinical data retrieve [9-10]. On Jan. 16, 2004, 
Ministry of Interior revised the standard chart of assistive devices for clients with 
disabilities. The primary purpose of the revision is to gain better use of assistive de-
vices resources for clients with disabilities. This research team uses assistive devices 
application data from Taipei city social welfare bureau from Jan. 1, 2000 to Dec. 31, 
2003 to analyze and construct an inquiry and application system for clients with dis-
abilities. 

The purpose of this study not only intends to develop an inquiry and application 
system for clients with disabilities assistive devices but also expects to exam the suit-
ability of Taipei city government subsidy for the instruments before and after the 
revision. Through the use of the system, we can better understand and analyze current 
improvement made by incorporating assistive devices in handicappers’ lives and 
provide government with reference to improving clients with disabilities future social 
welfare. 
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2   Method 

The sampling data is collected and analyzed from Taipei city social welfare bureau 
from 2000 to 2003. There were a total of 41,900 people (male 56%; female 44%) 
applying for assistive devices during these four year periods (see table 1). 

Table 1. Comparison of assistive devices application for each year 

Year 2000 2001 2002 2003 

applicant 8041 10303 11635 11921 
Male 57% 56% 56% 56% Sex 

female 43% 44% 44% 44% 

According to Taipei city government regulations, clients with disabilities assistive 
devices application submission, verification and approval need to be done directly in 
district offices. Every application and subsidy, according to the regulations, is catego-
rized into low-income household and non low-income household with maximum 
amount of subsidy available, minimum years of possession, subsidiary populations 
and subsidiary measures concluded. 

Clients with disabilities in Taipei city can apply for assistive devices with the assis-
tance of district offices. District offices can apply for assistive devices requested by 
applying to social welfare bureau’s on-line system (see figure 1). 

 

Fig. 1. Assistive devices subsidy management system 

Taipei city social welfare bureau’s clients with disabilities assistive devices appli-
cation system is constructed under social welfare management system of Taipei city 
government. It can only support applications for assistive devices for clients with 
disabilities. It can not supply management of assistive devices, nor can it provide an 
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easy and effective means of inquiry for frequently-demanded assistive devices and 
subsidy. Moreover, the application system for assistive devices is not constructed 
independently from the social welfare management system of Taipei city government; 
it is, in fact, quite difficult for administrators to adjust functions that are related to 
assistive devices inquiry.  

It hence becomes our aim to develop an inquiry and application system for clients 
with disabilities assistive devices to examine whether there’s any difference before 
and after the revision of government regulations, and the suitability of subsidy as well 
as to better understand and analyze the livelihood of clients with disabilities with the 
assistance of assistive devices.  

  

Fig. 2. The structures of this research    Fig. 3. VFW structure chart 

The structures and consists of this study (see figure 2) are as follows: 

1. Assistive devices application and inquiry system: the related programming for 
the system and user interface design was included in this study. 

2. Programming software: Borland C++ Builder 6.0 was used in this study. This 
software is not only easy to operate but also is easy to integrate database. Fur-
thermore, it is portable as well. 

3. Database inquiry system: Microsoft Access 2002 was used in this study. Assis-
tive devices information and user information search are all incorporated in the 
database of this system. Users can update database content according to differ-
ent conditions.  

4. Image acquisition interface: uses VFW (Video for Windows) SDK designed 
specifically for software developers by Microsoft. Figure 3 showed the VFW 
consists of parts of this system. 

3   Results 

The preliminary application and inquiry system this research team designs is princi-
pally for clients with disabilities applying for assistive devices (see figure 4). There 
are function bars for selection on the very top of the screen. Users can key-in any one 
piece of information of clients with disabilities in single folder of the database and get 
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subsidy information for that person on assistive devices. Besides, this system also 
provides another function – image acquisition. That means it can provide images of 
assistive devices to applicants or use the web cam as a means for assistive devices 
usage counseling in the future.  

 

Fig. 4. Assistive devices inquiry system designed by this research team 

In clinical use of the system, users can key-in search key in the search function (in-
cluding AND and OR), another window will show the assistive devices result based 
on the search demand. In addition, they can also search for assistive devices subsidy 
information or specific assistive devices for certain handicap. For example, we set our 
search question as “how many males are wearing Both Ears Audiphone?”, the result 
indicates that there are 1,878 items (see figure 5). Administrators can also change or 
update content of data bank information or assistive devices applicants’ information 
after entering passwords.   

 

Fig. 5. System showing information after receiving inquiry information 
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4   Discussion 

After the preliminary assistive devices application and inquiry system is finished, we 
analyze the target applicants from 2000 to 2003 and get the following data analysis: 

According to the four-year time span statistics, the top five categories of assistive 
devices clients with disabilities applicants applied for are (1) Wheelchair: 6,427 ap-
plicants (15%), (2) Both Ears Audiphone: 6,248 applicants (15%), (3) Cushion Bed 
Mattress : 5,744 applicants (14%), (4) Raised Toilet Seat: 1,942 applicants (5%), (5) 
Wheelchair Cushion Seat: 1,574 applicants (4%). Of all the assistive devices applied 
by clients with disabilities, the Both Ears Audiphone seems to be the most popular 
one (with subsidy up to US$ 875 per person) (see table 2). 

Table 2. Top five categories of assistive devices clients with disabilities applicants apply for 

Rank Assistive Devices 

1 Wheelchair: 6,427 applicants (15%) 

2 Both Ears Audiphone: 6,248 applicants (15%) 

3 Cushion Bed Mattress : 5,744 applicants (14%) 

4 Raised Toilet Seat: 1,942 applicants (5%) 

5 Wheelchair Cushion Seat: 1,574 applicants (4%) 

Table 3. Annual comparison of the top three assistive devices categories for clients with physi-
cal disabilities applicants 

Year 2000 2001 2002 2003 
Applicants (%) 36% 38% 38% 39% 

Rank 1  

Assistive Device Wheelchair Wheelchair Wheelchair Wheelchair 

Applicants 457 643 801 808 

Rank 2  
Assistive Device Cushion Bed 

Mattress 
Cushion Bed 

Mattress 
Cushion Bed 

Mattress 
Cushion Bed 

Mattress 
Applicants 315 477 618 661 

Rank 3  
Assistive Device Specially 

Made Tricycle 
Wheelchair 

Cushion Seat 
Raised Toilet 

Seat 
Raised Toilet 

Seat 
Applicants 192 203 301 308 

On social welfare policy, this research team also would like to learn current condi-
tions different handicapped applicants faced applying for and using of different assis-
tive devices. Through the use of the system, we conclude the top three handicapped 
categories and their respective assistive devices needs as follows: 
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1) Clients with physical disabilities: Wheelchair (18%), Cushion Bed Mattress 
14%), Raised Toilet Seat (6%) (see table 3); 

2) Clients with multiple disabilities: Cushion Bed Mattress (19%), Wheelchair 
(13%), Both Ears Audiphone (6%) (see table 4); 

3) Clients with hearing impaired: Both Ears Audiphone (56%), One Ear Audi-
phone (10%), Fax Machine (4%) (see table 5).  

Table 4. Annual comparison of the top three assistive devices categories for clients with multi-
ple disabilities applicants 

Year 2000 2001 2002 2003 
Applicants (%) 27% 28% 28% 27% 

Rank 1  

Assistive Device Cushion Bed 
Mattress 

Cushion Bed 
Mattress 

Cushion Bed 
Mattress 

Cushion Bed 
Mattress 

Applicants 352 547 580 672 

Rank 2  
Assistive Device Wheelchair Wheelchair Wheelchair Wheelchair 

Applicants 287 402 461 402 

Rank 3  

Assistive Device Both Ears 
Audiphone 

Both Ears 
Audiphone 

Raised Toilet 
Seat 

Phlegm 
sucking 
machine 

Applicants 142 174 193 222 

Table 5. Annual comparison of the top three assistive devices categories for clients with hear-
ing-impaired applicants 

Year 2000 2001 2002 2003 
Applicants (%) 27% 20% 18% 18% 

Rank 1  
Assistive Device Both Ears 

Audiphone 
Both Ears 
Audiphone 

Both Ears 
Audiphone 

Both Ears 
Audiphone 

Applicants 1172 1410 606 1539 

Rank 2  
Assistive Device One Ear 

Audiphone 
One Ear 

Audiphone 
One Ear 

Audiphone 
One Ear 

Audiphone 
Applicants 202 215 211 227 

Rank 3  

Assistive Device Fax Machine Fax Machine Fax Machine Shaking type 
watch 

Applicants 107 84 77 73 
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5   Conclusion 

The assistive devices application and inquiry system by this research team designed is 
still under development. Through search result analysis utilizing this system, we get 
more comprehensive understanding towards current assistive devices application 
conditions of clients with disabilities and hope that this may in term assist the gov-
ernment in improving future welfare for clients with disabilities. It is expected that 
this system may provide more suitable services, secure assistive devices assessments, 
and custom-made rehabilitation training in the near future. 
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Abstract. EASTIN (European Assistive Technology Information Network) is a 
trans-national information service on Assistive Technologies for people with 
disabilities, that aggregates the contents of six national information systems in 
Italy (Portale SIVA), Germany (Rehadat), Denmark (HMI Basen), the United 
Kingdom (DLF Data), The Netherlands (Hulpmiddelenwijzer) and Spain 
(Catálogo de Ayudas Técnicas). It is the result of the EASTIN project, carried 
out in 2004-2005 with partial funding by the EU within the eTEN programme.  
In order to work as a network, the six national systems have been harmonized 
according to commonly agreed standards and integrated through the new 
EASTIN website. This is equipped with advanced search engines able to 
perform search and retrieval operations across all the partners’ databases, in any 
of the partners’ languages.  

1   Background  

Information plays a key role in Assistive Technology (AT) service delivery systems. It 
helps empower people with disabilities and their families to make informed and 
responsible choices of AT devices; it is required by health care professionals when 
assessing their clients’ needs, recommending appropriate AT solutions, training clients 
in their use, and designing rehabilitation, education or social participation programmes; 
it is vital for AT suppliers and manufacturers to better know the market, to discover 
opportunities, to find out ideas for development, to disseminate awareness on their 
products; it is important for policy makers and officers involved in public service 
delivery systems (insurances, Health Authorities etc.) in order to efficiently allocate 
resources in AT provision; people working in research and development also need 
access to qualified information that helps know what already exists, what users’ needs 
are still unmet, what areas in the AT domain are admitting of significant developments.  

In many Countries national information systems have been created to respond to 
these information needs. Some of them have long history, such as the Italian SIVA 
(started 1981), the English DLF-Data and the German Rehadat.  

The importance of ensuring adequate AT information to citizens was 
acknowledged by the EU several times [1]. A major EU initiative in this field was the 
Handynet project (1988-1996) where an attempt was made to gather all data from the 
national systems into a common European multilingual database. The Handynet 
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database was released in various Cd-Rom editions from 1993 to 1997. Although 
Handynet was unable to take wing as a self-supported product – and the project was 
greatly criticised because of the huge financial investment involved – it generated a 
set of standards and a common thinking that were taken up later by most national 
systems, both those that were in existence at that time and those that were established 
later.  

This heritage was certainly one of the factors that made it possible – years later – to 
think about the possibility to create a trans-European information system on AT. The 
other factor was of course the move of all systems towards the Internet. This new 
technical environment offers new avenues for international integration of information, 
in terms of a networking systems rather than building new databases.  

In 2003 the institutes responsible for 7 major information systems throughout the 
world founded – through the signature of a Memorandum of Understanding - the 
International Alliance of Assistive Technology Information Providers. In such 
“Memorandum” the members committed themselves to work together as a network in 
order to capitalize on each others’ experience, improve the content of all information 
systems, extend the user base internationally, achieve best practice, offer the best 
service to the systems’ users. The Alliance (www.ati-alliance.net) now includes 9 
partners. 

EASTIN – which stands for European ASsistive Technology Information Network 
– was the first concrete project generated within the Alliance. It took shape within the 
framework of eTEN, a EU programme designed to help the deployment of 
telecommunication networks based services (e-services) with a trans-European 
dimension. 

2   Overall Design of the EASTIN Network 

The six information systems taking part in the EASTIN networks are: 

• SIVA Portal (www.portale.siva.it) run by Fondazione Don Carlo Gnocchi 
Onlus on behalf of the Italian Ministry of Welfare (in Italian and English) 

• Rehadat  (www.rehadat.de) run by the Institut der Deutschen Wirtshaft Köln, 
Germany (in German and English) 

• HMI-Basen (www.hmi-basen.dk) run by the Danish Centre for Technical Aids 
in Tåstrup, Denmark (in Danish) 

• DLF-Data (www.dlf.co.uk) run by the Disabled Living Foundation in 
London, UK (in English) 

• Hulpmiddelenwijzer (www.hulpmiddelenwijzer.nl) run by iRv in Hoensbroek, 
The Netherlands (in Dutch) 

• Catalogo de Ayudas Técnicas (www.catalogo-ceapat.org) run by Ceapat 
on behalf of the Spanish Ministry of Social Affairs (in Spanish). 

Each EASTIN partner has a national role in his Country as producer of nation-wide 
databases and in some cases also of educational material that is widely distributed 
directly to citizens or through information networks. The funding of each system is 
based on national resources such as governmental agencies, pay-per-service schemes 
(mainly yearly subscriptions), sponsorships, or a mixture of the above schemes.  
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Before the EASTIN project started, such systems differed considerably from each 
other in terms of structure, technical approach and language. In the course of the 
project, they have been gradually harmonized (in terms of consistency of scope, 
recognizability of items and coherence of contents) and integrated (in terms of 
offering a unique entry point with possibility of cross-databases searches, and being 
managed through a co-ordinated data collection process).  

A basic harmonisation requirement was about the type of contents to be handled by 
the network. This was categorised according to three major headings: products 
information, companies information, and associated information. The latter includes 
all information not strictly related to a specific AT product, but rather to “horizontal 
aspects” of this domain of knowledge such as fact sheets, case studies, frequently 
asked questions (FAQs), ideas and links: in other terms, to elements of knowledge 
that help grasp a higher lever understanding of the domain of assistive technology. 

The integration / harmonisation process went through three validation stages with 
external user groups, respectively composed of end-users, health care professionals 
and AT industries.  

Now the common website of the EASTIN network serves as system integrator 
providing unified multilingual access to all the systems taking part in the network, 
offering user friendly guidance and orientation, and providing Companies with a 
quick method to communicate with the administrators of the various national systems. 

         

Fig. 1. The EASTIN homepage: www.eastin.info 

3   How the EASTIN Network Works 

After selecting the required language in the EASTIN homepage, a number of options 
are available such us getting information on the EASTIN activities, downloading 
documents, submitting information about new products, and cross search facilities 
across all databases. Here the search facilities are briefly described through a simple 
example. 

Let’s imagine we want to search for special computer keyboards and learn about 
their choice criteria. The AT product search function will find out for us all products 
of this kind available on the market of the six partner Countries.  
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Fig. 2. Example of cross-databases search 
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Then we may wish to find out whether there are fact sheets in the associated 
Information providing some insight into choice criteria in relation to the user needs. 
Fig. 2 shows how these searches may work. In both cases the results lists show how 
many documents were found in each national databases. For each document, an 
extended record with full information can be shown in the required language. 

4   Technical Approach 

The technological approach adopted for the EASTIN search engines is the one 
commonly known as web services. This is a technique purposely developed to 
exchange data among different web-based information system.  

The architecture involves two main set of components, respectively labelled web 
service servers and web service clients.  

A web service server is a set of functions that can be called by referring to a web 
URL. Each function can receive one or more parameters and return a single result. 
The parameters and the result can be simple data types (e.g. string, integer, date,…) or 
complex data types (array, collection, object, …).  

Web service clients are applications that can execute remote calls to functions 
belonging to one or more web service servers, by means of a protocol called SOAP 
(Simple Object Access Protocol).  

 

Fig. 3. The EASTIN webservices approach 

Web services have a number of advantages over other possible methods that have 
similar purposes: they are fully platform-independent, they are language independent, 
they are suitable to in distributed databases applications, they introduce an abstraction 
level between clients sending requests and the RDBMS answering the queries. 

The interface description is carried out via WSDL (Web Service Description 
Language). This is a XML standard for the description of the functionality, 
parameters and return values of the operations and of the interchange formats of a  
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web service’s messages. The EASTIN web service client is able to read the WSDL in 
order to determine which functions are available on the server. All particular data 
types in use are integrated in XML format in the WSDL data file. Now the client can 
use SOAP in order to call up a function that is listed in WSDL. 

 

Fig. 4. Dialogue between the Eastin website (left) and the national information system (right) 

5   The Multilingual Issue 

All coded information (e.g. classifications of a product) is automatically presented 
in the required language on the basis of internally pre-defined translation tables. 
Conversely, information stored as free text is handled by software translation 
engines.  

As the current state of the art of machine-translation is far from being perfect, the 
generation of understandable and usable translations of free-text documents was a 
great challenge. Comparative testing carried out within the EASTIN project over the 
available technologies – especially those who are able to perform not only word-by-
word  but also sentence-by-sentence translation – showed the possibility to achieve 
reliable understanding, provided: 

• the translator is trained to deal with the specific language of the AT domain.  
• native texts are written according to certain style rules. 

Following to a number of tests, each partner chose an appropriate professional 
product able to translate from native language to English and vice versa, and trained it 
until achieving successful results. By running in batch mode, the translator generates 
English translations of each text as needed, so that users are able to retrieve any 
information in their language and in English from any EASTIN database.  

As a further step, in the future – after the search results are generated – the user 
may be able to ask for a retro-translation into his/her language. Initially this will be 
done in batch mode (e.g. by getting the retro-translation later by e-mail); later, the 
possibility to have the text adequately translated on the spot in real time will be 
explored.  
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6   The Market Validation Exercise 

In the course of the Eastin project, major efforts were devoted to the market 
validation of the new network, so as to ensure that the assumptions and the technical 
specification gradually developed would meet the real audience’s expectations. 

The validation activities were carried out through external assessment by a sample 
population representing the three major target groups of the EASTIN network (end-
users, professionals and industrialists), and through internal self-assessment by the 
partners themselves.   

For each target, a core group and an extended group of external validators were 
recruited in each Country. Each core group was composed of a small number of 
selected representatives who received specific training, and interacted directly with 
the Partners’ project teams in all stages of the validation. Conversely, each extended 
group was composed of a larger number of people who candidated as validators, 
received no training, and interacted with the project team only online at the time of 
the validation exercises. These groups included both expert and novice Internet users 
so as to represent a meaningful sample of the “usual” population that will be 
confronted with the system. Overall, the number of validators accounted to 654.  

Table 1. Population participating in the various validation rounds 

External validators Core groups Extended groups 
End users n. 60  (10 / Country)  n. 300  (50 / Country) 
Professionals n. 30  (5 / Country) n. 180  (30 / Country) 
Industrialists n. 24  (4 / Country) n. 60    (10 / Country) 

As the network developed gradually in the course of the project, the market 
validation activities were carried out in three rounds.  

The 1st validation round (May 2004) addressed the following question:  

• What are the weaknesses and the strengths of the six systems?  

This round was based on the delphi method and analysed five indicators, labelled 
as “the five As”: accessibility, availability, awareness, appropriateness and 
affordability [2]. 

The 2nd validation round (December 2004) addressed the following questions:  

• To what extent do the six systems deserve to be harmonised and integrated into 
a trans-European network?  

• What is the added value of the network Vs the national systems?  

To this end, the same core groups were requested to validate a set of harmonisation 
and integration requirements as proposed by the Eastin partners. The validation was 
based upon a mock-up, which simulated through an animated slides-show how the 
future EASTIN website would work as network integrator. Again, the methodology 
was based on the Delhi method administered through a on-line questionnaire.  

The 3rd validation round (May - September 2005) focused on the EASTIN network 
as a whole. It addressed the following questions: 
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• Technical sustainability: does EASTIN work and perform adequately?  
• Usage sustainability: how will EASTIN be used by its potential market? Will 

EASTIN meet the potential markets expectations? 
• How will EASTIN be financially and organisationally sustainable? 

For the first two questions, both the core and the extended groups were involved. 
During the four months validation period, the “navigation behavior” within the Eastin 
network was monitored by means of log-files; at certain times, on-line questionnaires 
were administered to collect the validators’ opinions; at the end, a number of face-to-
face or telephonic interviews were also carried out to complete data collection. 

In brief, the findings of this validation round provided the ground for: 

• re-designing the Eastin website and its search facilities, in order to better meet 
the audience’s expectations and motivations 

• taking decisions on the deployment strategy, including the organisational / 
financial model for the sustainability of the network 

• finding out what contents areas deserve priority investments in data collection, 
in order to better meet the audience’s interest 

• addressing awareness and advertisement efforts in the deployment stage.  

7   The Way Forwards 

In order to deploy, maintain and further develop the netwok, in the long run, an 
International Association has been established as a legal entity registered in Italy. The 
founding members are the Eastin partners.   
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Abstract. The frequently prescribed „Design for All“ or „Universal Design“ re-
duces the comprehension of participation of people with disabilities and their in-
terests in technical development tendentious to a pure user involvement. In such 
case, the ethical implications of new technologies are not considered. In this arti-
cle we develop a concept for participation that will be more than a pure user in-
volvement. To this purpose, ways to participation from the viewpoint of Disability 
Studies as well as Technology Assessment will be combined. The Participatory 
Action Research, which is suggested as methodical approach to technological de-
velopment process will also be embedded in this concept for participation. 

1   Introduction 

Human being is a defect creature, who needs tools not only to adapt to his environ-
ment but also for his environment to adapt to him. This anthropological knowledge 
might sound uninteresting, but it’s not all that uninteresting to people with disabilities. 
It’s important for people with disabilities that tools, which exclude their usage, be 
adapted to their possibilities. The concept of “Design for All” or “Universal Design” 
that adjusts to a maximum without barriers for the greatest number of users as possi-
ble is also responsible to insure that it’s reasonable and economical to an aging soci-
ety. Important words like “eAccessibility”, “eInclusion” or “eQuality” are eloquent 
testimony to effective international development. Yet, the development of new tech-
nologies is always in the context of a particular society. There is a reciprocal effect 
between development direction of technical changes and the parameters of a modern-
ising society. The technologies for inherent progressive purpose require possibilities 
to be permanently extended and improved, but are often not considered by designers 
and producers and thus is the neutrality of technological aims and instruments always 
in doubt. Conceptions of a “Design for All” / “Universal Design” must consider the 
aspect of consequential determinism (Ropohl 1979, 239) in form of technology inher-
ent in the social, technical and philosophical discussions, in order to avoid disregard-
ing and excluding the minority, who in their values and norms differentiate them-
selves from the hegemony. 

2   Participation 

There are many initiatives in the areas of development and improvement of Informa-
tion and Communication Technologies as well as Assistive Technologies that through 
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the support of active user involvement (e.g. Verelst 2004) or with the help of training 
Accessibility Champions (Tusler 2004) aimed at reaching a development without 
barriers will lead to a far-reaching participation. It is noticeable that with regard to the 
participation of people with disabilities in technological development processes, the 
focus is appropriate clearly to the group of users and hardly goes out of the range of 
user involvement. Accordingly ethical implications or contradicting interests of po-
tential users, who reject the use of certain technologies because of fear and/or  
expected consequences, threaten to remain to a certain extent technologically uncon-
sidered and consequently, be at worst socially excluded.  

A good example is the Cochlear Implant (CI). The development of CI (since in the 
1980’s) has always been considered by the Deaf as a threat to their culture and lan-
guage without any effect on the medical field (in particular the consultation during the 
decision-taking process) and the pedagogy of the deaf. Contrary, an opposite effect is 
produced to the emancipatory achievements of the Deaf and as a result of this, deaf is 
increasingly considered a deficit again (Campbell 2005). 

2.1   Participation and Disability Studies 

Disability Studies (DS) is a new political and interdisciplinary scientific approach that 
is adopted to a paradigm for social construction of disability. Accordingly the focus 
does not lie on individuals affected by disability, but on cultural, economic and social 
contexts, from which disability results. The most decisive issue is the perspective of 
people with disabilities. Only this way can succeed to get people with disabilities to 
be expert in issues that concern them and thus promoting and supporting emancipa-
tory processes, which will lead to self-determination. Apart from the central meaning 
of the interests of people with disabilities it is above all crucial in DS that disability is 
understood not individual-theoretical as medical-biological impairment, but as 
charateristic of cultural and social differentiation (Waldschmidt 2003, 12f). Seelmann 
(2005, 9) also confirms that people with disabilities were not well represented in sci-
entific domain and asks for DS to look for possibilities to integrate people with dis-
abilities in the field of science and development. 

2.2   Participation and Technology Assessment 

Development and changes in technique always affect the whole society in their social 
and economical structures. To believe that technical systems are not to save more than 
the intended purpose, is described by Ropohl (1996, 214) as a symptom of incredible 
technological naivety. It must be rather seen that every development of modern tech-
nique is in a comprehensive technological, economical, social, political and cultural 
context. To that extent the development direction and dynamic of new technologies 
will remain embedded into the structures of the respective society. The consequences 
and effects of technological improvement strongly influence the human way of life 
and also the cultural image of a society, which is why it is very important to continu-
ously assess technique with help of empirical Technology Assessment (TA) in devel-
opment stages in order to be able to react appropriately to unforeseen consequences. 
Revermann (1998, 16) therefore decided that the purpose of TA is to put in place an 
empirical foundation for the judgement, description and analysis of development, 
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application and the potential consequences of a technique. Technical analysis in this 
sense includes judgement and analysis by the society. Correspondingly, ethics and TA 
are supposed to be in a complementary relationship to one another, where both have 
the task to make material information as well as normative orientation available. The 
only difference between ethics and TA is the way their programs are accentuated. 
While the priority of ethics is based on assessment of technique related means and 
purposes with the help of moral principles, the priority of TA lies on empirical analy-
sis, descriptive and prospective assessment of potential consequences.  

As far as TA is understood from ethical viewpoint as dialog between representa-
tives of controversial positions, it is participative. As far as TA is orientated to prob-
lems induced by technologies, the technology does not stand itself unanalyzable at the 
beginning of a technological development, but the formulation of a specific demand is 
the condition for (further) technological development. That has to be negotiated in a 
discourse (with open results), without an obligation to consensus, but to make com-
parison orientated to problems of contentious development and alternative actions 
possible (Wevelsiep 1999).  

2.3   Participatory Action Research 

Action research is a suitable approach for different groups or people with the same 
aim of solving problems in development processes and thus improving development. 
According to Cunningham a problem is the definition of a need for changes and de-
scribes ways, how to deal with certain questions (Hart/Bond 2001, 62). The aim of 
action research is to broaden the competence of those taking part in a research process 
and to help those concerned to emancipate from the stipulated contents and from the 
experts’ culture. Action research is applied above all in the building of an appropriate 
organizational infrastructure (a.a. O., 15).  

The understanding developed from DS and TA is well integrated in Participatory 
Action Research (PAR). PAR is defined by the National Institute on Disability and 
Rehabilitation Research as a research strategy to involve those concerned in all stages 
of creation and research application (Doe/Whyte 1995, 2).  

Action research is a research strategy, which cycle is very similar to that of devel-
opment process of new technologies. PAR includes those affected by such develop-
ment and their sometimes contradictory interests in the development process to help 
working against potential problems as early as possible. 

3   Conclusion 

Each technological development is carried out in a social context, from which it can-
not develop separately and be judged from ethical point of view. The involvement of 
users with disabilities in the control of development processes is an important contri-
bution to guarantee Designs for All. The fulfilment of participation to be seen here, 
might be technological sufficient, but having a look at the human society as social 
connection with conflicting interests, it cannot be considered enough. Real participa-
tion from our point of view is one that considers beside regulative Design for All, the 
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contradictory interests (due to cultural, social or other reasons) associated to technol-
ogy partly or fundamentally. Technological development should therefore – accom-
panied by DS – be embedded in a PAR process that supplements user involvement in 
the dimension of a participative TA. 
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Abstract. An educational resource targeting children with learning difficulties 
should be based on special teaching aids to achieve its educational purposes. 
Teaching supported by new technologies should guarantee the accessibility of 
the contents introduced over the web, as well as through the use of software ap-
plications. In this paper, we present a methodology for creating such resources 
and its application to the Proyecto Aprender (Learn Project). This project  
involves developing an accessible web site targeting teachers and the public 
(parents, families, researchers…) generally, and developing an accessible appli-
cation targeting learners in particular. The whole process of design, preparation 
and construction is conceived to meet learners’ special educational needs. 

1   Introduction 

In today’s society, information and communications technology (ICT) use is a regular 
part of most people’s lives. In the field of education, there more and more tools mak-
ing use of new technologies are being released to support teaching. Regrettably, how-
ever, not all these systems take into account the minimum requirements for creating 
software or a web site that is accessible for people with disabilities. This is even more 
important when the tool targets children with special educational needs, whose educa-
tion will influence their future social integration. 

In this paper, we present a methodology for creating resources of this type and its 
application to the Proyecto Aprender. This project was developed for the Spanish 
Ministry of Education and Science. It involved developing an accessible online re-
source targeting children with special educational needs. It includes an alternative 
curriculum adapted to learners’ needs. 

The resource is composed of a web site and an application. The web site is divided 
in three sections: teachers, parents and learners. The learners section includes multi-
media activities organized by learning objects: skills, difficulty levels and real-life 
situations. This is an alternative and very stimulating way of supporting special edu-
cational needs. To make these activities accessible a number of software tools have 
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had to be developed to adapt the activities for learners with a range of disabilities 
(deafness, blindness, physical disorders, learning difficulties…). 

The remainder of the introduction indicates the points that motivated the creation 
of the resource and what legal requirements an accessible web site and an accessible 
software should meet. The following section lists a number of works related to this 
area. Section 3 defines the proposed methodology and its application to the Proyecto 
Aprender. Finally, the conclusions and future lines of research are defined. 

1.1   Motivation 

There is a sizeable population of learners with special educational needs who, pre-
cisely because of their special needs, have difficulty in accessing a standard curricu-
lum, and curricular adaptations have always been limited. 

ICT use is an opportunity for designing and providing adapted resources that can 
have a major educational impact. Additionally, the development of a tool like this 
should be based on a methodology, including guidelines for educators, graphic de-
signers and technical developers and on how to coordinate the different professional 
profiles. Also it is important to organize contents in a common framework. 

Nowadays, there are few resources available to professionals working in the educa-
tion of learners with special educational needs. Furthermore, there is no comprehen-
sive tool targeting a broad-based group of people with special educational needs.  

1.2   Accessibility-Related Legislation 

For a web site whose primary users are children with special educational needs, ac-
cessibility plays a key role for preventing exclusion from access to information. This 
concept is defined in the eEurope 2002 Action Plan [1] as “info-exclusion”, and there 
is now talk about eInclusion and eAccesibility [2]. 

As regards worldwide legislation and international standards related to information 
society accessibility, several standards have been published since the '90s and the 
legislators of many countries, including the European Union, have passed specific 
laws on information society accessibility. 

AENOR [3] standardised the first standard in the whole world concerning the crea-
tion of accessible web pages. This standard was revised and extended, and divided 
into standards UNE 139802:2003 (“Computer accessibility requirements. Software”) 
and UNE 139803:2004 (“Web Contents Accessibility Requirements”). 

Additionally, although they are not an actual standard, the European Union has de-
cided to consider the Accessibility Guidelines produced by the W3C consortium 
through the Web Accessibility Initiative (WAI) [4] as de facto standards. These guide-
lines take into account accessibility for all. 

The ISO/TS 16071:2002 [5] standard was developed more or less at the same time. 
It provides guidance on the design of accessible software. 

Obviously, it is impossible to develop a resource that is accessible for 100% of us-
ers. For a project of this type, however, the resource should clearly be as accessible as 
possible. For the Proyecto Aprender, the following decisions were taken: 

− Website requirements: Spanish law [6] stipulates that government web sites must 
be accessible. They are obliged therefore to comply with the W3C WAI WCAG 
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'Double-A' conformance level. Because of this, the Main and Secondary web pages 
(Home, Teachers, Public, Worlds and Scenarios) of the Proyecto Aprender website 
should be ‘WAI-AA’ compliant, as well as conforming to UNE standard 
139803:2004 (Spanish standard that refers to web accessibility). With respect to 
‘WAI-AAA’ rules, these will be met whenever possible. 

− Multimedia application requirements: The multimedia activities in the Learners 
section are included in an embedded application (software). Therefore, the multi-
media activities should conform to UNE 139802:2003 (Spanish standard) and ISO 
TS 16071-2003 (international standard), which refer to software accessibility. 

2   Related Work 

The use of new technologies to create educational contents for children with special 
educational needs is a boom area because they are proving to be a valid resource that 
appeals to and motivates these learners. Consequently, initiatives have been launched 
to create multimedia tools as aids for educating people with special needs, as well as 
easy-to-access and user-friendly Internet gateways and resources. 

The Research and Treatment in Mental Health and Social Services (INTRAS) 
Foundation is a non-profit organisation that developed the AIRE computer programs 
[7] and their successor, GRADIOR [8], a multimedia neurophysiologic assessment 
and rehabilitation system that is highly flexible and adaptable to different types of 
users depending on their disability. 

The "Hércules y Jiló" educational software was developed at the University of Bra-
silia (Brazil) [9]. This software targets learners with moderate intellectual impairment. 
It aims to stimulate the child by getting it to interact between real and virtual worlds. 

CompuThera is a multimedia software application targeting children that offers a 
step-wise graded learning-to-read method. The system is designed to behave as a tutor 
and help children who have problems with traditional learning and need constant 
attention from educators [10]. 

SoftTouch’s multimedia software "My Own Bookshelf" [11] is a system for creat-
ing, editing and customising interactive multimedia books starring by child’s picture 
and creating books for a range of purposes, from learning to read to basic social ac-
tivities. The "Running Start Books - Social Scripts" [12] have been developed pre-
cisely in this area. These books aim to teach children with autism nine different social 
activities, like "When I am Mad", "Don’t Hit Myself", "How Do I Say Hello?", etc. 

SEN-IST-NET, the Information Society Technologies for Special Educational 
Needs (IST-SEN) gateway [13], was set up with the aim of compiling all the available 
resources and providing a platform for discussion and debate. This is a resource and 
publications guide on educating people with special needs, but it is also a European 
forum aiming to set coming trends in this field. 

In the field of education, there more and more tools making use of new 
technologies are being released to support teaching [14]. However, none of the tools 
listed above complies with all the specified requirements. The Proyecto Aprender 
complies the requirements: it supports the learning and teaching of children with a 
wide range of special needs, it supports social integration and it provides guidance for 
teachers and parents on the education of children with special needs. 
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3   Methodology for Developing Contents 

This section presents the different disability types, justifies the choice of contents 
(learning objects) that the resource will include, describes what tools and adaptability 
systems should be associated with each disability and, finally, explains the process of 
generating multimedia activities based on these particulars. To illustrate how these 
ideas were applied, we present the Proyecto Aprender, produced for the Spanish Min-
istry of Education and Science. 

3.1   Proyecto Aprender 

This was a two-year project, forming part of a more ambitious programme, the Inter-
net at School Programme, composed of 14 educational projects [15]. 

The Spanish Educational Quality Organic Act (LOCE) [16] classes learners with 
special educational needs as follows: mental, physical and sensory impairments and/or 
personality disorders. Mental impairment refers to learners who fit the definition of 
mental retardation proposed by the American Association on Mental Retardation 
(AAMR) in [17]. According to this definition, an individual’s strengths and limitations 
are present in each of these five dimensions: intellectual abilities, adaptive behaviour 
(conceptual, social and practical skills), social participation, interactions and roles, 
health (physical and mental health) and context (environments and culture). 

This definition also identifies what sort of supports the person needs. These sup-
ports are resources and strategies that aim to promote the development, education, 
interests and personal wellbeing of the person and improve his or her individual func-
tioning. Alternative behavioural programmes and the adaptive skills curriculum are 
the specification and development of the support activities to be developed [18]. They 
mostly cover the adaptive skills areas proposed by the AAMR [17]. 

The preparation of these support materials to plan and structure non-academic con-
tents is costly in terms of time and input, which is the chief explanation for the huge 
shortage of support materials for professionals working in the fields of education, 
mental health and social services. The Proyecto Aprender directly connects with the 
development of support materials, like alternative behavioural programmes and the 
adaptive skills curriculum, closely related to life skills programmes [18]. 

In the development of this project we have taken into account that the target learners 
have special needs insofar as their ages range from 5-6 years all the way up to 17-18 
years. Similarly, knowledge or curriculum competency levels will also vary enor-
mously, and we are likely to encounter learners with slight-moderate mental retarda-
tion and others with severe mental retardation. 

The overall objective is to build up and develop the physical, emotional, cognitive 
and communicational skills of learners with special educational needs, using new 
information and communications technologies to promote, to the greatest possible 
extent, their personal autonomy and social integration. Other specific objectives are: 
(a) establish multimedia activities related to personal autonomy, everyday problem 
solving and decision making, (b) learn to live in society through the knowledge of 
rules of cooperation and participation, (c) develop understanding, knowledge, linguis-
tic skills, memory, logical reasoning and everyday problem-solving. 

The learning objects are presented as metaphors (worlds, scenarios, characters, ob-
jects) to make the contents more appealing. Each world is a learning unit (see Fig. 1). 
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Fig. 1. Left: Menu and Worlds Screen, Right: Learn Activity Screen 

Each module is composed of several learning objects that develop this module: 

− Module 1. Learning to be. The human body (Evolutionary changes, Self-esteem). 
Personal hygiene (Routines, see Fig. 2). Clothing (Tidiness, Proper use). Health 
(Illness, Healthy habits) 

− Module 2. Learning to live together. (To be developed) At home. Games and sports 
(Leisure). Festivities and entertainment (Leisure). Rules of courtesy.  

− Module 3. Learning to do. Scenario: Shopping and money (Handling money). 
Transport. Food (Healthy diet, Preparing simple meals). The media (Press, Televi-
sion, Computers).  

− Module 4. Learning to know (this world is under construction). 

The learning objects should meet three requirements: (a) take no longer than a 
maximum of 20 minutes or several similar fractions of time to do (for optimum appli-
cation in a 45-minute classroom session), (b) contain an instructional guide including 
the activities to be performed in each learning object and explain the purpose of the 
resource and the objectives pursued by each interaction, (c) include an assessment to 
be set by teachers or a user self-assessment. 

Four possible learning levels have also been established: (1) stimulation level; (2) 
infant (pre-primary) education level, (3) 1st-, 2nd-, 3rd and 4th-year primary level, and 
(4) 1st- and 2nd-year lower secondary level. 

3.2   Adaptability Tools 

It was considered necessary to implement new usability and additional adaptability 
systems to what were already provided by the tool used to implement the activities 
(Macromedia Flash MX 2004): Navigation Framework (usefull for All disabilities), 
Subtitles Bar (Deaf and LD generally), Manual and Automatic Scanning (Physical 
Impairment), Speech System (Blind and LD generally), Alternative Descriptive Texts 
(Blind), Text and Picture Sizes (Visual Impairment), Accessibility Options Settings 
(All). Additionally, certain pedagogical principles have been followed as regards text 
format -use of capital letters at low levels, language adapted to each level…- and 
graphics -colour contrasts, styles, layouts...- (LD generally). 

3.3   Methodology 

The development of a project of this magnitude implies the integration of different 
professional profiles that have clearly defined tasks and responsibilities. Apart from 
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the coordinator of the whole team, three different profiles were established for the 
Proyecto Aprender: contents developers are pedagogues and educators, whose mis-
sion is to prepare the contents; graphics developers produce the graphics and audio-
visual material; and technical developers are software engineers and programmers 
who develop the new adaptive tools, design web pages and program the activities. 

In turn each profile has a manager (Contents manager, Graphics developers man-
ager and Technical developers manager, respectively). The communication between 
the different groups of professionals is fundamental for the success of a project of this 
type. A contents developer must consult graphic designers and technical developers 
about the complexity of implementing selected functionalities within an activity and 
seek advice about alternative methods as appropriate. Likewise, the contents develop-
ers should validate the work of graphic designers and developers to check that the 
activities conform to the specified requirements. 

In the following, we describe the tasks that need to be performed to successfully 
implement an accessible multimedia activity concerning a learning concept and the 
associated documentation, as well as the participants in each task: 

1. Learning Object Justification and Learning Object Goals (manager: Contents). 
2. Special Needs Object targeted by the activity (manager: Contents). 
3. Proposed activities: multimedia script (manager: Contents). 
4. Detailed activity description: Story Board (manager: Contents; other participants: 

Graphics and Technical Developers). 
5. Learning Object Evaluation (manager: Contents). 
6. Instructions for Parents/Families/Teachers. Similar activities to reinforce work on 

the learning object (manager: Contents) 
7. Graphic design (manager: Graphic Designers; other participants: Contents, Techni-

cal Developers) 
8.  Activity Implementation and Monitoring (manager: Contents; other participants: 

Graphics and Technical Developers) 

An activity monitoring table (see Table 1. Activity Monitoring) was designed 
to monitor the development of an activity (from the technical viewpoint). This table 
 

Table 1. Activity Monitoring 

 Activity Actor 
 Construct Multimedia Script Contents Manager 
Checkpoint 1 Multimedia Script Checkpoint Coordinator 
 Story Board Construction Contents Manager 
 Story Board Correction Graphics & Technical Managers 
 Story Board Acceptance Contents Manager 
Checkpoint 2 Story Board Checkpoint Contents Manager 
 Materials Files Construction Graphics Manager 
 Materials Construction Graphics Manager 
Checkpoint 3 Materials Checkpoint Graphics Manager 
 Construction of new requested services Technical Manager 
 Resource development and integration Technical Manager 
Checkpoint 4 Implementation Checkpoint Technical Manager 
 Operational testing Coordinator 
Checkpoint 5 Validation Checkpoint Coordinator 
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covers whole the process starting from the multimedia script that describes an activity 
through to its implementation. This monitoring process with several checkpoints im-
proves activity validation, materials reuse and knowledge at all times of who should 
step in to solve a problem, that is, it enhances the coordination among group members. 

4   Conclusions and Future Lines of Research 

The research presented and its application to the Proyecto Aprender have resulted in 
the first public online educational resource, with a special curriculum targeting learn-
ers with special needs for all levels of Spanish primary and secondary education. 

It includes a comprehensive set of learning objects, which has meant that the re-
source has had to be carefully organised according to different criteria: ‘learning ob-
jects’, ‘life skills development’ and ‘complexity levels for each activity’. This has led 
to a navigation menu enabling several paths to access the multimedia activities. 

Another innovative feature is the comprehensive information and materials sup-
plied to provide parents, researchers, teachers and the public involved with learners 
with learning difficulties (the resource’s primary target users) with guidance and help. 

One of the most difficult tasks was to assure that the resource was accessible for 
people with a range of and even combinations of impairments. On the one hand, as 
regards web content accessibility, we have followed the guidelines listed in [5] to 
conform to WAI-AA. Additionally, as regards the multimedia application, we have 
aimed to comply with the guidelines defined in standard ISO/TS 16071:2003. But, 
above all, both contents developers, and audiovisual producers and technical develop-
ers had to “think like the learners”. A group of pedagogues was appointed to test the 
resource. They have made use of real users and assistive technologies in the many 
tests run. The WAI Webxact [19] and HERA (Spanish assessor) guidelines evaluators 
have been used [20] to evaluate accessibility of web pages. 

Certain children were considered as the target of this project is because, viewed 
from an integrative viewpoint, they have special educational needs, and they are go-
ing to need particular teaching aids to achieve their educational goals. Therefore, what 
will shape a child with special educational needs is not its impairment but the condi-
tions affecting its personal development, and this justifies the provision of certain out-
of-the-ordinary teaching aids or educational services, of which this project is part. 

Module 4 will be completed in the near future, the web site and software will be 
translated into different languages, and research will be focused on defining a more 
general methodology for developing accessible multimedia educational web sites. 
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Abstract. The IMS Global Learning Consortium developed the QTI (Question 
and Test Interoperability) specification to allow the exchange of question and 
test data, and their corresponding result reports, between learning systems. QTI 
1.2 had some accessibility issues, as the VISUAL project discovered when 
transforming QTI tests into accessible HTML and voice user interfaces. Some 
problems were due to an insufficient mechanism to specify alternative text, 
other problems were due to the ambiguity of the intent of certain interaction 
types. QTI 2.0 solved the issue of alternative text, but the ambiguity with regard 
to the intent of interaction types was not sufficiently addressed. 

1   Introduction 

In Web accessibility, much attention is paid to accessibility guidelines for content, 
user agents and authoring tools, to software that checks content against accessibility 
guidelines, to the accessibility of user agents to assistive technologies, and to the 
development of assistive technologies and adapted devices. However, it is also impor-
tant to review technical specifications of content types so as to check for accessibility 
features. If specifications are not reviewed for inherent accessibility issues, guidelines 
and tools can only work at the fringes of accessibility. The IMS Global Learning 
Consortium develops specifications for “distributed learning”, most of which are 
based on XML to facilitate the exchange of content, metadata etcetera between learn-
ing systems. One of these is IMS Question and Test Interoperability (QTI), a specifi-
cation for tests and assessments, from single test questions (“items”) to sets of ques-
tions (“sections” and “assessments”), and interactive content. In addition to defining 
test questions and interaction, QTI files also contain “response processing” and grad-
ing information. QTI is an XML-based format that can be used to exchange tests and 
assessments between systems that use a proprietary format internally, but it can also 
used as the native format for tests in an e-learning system. At the time of writing, the 
current version is 2.0, which presents a thorough overhaul when compared to its 
predecessor, QTI 1.2. Version 2.1 is currently undergoing review. 
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2   QTI 1.2 

2.1   QTI 1.2 Response Types 

The QTI 1.2 specification consist of three documents, one if which is the ASI Best 
Practice and Implementation Guide [11]. This document lists 20 example basic item 
types. For each type, the guide provides a visual rendering and the corresponding 
XML code. For most of these types, it is possible to create an equivalent for use in a 
traditional class room, even though some of them cannot be realized with only pen 
and paper, for example standard multiple choice with audio (§ 4.1.4). The two types 
with sliders (multiple choice with slider rendering, § 4.1.8, and numerical entry with 
slider, § 4.4.3) are more typical of human-computer interfaces. Some item types, 
namely standard short answer (§ 4.3.3) and open ended questions with fill-in-blank (§ 
4.3.1, e.g. “Name a renaissance playwright”), cannot be scored automatically with 
current technology. 

The ASI Best Practice & Implementation Guide only provides a visual rendering of 
each of the items; the specification does not consider other renderings, in spite of the 
emergence of voice user interfaces, research on multimodal interfaces and the grow-
ing awareness of accessibility and inclusive design. From a pedagogic point of view, a 
number of examples would benefit from more extended feedback. The CETIS As-
sessment SIG worked on the examples from the specification and modified the XML 
where this was necessary or desirable1. 

The QTI 1.2 specification is agnostic with regard to the technology that is used to 
present the questions. Some online demonstrators use Flash for both the question text 
and the presentation of choices/input, others use a combination of HTML and Flash or 
Java applets. Flash and Java have accessibility issues, so the presentation imple-
mented in the VISUAL project relied on HTML where possible and only resorted to 
an embedded interface where necessary. Nine out of the twenty examples in the speci-
fication can be handled with “pure” HTML, whereas the other eleven types require 
the use of embedded interfaces (at least, the examples in the ASI Best Practice & 
Implementation Guide suggest embedded interfaces). 

The following types can be handled with pure HTML (paragraph numbers identify 
the sections in the ASI Best Practice & Implementation Guide): 

• standard true/false (text: § 4.1.1); 
• standard multiple choice (with text: § 4.1.2; with images: § 4.1.3); 
• standard multiple response (text: § 4.1.5); 
• standard fill in blank (text: § 4.3.1; decimal: § 4.4.1; integer: § 4.4.2);  
• standard multiple fill-in-blank (text: § 4.3.2); 
• standard short answer (text: § 4.3.3). 

The following types require the use of embedded interfaces or DHTML: 

• standard multiple choice (audio: § 4.1.4; with image hot spot rendering: § 4.1.6; 
with slider rendering: § 4.1.8); 

• multiple response with image hot spot rendering (§ 4.1.7); 

                                                           
1 These examples are no longer available on the Web. 
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• standard order objects (text: § 4.1.9; image: § 4.1.10); 
• connect-the-points (logical identifier: § 4.1.11; XY response type: § 4.2.2); 
• standard image hot spot (§ 4.2.1); 
• numerical entry with slider (§ 4.4.3); 
• drag-and-drop (images: § 4.5.1). 

The above distinction is relevant to accessibility, because embedded interfaces 
have their own set of accessibility issues. For the first nine types, accessibility can be 
achieved by making sure that the HTML output conforms to the Web Content Acces-
sibility Guidelines. However, this is not always possible with the QTI 1.2, especially 
with the examples provided in the specification. The following sections discuss these 
basic accessibility issues. These issues are excerpted from a report that was sent to the 
IMS Global Learning Consortium in June 2004. 

2.2   QTI 1.2 Accessibility Issues 

Place-Holder Text for Edit Boxes. Several response types require edit boxes in 
HTML: fill-in-blank is rendered with <input type="text" …>, and standard 
short answer is rendered with <textarea rows="20" cols= 
"80"></textarea>. Checkpoint 10.4 of the Web Content Accessibility Guide-
lines recommends: “Until user agents handle empty controls correctly, include de-
fault, place-holding characters in edit boxes and text areas.” User agents or assistive 
technologies that don’t recognize empty form controls have become very rare (for 
example, JAWS 3.5 with Netscape 4.7.x), so it is probably no longer necessary to 
provide place-holder text. However, this was not the case when work on QTI began, 
and the QTI specification provided no information about this. All example basic item 
types use empty response_label elements, instead of using child elements in 
response_label for place-holding text. 

Alternative text. The basic item type “standard multiple choice (images)” (§ 4.1.3) 
uses images; when rendering this item type in HTML, it is necessary to provide alter-
native text for accessibility. 

The altmaterial element is an optional child element of the material ele-
ment and is primarily intended to provide alternative language content in a single 
item. When used, there is one altmaterial element for each different language in 
the item; the xml:lang attribute indicates the language. The ASI Information Model 
Specification [12] explains that it is an element for “alternative content to be dis-
played in case the linked material cannot be rendered”. A note explains that “this 
alternative material should not be of the same type as the original otherwise it too will 
not be rendered. Different versions should be used to support other languages or Ac-
cessibility options” (p. 42). 

The following code sample adds alternative text to the first response label in one of 
the example from the Best Practice and Implementation Guide (mchc_ir_002.xml). 

<response_label ident="A"> 
  <material> 
    <matimage imagtype="image/gif"  
      uri="mchc_ir_002_image1.gif"/> 
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    <altmaterial> 
      <mattext> 
        Round sign with white background, a red border… 
      </mattext> 
    </altmaterial> 
  </material> 
</response_label> 

The code sample shows that the relationship between the image and its alternative 
text is implicit. When the material element contains just one matimage followed 
by altmaterial, it is probably safe to assume that the altmaterial element 
contains alternative text for the image. However, there can be any number of mati-
mage and altmaterial elements and there is no way to specify which altma-
terial(s) go(es) with which matimage. This is different from the explicit links 
between media and alternative text (or between form fields and labels) that are used in 
HTML. For example, 

• the alternative text for an image is provided as an attribute, 
• the alternative text for an embedded object is provided in child elements within the 
object element, 

• labels are explicitly linked with form controls by means of the id and for attributes. 

The Best Practice and Implementation Guide should have stated more explicitly 
the importance of alternative text for accessibility. The DTD for QTI 1.2 should have 
made altmaterial and mattext required elements and should have specified a 
mechanism to “link” altmaterial with an image (or other media). In order to 
render an HTML img element with an empty alt attribute, implementers could 
leave the mattext element empty. 

The same comments also apply to the use of other media (audio, video, …). The 
basic item type “standard multiple choice (audio)” (§ 4.1.4) uses sound files; when 
rendering this item type in HTML, it is necessary to provide alternative text for acces-
sibility. 

2.3   Accessibility and Test Validity 

Alternative text in QTI would be necessary to allow “equivalent access”. The IMS 
Guidelines for Developing Accessible Learning Applications state that equivalent 
access “provides the disabled user with content identical to that used by the non-
disabled user”, whereas alternative access “provides the disabled user with a learning 
activity that differs from the activity used by the non-disabled user” [2]. In the context 
of QTI, this distinction translates into “equivalent assessment” versus “alternative 
assessment”. The challenge in alternative assessments is ensuring that one is assessing 
the same learning outcomes as with the original method; some assessments fail to do 
this [10]. Equivalent assessment should be provided whenever possible, but there may 
be tests where accessibility features conflict with validity constraints. Validity here 
refers to “[t]he degree to which accumulated evidence and theory support specific test 
scores entailed by proposed uses of a test” [1]. In some tests, accessibility features are 
essential for overcoming threats to validity, while in others, accessibility features can 
actually pose threats to validity [2]. Suppose, for example, that an art history test is 
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intended to assess the student’s ability to distinguish between specific chamber music 
genres (string trio, quartet, and quintet) and asks: “Which of the following extracts is 
played by a string quartet?” Providing text alternatives (for the hard of hearing, as 
required by WCAG [3] and the XML Accessibility Guidelines [4]) would threaten the 
validity of the test. In this case, one would provide alternative assessment to learners 
with hearing impairments; IMS has developed IMS AccessForAll Metadata [6] and 
IMS Learner Information Package Accessibility for LIP [9] to enable the retrieval of 
alternative content.  

Some cases in the Best Practice and Implementation Guide, however, are ambigu-
ous with regard to the aim of the question, and this makes it impossible to decide 
whether equivalent or an alternative assessment should be chosen. The example of 
drag-and-drop interaction contains a drawing of the solar system with an empty text 
box below each planet, and asks the subject to place text markers with the names of 
the planets inside the relevant boxes. However, it is not clear what the outcome is 
intended to test: whether the learner knows the order of the planets, whether the 
learner can recognize the planets by their relative size and colour, or something else. 
The intent of the test would determine if and what kind of text description of the plan-
ets would be appropriate. However, the relationship of this ambiguity with accessibil-
ity is not discussed in the QTI specification. 

2.4   QTI and Voice Interaction 

In the European project VISUAL, QTI items were not only transformed into accessi-
ble HTML (with XSLT): there were also efforts to adapt several interaction types to a 
voice user interface. Interaction with a voice user interface is different from the inter-
action of sighted users with a Web interface. 

1. HTML specifies a two-dimensional layout, whereas a voice user interface works 
purely in the time dimension. 

2. HTML is displayed in whole-page units, whereas VoiceXML and similar lan-
guages describe dialogues, which are in turn presented in smaller units (steps, 
forms, prompts, …). 

3. An HTML page can present the user with dozens of options; voice applications 
must limit the number of options at any step in the dialogue to ease the burden on 
the user’s memory and to improve the performance of speech recognition. 

Generating voice interaction from QTI items is more problematic than generating a 
visual rendering, for several reasons. Since the QTI 1.2 specification only considers 
visual renderings, any rendering that is not purely visual is of necessity a proprietary 
extension of the specification (i.e. it overrides the presentation that is defined in the 
QTI specification). Moreover, the rendering format is often related to the didactic 
purpose of the exercise, so it may be inappropriate or even impossible (e.g. image hot 
spot/image map) to 'override' the rendering format with a different user interface. This 
problem can be solved by providing alternative Items with rendering formats that are 
adapted to the needs of the user. Voice interaction adds complexity to the process of 
answering a question. If the answer to a question goes beyond a single choice or in-
put, the user should at any time be able to review the answer he has built up before 
completing it. Users should also be able to correct a partial answer before moving on: 
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this adds another level of complexity. Voice interaction is not only more complex 
than accessible HTML: there is also a greater difference between the interaction for 
interactive content or for assessments. (The dialogues that were modelled in VISUAL 
only considered interactive content. Assessments require that the user be able to re-
view an answer and, if necessary, to correct it. With certain types of questions, correc-
tions are very hard to handle in a voice user interface; it may even be easier to input 
the answer again from scratch.) Also, certain types of feedback which users of visual 
interfaces get 'for free' (e.g. maximum number of characters for text input) are not 
relevant to or can hardly be implemented in a voice user interface. 

The complexity of voice user interfaces calls for some clarifications in the QTI 
specification. For example, QTI 1.2 has metadata to define 

• whether or not feedback is to be made available (qmd_feedback_ 
permitted), and 

• whether or not hints are to be made available (qmd_hints_permitted), 

but no metadata to specify if a question may be repeated or not when the learner does 
not immediately understand the question. This type of repetition is a feature of hu-
man-to-human communication (“I beg your pardon?”, “Could you repeat that, 
please?”) and needs to be handled in voice user interfaces. This is probably too fun-
damental for voice interaction to provide metadata or other means to disable this. 

3   QTI 2.0 

IMS QTI 2.0 (see [8] for an overview) is a complete overhaul of the language and 
allows authors to define the same types of questions (and others) with much leaner 
code. It specifies many types of interactions that were previously defined as exten-
sions of the language (for example drag-and-drop to order items) or that were previ-
ously not defined (for example file upload and drawing). It uses many elements from 
HTML/XHTML, which makes transformation to HTML more straightforward. Reus-
ing features from an existing language is usually good practice, especially from a 
language with documented and widely supported accessibility features (see check-
point 2.9 in [4]). QTI 2.0 also borrows HTML's object element to allow authors to 
define alternative media and alternative text that are explicitly associated with each 
other (a suggestion from the feedback mentioned above).  

Reusing HTML elements solved an important accessibility issue, but the new speci-
fication does not address the question of rendering in other modalities than visual inter-
action. The examples in the QTI 2.0 Implementation Guide still only consider visual 
renderings and the naming of most question types suggests a rendering instead of a 
learning outcome. The introduction to the implementation guide states: “[The screen 
shots] are designed to illustrate how a system might implement the specification and are 
not designed to be prescriptive. Other types of rendering are equally valid.” However, 
the document does not discuss non-visual renderings, and the names of many interaction 
types suggest visual renderings (for example, hotspotInteraction and draw-
ingInteraction). If the intent of the test is related to a specific visual rendering, it 
is often impossible to define an equivalent test without making the outcome invalid. 
However, for tests where the rendering is only a function of the learning system,  
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QTI 2.0 does not define a mechanism that allows authors to specify that the rendering is 
not important. Moreover, the specification never discusses alternative renderings for 
question types that can be rendered in non-visual modalities. 

QTI takes the opposite approach of W3C's XForms [5], the successor of HTML 
forms that will be integrated into XHTML 2.0. XForms are designed for accessibility 
because—among other reasons—they do not make assumptions about how forms will 
be rendered (for example visually or through voice interaction). When trying to con-
vert the examples from the QTI 2.0 Implementation Guide into XForms, one would 
find that some of the interactions illustrated in the guide are ambiguous. The example 
for associateInteraction asks the learner to identify three pairs of rivals in a 
list of six Shakepearean characters. The illustration is a screen shot of a drag-and-drop 
rendering, and it is not clear if a rendering with edit boxes or selection lists would also 
be appropriate. In other words, it is not clear if the rendering is essential or whether 
one is allowed to render the question in other modalities. 

4   Conclusions 

The IMS specifications for Question and Test Interoperability, versions 1.2 and 2.0, 
have left certain aspects about the allowed renderings and the intent of questions un-
defined, and this leads to ambiguity with regard to how certain question types may be 
adapted for people with disabilities. If more guidance were provided on the relation 
between interaction types and the intent of the tests, it would be possible to create 
more equivalent assessments instead of always relying on alternative assessments. 
This would benefit people with disabilities directly, but it would also eliminate some 
of the overhead caused by alternative assessments and their associated metadata. 
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Abstract. The paper deals about the problem of necessity to modify prepara-
tion of future informatics teachers so that they will be able to use information 
and communication technologies for their educational work with handicapped 
students in mainstream schools. In our research we try to find missing teacher 
competences and appropriate educational contents, methods and forms. 

1   Introduction 

Information and communication technologies (ICT) are necessary in many profes-
sions and also in everyday life. Independent life, further education and professional 
success of handicapped people are possible only if there are fulfilled these 
conditions: 

• They can use modern information and communication technologies in their study 
and everyday life. 

• They can study integrated in mainstream schools. 

Many handicapped people study integrated in mainstream schools, but teachers at 
these schools are not prepared good enough to teach handicapped students and to use 
ICT in education. There is also luck of study materials and methodological materials 
for teaching ICT for handicapped students. 

In frame of our planed research we are trying to answer these questions. 

1. Why should be informatics teacher prepared for teaching handicapped students? 
2. Which teacher competences are missing in former educational study of informatics 

provided by the Slovak universities? 
3. How to help informatics teachers to be competent? 

How to measure if informatics teachers are more competent after using our sug-
gested methodology? 
                                                           
* This paper rose from the research realized in frame of the ESF project MIŠŠ 21, financed by 

the European Union. 
.
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2   Why Should Be Informatics Teacher Prepared for Teaching 
Handicapped Students? 

2.1   Legislation 

Rights of children with special educational needs were reflected in the following 
documents [1]. 

• The English and Welsh National Curriculum which included “The entitlement to 
access to a curriculum which includes the National Curriculum and which is broad, 
balanced and relevant” (Department of Education and Science, 1988). 

• The Salamanca Statement [7] of the UNESCO world conference on special needs 
education (June 1994) states that: Mainstream schools with this inclusive orienta-
tion are the most effective means of combating discriminatory attitudes, creating 
welcoming communities, building an inclusive society and achieving education 
for all. 

• Educational provision for learners with special educational needs should be pro-
vided in the „Least Restricted Environment“(IDEA US, 1990).  

• Articles 23 a 29 of the United Nations Convention on rights of the child (1989). 

Within this context inclusion is irreversible process characterized by evolution 
rather then revolution. Schools can improve and become more effective at the same 
time as they become more inclusive. 

2.2   Statistics 

It is not easy to discover how many disabled people are living all over the world be-
cause not every handicapped person is registered. Information about disabilities is 
difficult to compare between different countries because different countries have 
different definitions of disability and different degrees of political will to publicize 
such information. The following statistics therefore relate primarily to the UK and 
to International Labor Organization sources [3]. 

• The ILO estimates that there are 610 million disabled people worldwide. 
• Disability is estimated to affect 10 percent to 20 percent of every country's popula-

tion, a percentage that is expected to grow because of poor health care and nutri-
tion early in life, growing elderly populations and violent civil conflicts. 

As we can see, each tenth inhabitant of Earth is disabled and it is not low amount. 
But it has to be mentioned that four hundred million of disabled people live in the 
developing countries and large amount of disabled is 50-60 years old.  

2.3   Information and Communication Technologies 

Technology is now the versatile tool for handling information and communication. 
Information and communication technology is therefore central tool for inclusion. 

For learners with special educational needs, technology can provide them with ac-
cess to the curriculum if appropriately utilized within their individual education plans. 
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Fig. 1. Percentage of population in Europe with problems using information and communica-
tion technologies (in 2004) [4] 

ICT can not only make education easier for handicapped students, but in integrated 
schools they are necessary. Forasmuch as informatics teachers are most familiar with 
ICT they should know how it can be used for handicapped students in education. 

This necessity is forced also by the following roles of informatics teachers. 

1. Informatics teachers teach how to use ICT. Whereas handicapped people use the 
same software as others, they may use computers in different way. When a teacher 
knows how to use computer and how to teach computer skills students without dis-
abilities, this knowledge is unusable when he/she is teaching disabled students. 

2. Informatics teachers participate on developing school web pages and educational 
web pages. These web pages should be accessible for handicapped people. When 
teaching development of web pages, informatics teachers should teach their stu-
dents how to create accessible web pages for all. 

3. Informatics teachers are unofficially considered to be ICT-coordinators –general 
advisors for using ICT in education. Therefore they should know:  
• how to use ICT for transformation of study material into accessible form for 

handicapped (e.g. visually impaired) students, 
• how can handicapped student use ICT for taking notes, for his/her project work, 

for testing, and for communication with teachers and schoolmates, 
• how can mainstream teachers and ordinary students use ICT for discovering the 

way of living of their handicapped students and schoolmates (where on the web 
it is possible to find information about handicaps, where are vision or hearing 
simulations, where to find information about Braille and sign language, etc).  

3   Which Teacher Competences Are Missing in Former Educational 
Study of Informatics Provided by the Slovak Universities? 

Our list of competences was created after studying the following sources of information. 

• Educational standards and informatics curriculum for secondary schools published 
on the web page of the Slovak state pedagogical institute <www.statpedu.sk>. 
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• General competencies of teachers of visually impaired formulated during interna-
tional workshops organized by European Committee of ICEVI. These workshops 
were for teachers/staff members of universities/colleges etc, whose duty it is to 
train the teachers of the visually impaired ([6]).  

• Interviewing informatics teachers who have already taught handicapped students. 
• Our own practice in teaching handicapped students.  

Competencies – a specific range of skills, knowledge, or ability we divided into 
seven categories. 

 

Fig. 2. Example of activity for sighted children - production of tactile picture for unsighted 
friend 

Professional Competencies. The teacher should be able to demonstrate a know-ledge 
and understanding of: 

• The appropriate information and communication technology and its applications 
for handicapped students. 

• The principles of making accessible web pages and possibilities of how to use 
established networks to access resources. 

• The possibilities of how to use and develop literacy and numeric skills and imagi-
nations of handicapped students. 

Psycho Didactical Competencies. The teacher should be able to demonstrate a 
knowledge and understanding of: 

• The implications of impairment on physical, cognitive, emotional, social and lan-
guage development and their effect in educational process. 

• The mobility skills of handicapped students and possibilities of how to use them. 
• Design and production of presentation and evaluation material in the appropriate 

medium for all students with handicap. 
• The didactical principles necessary for teaching handicapped students. 
• Ergonomic solutions for using computers. 
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Communicational Competencies. The teacher should be able to demonstrate a 
knowledge and understanding of: 

• The appropriate methods of teaching and communication for children and young 
people who have handicap including those with multiple or dual sensory impairment. 

• Use a range of interpersonal skills, appropriate for working with children, parents 
and professionals. 

Organizational Competencies. The teacher should be able to demonstrate a 
knowledge and understanding of:  

• Current national and local developments and legislation in curriculum and assess-
ment and their implications for learners with special needs. 

• Ability to design and manage an adapted teaching programme, taking account of 
the competing demands of the national curriculum and the special curriculum. 

Diagnostic Competencies. The teacher should be able to demonstrate a knowledge 
and understanding of: 

• The anatomy and physiology of the eye and ear and an understanding of visual and 
hearing functioning.  

• The range and functions of support services available to those with a handicap. 

Advisory Competencies. The teacher should be able to demonstrate a knowledge and 
understanding of: 

• How to lead training sessions about ICT for handicapped for teachers, non-
teaching assistants, parents and relevant others in the field of handicap. 

• How to support the inclusion of a handicapped child or young person in the school 
and community using ICT. 

Competencies of Self-reflection. The teacher should be able to demonstrate a 
knowledge and understanding of: 

• How to monitor and evaluate the implementation of individual student programs 
and learning environments and how to plan the next stage in the education of the 
individual. 

4   How to Help Informatics Teachers to Be Competent? 

To improve competencies of informatics teachers it is necessary to make some 
changes in educational study of informatics for future teachers and to prepare courses 
for real mainstream teachers of informatics. 

4.1   Modifications in Educational Study of Future Teachers 

Regarding the list of competencies mentioned above and informatics curriculum 
for secondary schools we recommend to modify the study plan for educational study 
of informatics in the following way. 
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• To add the following topics to the existing subjects. 
− To add the topic about ways of using computers by handicapped students into 

the basic course aimed at gaining basic computer skills. 
− To add the topic about e-accessibility into the course on Development of web 

documents. 
− To add the topic about universal and accessible design into course on Develop-

ment of educational software.  
− Production of educational software for handicapped children and computer 

games facilitating integration of handicapped students in frame of their term 
projects and diploma thesis. 

− Production of methodological material about teaching informatics for handi-
capped children in frame of student’s diploma thesis. 

• To provide a new course on ICT in education of handicapped students containing 
these topics [5]. 

− Main advantages of using ICT in education of handicapped students.  
− Visually impaired people and special technical equipment for visually impaired 

people. 
− Computers for visually impaired – special SW and HW and methodology of 

teaching computer skills.  
− Hearing impaired people and special technical equipment for hearing impaired 

people. 
− Computers for hearing impaired – methodology of teaching computer skills.  
− People with mobility problems and their work with computer.  
− People with cognitive problems and their work with computer.  
− E-accessibility. 
− Adaptation of study material for handicapped students.  
− Principles of universal design for software development.  
− ICT in activities facilitating integration of handicapped students into mainstream 

schools. 
− Limitations of technology and problem situations.  

4.2   Courses for Real Teachers  

For the informatics teachers it is possible to gain the competences mentioned above 
attending these forms of courses. 

1. Traditional course in computer room with special hardware for handicapped people. 
2. On-line course with study materials published on the web. Communication be-

tween the teacher and participants would be via the Internet (using e-mail or video-
conferencing or chatting software). 

3. Development of web site containing the study and methodological material. 

It is not possible to cover all the topics mentioned in part 4.1 in frame of one 
course. We suggest splitting the content into following modules. 

1. Methodology of teaching MS Windows and MS Word for handicapped students. 
2. Methodology of teaching Internet applications (e-mail, chat, WWW) for handi-

capped students. 
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3. Methodology of teaching MS Excel and MS Access for handicapped students. 
4. Study materials and their adaptations for handicapped students. 
5. Accessibility of information on web pages – legislation, development and testing. 

Each module mentioned above would contain also this information. 

• Who are handicapped students? 
• Overview of special HW and SW for handicapped people. 
• Didactical principles for teaching handicapped people. 

5   How to Measure If Informatics Teachers Are More Competent 
After Using Our Suggested Methodology? 

We plan to do a case study research in frame of which we would inquire these cases: 

• experienced informatics teachers, who have already taught handicapped students 
(we will use structured interview), 

• mainstream informatics teachers, who have never taught handicapped students 
before (we will use structured interview), 

• handicapped students attending mainstream schools (we will use structured inter-
view), 

• students and teachers – attendants of our courses. 

In frame of the research we plan to realize following forms of courses for future 
and real teachers. 

• New course for students of educational study of informatics covering the topics 
mentioned in 4.1. 

• On-line course for mainstream informatics teachers about e-accessibility. 

We will write down the detailed information about the running courses – topics, 
used educational methods and forms, used study materials, feedback from students 
(immediate reactions, written homework). We will analyze all this material. 

For collecting of data we plan to use also multiple choices questionnaires. 

• Attendants will fill the same questionnaire before and after the course, we will evalu-
ate separately data collected before and after the course and compare the results so 
that we will see how the competences of attendants have changed during the course. 

Our research will be aimed at answering the following questions. 

• Which competences of attendants were developed or improved during the course? 
• Are the courses good enough for acquiring the necessary knowledge and skills? 
• Are the study materials good enough? 

We know that there are similar courses for informatics teachers in other countries, 
but the similar study have not been done yet. All the studies done before in the field 
of integrated education were aimed either at the handicapped students or at ICT for 
handicapped people. Our research is aimed primarily at informatics teachers and their 
knowledge and skills. 
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Abstract. People with Specific Needs – even if they are, in principle, willing 
and capable of taking part in ‘our’ information - or better ICT - society – run 
the risk of unemployment and (social) exclusion significantly more often than 
people without disability. While recognized certification schemes, like the in-
ternationally recognised and promoted IT certificate ECDL help to clearly 
prove ones knowledge in handling mainstream IT and open up the labour mar-
ket, those certificates build up new and insuperable barriers for people with 
specific needs when not designed and implemented accessible. Following the 
outcomes of the previously presented EU funded project ECDL PD, primarily 
accessible inclusive training settings are lacking. To overcome this obstacle, the 
Austrian project ECDL bf (ECDL without barriers) worked on an extensively 
accessible ECDL e-learning solution applicable for the mainstream market that 
will be presented in this paper. 

1   Introduction 

This paper presents our ongoing work in the Austrian national funded project ‘ECDL 
bf’. This project is a national and in depth spin off of the EU (Leonardo da Vinci) 
funded pilot ECDL PD1 (2001 – 2004) that aimed at adapting basic materials, identi-
fying structural / organizational barriers for people with disabilities within the 
‘ECDL–Universe’ and deploy lasting mechanisms to carry on the projects’ efforts and 
keep the needs and requirements of people with disabilities on the agenda. 

The follow–up ECDL bf started in late 2004 as a co-operation of strategic and op-
erational partners out of economy, adult and continuing education (IT), research & 
development / higher education, governmental and non–governmental institutions. 

Within the operational partnership, ‘BIT Media and BIT Trainings Centre’ is one 
of the best known ATEC in Austria, and the biggest supplier of training materials for 
ECDL oriented training; their materials were the basis for further developments. 
‘OCG’ (Austrian Computer Society) drives the ECDL in Austria and is committed to 
keep the ECDL open for people with disabilities and is responsible for approving 

1 Please see http://ecdl-pd.aib.uni-linz.ac.at for further information. 
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teaching and training materials on behalf of the ECDL Foundation in Ireland follow-
ing strict quality assurance guidelines. 

Microsoft™ Austria took part and supported this project by funding (as did the 
Federal Bank of Austria and the Austrian Federal Ministry of education, science and 
culture) and disseminating our results having informal studies that stated most clients 
(users and training organisations) use Microsoft Windows and Microsoft Office prod-
ucts as the basis for ECDL [1]. 

1.1   User Needs Assessment and State of the Art 

More than 35.000 people with disabilities in Austria were out of work in 2003 [2]. 
On the one hand, ICT is known to open up new job opportunities – in particular for 

well trained people on adapted workstations – independent of a possible disability. On 
the other hand, the outcomes of our already presented project ECDL PD stated clearly 
that there is a significant lack of accessible IT learning and training opportunities – 
especially those qualifying people with specific needs to enter (or return to) the open 
labour market. More precisely, there is a lack of accessible and inclusive IT learning 
and training opportunities, and specialized training settings often aggravate the situa-
tion. In most cases, qualifications earned in those settings are “specialized”, too – and 
neither recognized nor accepted equally outside this special environment [2]. 

The project ECDL bf therefore headed to design and implement a comprehensively 
accessible ECDL teaching and training e-learning solution applicable for the main-
stream market without changes to the originally designed accessible product. 

The project focused on people with disabilities and elderly people suffering from 
age related disabilities. Statistics outline that 10 – 15 % of the population in western 
countries suffer from a disability and therefore have problems in using standard ICT. 

Disability in the project’s context has been defined as a possible constraint (or all 
possible combinations of constraints) of a persons’ sense of sight, sense of hearing, 
sense of touch, mobility, cognitive and / or linguistic ability, spatial perception and 
finally perception and / or power of concentration. 

Additionally, we identified the following barriers that take effect independent of a 
disability: 

− Inaccessible information (concerning formats, usability…), 
− Inaccessible communication (language, including technical terminology…), 
− Inaccessible architectures / structures, 
− Personal contact / support is not sufficient or not sufficiently adapted to a per-

sons’ needs. 

These definitions emphasized the necessity of a comprehensively accessible setting 
and also showed a high potential impact on the mainstream market, so the work for 
ECDL bf started already in late 2004 [3]. 

2   Target Groups and Specific Needs 

As the needs of different groups of people with disabilities seemed to vary very much 
and were evaluated as sometimes contradicting, it was necessary to define categories 
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of user groups in order to be able to address them properly. In this project the follow-
ing groups have been taken into account: 

− Blind people / people with low vision and / or visual processing disorders, 
− Deaf and hard of hearing persons, 
− People with motor disabilities, 
− People with specific learning difficulties. 

All these groups do have problems in getting training as well as showing the skills in 
handling ICT [4]. The project therefore aimed to support better access to teching and 
training by developing training materials, ‘train the trainers’ initiatives and finally by 
initiating / supporting training activities. 

2.1   Blind People 

Blind people use their sense of touch and / or sense of hearing to access information 
on the screen. This means for the target group that 

− Assistive technology is inalienable, 
− Computer use is an active, tactile reading process running linear - letter by letter 

and is time-consuming, 
− Blind users depend on additional information given by the screen reader. 

Therefore, attention must be paid to: 

− Clear and coherent structures, 
− Comprehensive keyboard support (Shortcuts, Hotkeys), 
− Equivalents for complex structures, such as pictures, graphs and tables. 

2.2   People with Low Vision and / or Visual Processing Disorders 

This target group accesses information on the screen using their senses of sight and 
hearing. This means in detail that: 

− Assistive devices may be used, 
− Flexibility and adaptability of the screen - output to the highest possible extent 

is necessary, 
− Acquisition of information takes more time. 

That implies that attention has to be paid to: 

− Typographic framework (fonts, font size, font weight, kerning…) particularly 
suitable to ease the process of reading and comprehension without early fatigue, 

− Readability / legibility support, 
− Colour schemes and contrast (not only for people with achromatopsia but free 

customizable), 
− Clear and coherent structures. 

2.3   Deaf and Hard of Hearing People 

Deaf people access information on the screen using their sense of sight. Hard of hear-
ing people additionally use their sense of hearing to some extent. 
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That means for this target group that: 

− Output and translations with subtitles and in Easy to Read are indispensable, 
gesture language (video) is highly appreciated, 

− Visual output of auditory information (system / error messages, alarms…), 
− Visual support (attraction of attention, support of the information displayed…), 
− Readability / legibility support, 
− Colour schemes and contrast in line with better legibility / readability and mul-

timedia implementation, 
− Typographic framework (fonts, font size, font weight, kerning…) particularly 

suitable to ease the process of reading and comprehension without early fatigue, 
− Clear and coherent structures. 

2.4   People with Specific Learning Difficulties 

People with SPLD access information on the screen with the senses of sight and hear-
ing. Because of the vast variety of possible forms of learning disabilities (and their 
combinations) the use of a ‘common sense’ is necessary to elaborate possible needs 
and requirements. Experience showed that this target group could benefit from mate-
rials adapted to deaf and hard of hearing persons enriched with auditory information 
and reader support. 

2.5   Older Adults 

This target group and their needs may be characterized by a possible combination of 
multiple, moderate constraints. Often there is no need for specialized assistive tech-
nologies, but the ability to see diminishes for example, as the ability to hear and keep 
focussed does. Perhaps there is also a constraint concerning the individuals’ mobility. 

2.6   People with Motor Disabilities 

People with motor disabilities access information on the screen with senses of sight 
and hearing and there are no ‘critical’ guidelines to be followed concerning screen 
outputs. Nevertheless, everyone can benefit from easy to read information that fol-
lows a clear and coherent structure. From a certain degree, people with motor disabili-
ties use a computer without keyboard and / or mouse, which means that the use of 
assistive technologies becomes a sine qua non. Deriving from this fact, menu items, 
buttons and controls have to be reachable without mouse, thus as a conclusion, par-
ticular attention has to be paid to: 

− Comprehensive implementation of shortcuts and hotkeys – mandatory, 
− Reader support (or even speech output) – beneficial. 

2.7   Conclusions – User Needs 

Starting from the statement: “As the needs of different groups of people with disabili-
ties seemed to vary very much and were evaluated as sometimes contradicting, it was 
necessary to define categories of user groups to be able to address them properly”,
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we realized after working on detailed user needs, that except for few specialized re-
quirements, the ‘special’ needs of ALL target groups can be described with the fol-
lowing set of guidelines – quasi the greatest common divisor [5]: 

− Output and translations in Easy to Read and subtitling of spoken information 
and / or reader support, 

− Visual output of auditory information (system / error messages, alarms…), 
− Visual support (attraction of attention, support of the information displayed…), 
− Readability / legibility support, 
− Colour schemes and contrast in line with better legibility / readability and mul-

timedia implementation, 
− Typographic framework (fonts, font size, font weight, kerning…) particularly 

suitable to ease the process of reading and comprehension without early fatigue, 
− Clear and coherent structures, 
− Flexible training settings that allow this target group to learn at their pace. 

3   Technical Implementation 

Starting point in 2004 was the Bit Media ECDL 4© multimedia e-learning system: 

− In German; Designed with Macromedia Authorware 6.5, 
− With animations and sounds, 
− With interactive elements and tasks to be fulfilled within the tool. 

After a testing phase, it became clear that all common requirements we postulated 
above are, to some extent implemented in the original or realisable over user profiles 
within the given framework. 

For effective Braille display support and support of mainstream speech output we 
decided to keep the given design and adapt it to an optimized HTML version with the 
identical look and feel of the original product (enriched by shortcut and hotkey sup-
port) for people working with those devices. All other user groups work with an adap-
table multimedia version. Please see the following figure for further information on 
possible adaptations for the single user profiles. 

The most apparent difference between multimedia and HTML version is interac-
tive elements in the multimedia product that needed adaptation and redesign. 
We rose this challenge with the following adaptations for our HTML prototype: 

− The information contained in interactive elements (tips, image maps, tasks, 
quizzes, glossary) has been added to the main window or linked to a correspond-
ing HTML document, 

− Comprehensive shortcut and hotkey information has been added where neces-
sary (for example to reach menu items or special functions), 

− Tutorial tasks have to be fulfilled in the original (office) application, task files 
and sample solutions are attached to the tool, 

− Full implementation and usability of glossary information (HTML), 
− Access keys to control all important functions. 
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To fulfil tutorial tasks within the training environment has been evaluated as more 
convenient and leads to a faster success (in some tools, it is not even possible to click 
anything but the right ‘button’ on the screen) but the advantage of fulfilling tasks and 
tutorials within the original application is that users get used to applications’ look and 
feel and have the possibility to explore it on their own – leading to an in depth knowl-
edge and lasting learning effect. 

The possible side effect of feeling ‘lost’ and ‘not accompanied’ by an interactive 
tutorial setting has been cushioned by: 

− Adding original files the learners can work with. 
The users do not have to write own lines before practising for example the 
commands ‘copy’ ‘cut’ and ‘paste’ but open existing sample files also used for 
the multimedia version to work with. 

− Providing sample solutions to check the results. 

Fig. 1. Possible user profiles and corresponding adaptations to the system 

4   Outcomes 

The translation and adaptation process (Easy to Read texts and HTML versions with 
shortcut / hotkey support) has been finished in December 2005. In late 2005, sound 
recording (multimedia and reader support) and (re)assembly started after user tests on 
our prototype [6]. The screen (please see figure 2 for details) consists of four major 
parts: A header part with details (chapter, section, title); a main window with pictures, 
summarized information, tasks and quizzes; an information window with textual de-
scription of the spoken part and additional information / tips; and finally a navigation 
section. 

ECDL bf – ECDL without Barriers

mainstream users 

blind users 

VIP users 

deaf users 

hard of hearing users 

users with motor disability 

users with SPLD 

older adult users 

standard version 

HTML version for screen reader, keyboard only, 
shortcut implementation

Larger fonts, works with screen enlargement, 
keyboard only is possible, shortcut implementation 

Easy to Read texts, better readability / legibility, 
no audio

Easy to Read texts, better readability / legibility 

keyboard and / or mouse possible, 
shortcut implementation

Easy to Read texts, better readability / legibility 

Easy to Read texts, larger fonts 

user profiles features 
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Information window 

Main window

Navigation 

Header

 

Fig. 2. The prototype and a detail screen of the navigation section (multimedia version) 

Access Keys simplify orientation and navigation. The following access keys are 
provided in the standard version: 

Table 1. Access keys and assigned actions 

Alt+1 Alt+2 Alt+3 Alt+4 Alt+5 Alt+6 Alt+7 Alt+9 
start back forth end settings print glossary exit 

 

Information window 
Navigation 

Main window

Header

 

Fig. 3. The prototype and a detail screen of the navigation section (HTML version) 

Provided Access keys (HTML version): 

Table 2. Access keys and assigned actions 

Alt+1 Alt+2 Alt+3 Alt+4 Alt+7 Alt+8 Alt+9 
start back forth end glossary help close window 

 

The multimedia version can be adapted to the users’ needs. Possible adaptations are 
Font Size (Standard, Enlarged); Contrast (Contrast 1 and 2); Text version (Standard, 
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Easy) and Gesture video (Active, Inactive). All combinations of adaptations are pos-
sible at once. 

5   Next Steps 

Already during its development, the project ‘ECDL bf’ attracted considerable interest 
in Austria and the neighbouring German speaking parts of Europe. The possibility to 
use one and the same (accessible) teaching and training system (as CD-ROM and 
possible online version) on the mainstream market as well as in inclusive and / or 
specialized teaching and training settings has been valued. 

In January 2006 intensive negotiations started to transfer ‘ECDL bf / ECDL with-
out barriers’ to Germany and (primarily the German speaking part and then all parts 
of) Switzerland. 

Italy and France are to follow and already showed strong interest in a co-operation. 
In the near future, the consortium heads to adapt the system to English and to dis-

seminate the product throughout the ‘ECDL Universe’. 
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Abstract. In this paper I will present design research carried out be-
tween 1999–2004 at the University of Art and Design Helsinki in col-
laboration with the Classroom Teacher Training Programme for Finnish
Sign Language Users of Jyväskylä University, Finland. The aim of the
project was to produce an accessible web-based study product, as well
as to clarify the sign language students’ deepening of knowledge and
conceptualization related to the subject of cinematic expression, as well
as their collaboration during the web-based course. The aim of the de-
sign research was connected to the general aim of inclusion, for a shared
university for all, which adapts flexibly to the needs of different and di-
verse students. The design research was positioned in the areas of film
art and pedagogy. By merging participatory action research and WWW
production a collaborative study concept dealing with cinematic expres-
sion entitled, CinemaSense, was developed and produced as part of the
research work. It can be accessed at http://elokuvantaju.uiah.fi/.
The usability and accessibility of the CinemaSense was observed during
web-based courses in cinematic expression during 2001, with the help of
a concept survey and network-based communication.

1 Design Research and ICT Tools for Accessible CSCL

Collins & al. [1] argue for the need to develop design research and science to
investigate how different designs of ICT affect dependent variables e.g. in teach-
ing and learning; just as in aeronautics, where researchers look at how different
designs affect dependent variables. Physics, biology, and anthropology can be
viewed as analytic sciences, where the effort is to understand how phenomena
in the world can be explained. Aeronautics, AI, and acoustics can be viewed as
design sciences, where the goal is to determine how designed artefacts behave
under different conditions.

Design begins by asking, who is the artefact for and do they need it [2]? Design
for all (DfA, universal or inclusive design) links to the concept of an inclusive so-
ciety; it is a broad-spectrum solution and a part of modern, multi-cultural society,
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meant to help every citizen. DfA is an approach to the design of products, ser-
vices and environments to be as usable and as accessible as possible by everyone
regardless of age, ability, culture or situation. Usability describes how easily an
artefact can be used by any type of user. Accessibility describes how easy it is for
people to get, use, and understand artefacts. However, in HCI (Human-Computer
Interaction) or in ICT (Information and Communication Technology) accessibil-
ity may refer to the usability of ICT by people with disabilities. Due to this it
is rare to find a DfA product for learning that is used mostly by non-disabled
people; products and services marketed as having benefited from a DfA process
are often actually the devices customized specifically for use by people with dis-
abilities. Hence, a term adaptive technology could be used more precisely when
hardware or software is used to customize a computer for a disabled person [3].

Thus DfA is an inclusive and proactive approach seeking to accommodate
diversity in the users and usage contexts of interactive products, applications
and services, starting from the design phase. DfA becomes essential as life ex-
pectancy has risen and modern medicine has increased the survival rate of the
population. The knowledge-intensive information society itself changes radically
the way students study and interact with each other and with information [4].
DfA in higher education augment fully able students as well as students with dis-
abilities to access content in their preferred way: e.g. it is rather easy for students
with normal vision and with vision impairment or dyslexia to adjust text sizes
and colours of an interface [5]. Furthermore, Namatame & al. [6] aimed to design
web-based interactive educational materials for the hearing-impaired based on
their interaction style. The results of an eye-tracking experiment demonstrate
behavioural differences between hearing-impaired and hearing students when
using web-based educational materials, which might suggest that the design of
web-based materials is insufficient for the hearing-impaired. Another challenge of
DfA is to make ICT tools for CSCL (Computer Supported Collaborative Learn-
ing) accessible to students with cognitive disabilities; including those with poor
communication or reduced reading skills. Similarly there are several types of un-
obtrusive or disputable cognitive disabilities which are more difficult to diagnose
than hearing or vision impairment or colour blindness: dyslexia or autism, motor
or dexterity disability such as paralysis, cerebral palsy, and carpal tunnel syn-
drome. These all have impact on the design and use of ICT in higher education.
But what is good Design for All practice in higher education? How do you design
a service for all possible students?

2 Research and Methodological Approach

The research problem to solve was how to produce an accessible WWW service
on cinematic expression, which supports both collaborative web-based learning as
well as individual development of knowledge in the field of film [7–9]. The method-
ology was based on user-centric and participatory design methods to launch a col-
laborative design research [10–12]. At the commencement, a service concept for
flexible collaborative web-based study of film was developed and the first version
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of the CinemaSense portal was produced [13] (fig. 1). Secondly, the WWW service
was tested and developed into an accessible and multi-cultural, art subject, web-
based study format with the help of Deaf students [14–16]. Thirdly, observations
and experiences from the design research were sought for theoretical consilience
with the help of constructive and collaborative learning theory, interdisciplinary
with the cognitive sciences and research of cultural evolution. [17]

Fig. 1. Spanish version of the CinemaSense – CinemaEsencia – with Colombian Sign
language, http://elokuvantaju.uiah.fi/

A grounded theory approach was used where a textual database or corpus
(such as emails of the participants) was read and re-read to discover or label
variables and their interrelationships [18]. The data of the research was made
up of the concept maps [19], questionnaires, e-mail messages, diaries and doc-
umentary films of the research group participants as well as the concept maps
and initial questions of the control group. Beside the corpus, all aspects of the
inquiry learning process, i.e. setting up research problems, constructing ones own
working theories, searching for new scientific information, was shared with fel-
low students by using a shared CSCL database during studies. The information
objects, e.g. in the form of notes, were produced as a dialogue so that each note
was commenting and linking to another. The metadata of each note like, the
author’s name, the category of inquiry defined by the author, and to which note
it is referring to was created during the dialogue. Finally the data was comple-
mented with the e-mail communication of the CinemaSense production group
members as well as the MA thesis project, dealing with the CinemaSense pro-
duction process. As a result, there was information in the large data corpus of
the Deaf students’ emails, learning environment (FLE) [20] discussion messages
and concept maps drawn by each student during film study workshops.
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Different self-organizing maps (SOM) were generated based on the meta-
data and the written information in the subject and body of the notes [21].
The SOM is a widely used artificial neural network model. Similarity clustering
achieved by means of the SOM is suggested as an alternative or complementary
method to conventional list-based approaches of organizing large data charac-
terized by significant patterns of multiple criteria [22, 23]. Finding structures
in vast multidimensional data sets like students e-mail messages is difficult and
time-consuming. Kohonen’s SOM can be used to aid the exploration; the struc-
tures in the data sets are illustrated on map displays where similar items lie
close to each other [24]. The SOM learning process is unsupervised: no a pri-
ori classifications for the input examples are needed. The learning process is
based on similarity comparisons in a continuous space. The result is a system
that associates similar inputs close to each other in the two-dimensional grid
called the map (fig. 2).

M35
M30
M24
M06 M10

F06
F03

F02 F04

F10
F07

F05

AL

M16

M04
M02

M03

M19
M07

M05 FAR AR

Fig. 2. A map of FLE learning environment and e-mail communication based on strate-
gies of collaboration. F=FLE message, M=e-mail, 01–10=students of Jyväskylä; 16–
35=students of Helsinki; AR=Tutor, AL=tutor of editing workshop. Note student 03
using e-mails (M03) near AR and clusters of students on the left of the map. The
student 03 collaborates more in the learning environment (F03).

The input may be highly complex multidimensional numerical data [25]. The
corpus was coded for the SOM analysis. The maps were then used to evaluate how
students conceptualization evolved during the film studies in distance education,
an important aspect of a collaborative and complicated project. Hence the SOM
was a tool for getting an overview of the students learning and development
of conceptual thinking, in this case concerning film art. From the researcher’s
viewpoint, it was difficult to find coherent patterns in such complicated data,
because the significant information had to be collected from a vast corpus of
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written texts. Hence presenting the students knowledge with maps reduced the
cognitive load of the researcher.

3 Findings and Products

1. Theoretical investigation and description of the design research process as
to how to produce a web service and basic level, net-based learning material
for the study of cinematic expression.

2. The research group participants’ concept maps became more conformed and
their concepts became more professional whilst studying cinematic expres-
sion in the web-based course.

3. By the end of the web-based course the concept maps of the participants
had developed from film viewer maps to filmmaker maps.

4. The research group traced professional production, designed and developed
the subject of a documentary film, organized the production and produced
three documentary films.

5. The accessible and multi-language CinemaSense v1.0 service and a web-
study course concept for flexible art subject studies was produced. The re-
search also increased understanding in interactivity of multi-lingual, web-
based study. The results can be applied in the production of multi-modal
web courses, interfaces and services that, for their own part, promote inclu-
sion as well as multi-cultural and flexible university study.

4 Future Plans

Design and research solve the same problems of quality and innovation [9]. How-
ever, unlike research, design does not have to be new although it has to be
good from the users perspective. A good design is not imposed on the students
without first studying the intended users and figuring out what they need. Fu-
ture design research projects should bring the concept Design for All (Universal
design, inclusive design) under critical research by methods of practical design
experiment. Thus it would be possible to discover a robust rationalization for
the rather political concept of DfA which is mainly derived from the rhetoric of
modern welfare state and information society.

The methodology of the design research should be developed as an interdis-
ciplinary effort by reflecting data with the results of e.g. cognitive sciences and
brain research. Further research should clarify the relation of so-called cultural
universals, varying biological constraints and situated cognition for the collab-
orative design task. Researchers, designers, professionals, and students should
codesign multimodal, multicultural, and multilingual interfaces for advanced
studies in higher education. Design tasks should involve designers representing
variable cultural backgrounds, and accessibility of the designed artefacts should
be tested with users of diverse cultural and physical qualities. Hence design re-
search would contribute to production of accessible and universal ICT tools for
CSCL in higher education.
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Abstract. This paper gives an overview and extends the Special Thematic Session 
(STS) on ‘Deaf and Hard-of-Hearing People: Electronic Communication Aids’. 
The topics of the session focus on special equipment to improve the 
communication between people with or without hearing-impairments, on 
improvement of communicational skills, or on methods to generate a better 
research environment for respective technical developments. The papers are 
related to visual communication using sign language, lip-reading or written text, 
to spoken or written language acquisition or improvement, or to general 
services for hearing-impaired persons. 

1   What Does the Word ‘Hearing-Impairment’ Mean? 

About six million people with severe hearing-impairment live in the European Union. 
Traditionally, we distinguish between hard-of-hearing, late deafened or deaf people. 
The major difference in terms of language skills is determined by the question 
whether the impairment occurred before or after basic acoustic language acquisition. 
The mother tongue for hard-of-hearing or late deafened people is an acoustic 
language, whereas the one of deaf people is a respective sign language. Since sign 
languages are visual languages and language skills strongly influence abstract 
thinking and thus, the way of thinking, communication problems between the two 
groups are likely to occur. Many hearing-impaired people organize in associations 
either for deaf or for deafened or hard-of-hearing. The deaf society is traditionally 
very strong with several special interest groups, whereas hard-of-hearing or deafened 
people tend to stay in their ‘old society’, i.e. the people without hearing-impairments.  

The consequences of this splitting yield an ill positioning in the education of 
children in many European countries, where educational dogmas are sometimes 
imposed against individual help for the children. Teachers are often urged to use 
signing (sign language or language-related sign language) or not signing (speech 
reading), dependent on country, region, school, and influenced by their individual 
university education. Developers of technical aids often stumble ‘responsibility-free’ 
into one of the two groups and follow the own interest in image or speech processing 
or other language-related signal processing or programming techniques.  
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The balance of technical innovations is therefore often based on personal interests 
instead of on educational needs of the children. With the improvement of high-tech 
supportive equipment, some of these old fixed schemes are becoming less important. 
Especially the large number of cochlea implant operations in babies or young children 
has an enormous impact on future developments of political decisions and educational 
paradigms; many children with cochlea implants can now join ordinary schools and 
will socialize in both, the deaf and the non-hearing-impaired societies. This new 
situation will naturally lead to new, non-conformal paradigms in the educational 
systems and in the assimilation between the two societies. Developers of technical 
equipment should consider such actual and future perspectives, take-over more social 
responsibility, and participate in the prospective unification process. 

2   Communication 

Individuals need to communicate with each other. Naturally, we make use of a variety 
of communication channels or modalities. The stimulation of modalities leads to 
respective concerted perceptions or emotions. It is difficult to create similar 
perceptions or emotions by substituting one modality by another one. The learning 
abilities of humans may substitute for this deficiency. 

As a good painter needs to have good basic painting skills, a good communicator 
needs to have good basic communicational skills; these essentially concern 
recognition and association – which may be trained by stereotype computer programs 
or other technical aids. Abstract understanding is individual and must evolve from an 
individual person-to-person dialogue. The fundamental domain of our developments 
is therefore the acquisition of basic communicational skills. 

3   Electronic Communication Aids for Hearing-Impaired Persons 

Different hearing-impairments lead to different suggestions or technical requirements 
for the substitution of the hearing loss in order to communicate within the majority-
environment of the non-hearing-impaired. In the following, some technologies will 
briefly be mentioned. 

3.1   Cochlea Implants 

Cochlea implants substitute the mechanical stimulation of the inner hair cells at the 
basilar membrane in the inner ear by an electrical stimulation. A distinct number of 
electrodes are lined-up on a plastic tail, which is inserted into the cochlea. The 
electrodes cover a wide range of acoustic frequency areas in the cochlea. The 
complete hearing aid consists of two parts, the external microphone with signal 
processing unit and the implanted electrodes with control unit. The sound signal is 
received by the microphone and decomposed into a distinct number of sound 
channels, the outputs of which being fed through an inductive or radio coil to the 
single electrodes. Typical numbers of electrodes are 32 or 64. The insertion of the 
plastic tails with the electrodes destroys any residual hearing, which makes the 
implantation an enormously important decision for the future of the patient. 
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Implantations are often applied to babies or children, if possible within the first year 
of life, when the auditory pathway and the auditory cortex still have their maximum 
plasticity. Successful operations lead to new type of acoustic language acquisition. 
Few technical training aids have so far been developed to support language 
acquisition or certain communication deficiencies of people with cochlea implants. 

3.2   Hearing-Aids 

People with residual hearing abilities may benefit from external hearing aids. In many 
cases, the demands of reconstructed directional hearing require binaural hearing aids, 
i.e. amplifier devices in both ears. These amplifiers must be individually adapted in 
order to compensate for the individual hearing-losses. There is a wide variety of 
analog or digital hearing aids with very advanced miniature signal processing units.  

Traditional hearing aids substitute certain sound frequencies and intensity levels by 
other ones and are most often used by people with an ordinary language acquisition. 

3.3   Tinnitus Masker 

A tinnitus is a sound perception that lacks any external acoustic stimulation. It can be 
caused by deficiencies in the auditory pathway including the cerebral auditory cortex. 
Permanent tinnitus sensations strongly influence the physical and psychological state 
of the patient. Tinnitus maskers are acoustic stimulators similar to hearing aids that 
repetitively send-out sound pulses or short sound sequences in order to mask the 
perception of the internal permanent sensation. They must be adapted individually 
and are worn as ear channel plug-ins or behind the ear mainly at night when the 
sensation is predominant. The noncommercial Tinnitus Masker [1] is an easy-to-use 
alternative that allows to choose the sounds that mask the tinnitus best and to mix 
them in order to create real-time masking relief via headphones. WAV or MP3 may 
also be recorded to create a custom portable masking relief. 

3.4   Training Aids 

There are diverse technical training-aids available to improve visual communication 
skills through sign languages, language-related sign languages, finger spelling, or 
speech reading (lip-reading) or to improve one’s speech intelligibility with the help of 
a visual feedback system. The two general types of training aids are CDs with i) pre-
recorded video material or with ii) visual or audio-visual computer animations. 
Technical training aids require a good didactical program so that the patients can gain 
the maximum effort to improve their basic communication skills. Technical training-
aids may for a short time be used in self-training but should generally be accompanied 
by the supervision of a human teacher in order to avoid artefactual education. 

3.5   Tactile Training Aids 

The idea to support the process of speech reading with the help of a tactile assistive 
aid is motivated by the success of the Tadoma method of speech reading [2]. Tadoma 
is a natural vibro-tactile method. It is mainly used for the communication with deaf-
blind persons, who perceive articulatory movements and actions that occur during the 
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production of speech with the help of their fingers and hand by touching the speakers 
face and neck.  

At present, there are diverse tactile aids available, which support speech reading by 
providing extra information that is visually not available. Examples are the MiniVib4 
[3] or the Mini-Fonator [4] devices, which consist of vibrator arrays or bands attached 
to the body (e.g., to the chest). Output of a typical research project in the area is the 
OSCAR hand-held vibro-tactile aid [5], which presents features of the acoustic signal 
through two vibrators to the user. An improved version is the handhold FLIPPS with 
five vibro-tactile fingertip stimulators [6]. 

4   Topics of the Special Thematic Session 

The STS is with ten papers mainly focused on technical devices or applications for 
hearing-impaired persons, followed by technological methods to develop such devices 
with three papers and by technical training-aids to develop communicational skills 
with two papers. The STS covers improvement of visual communication using sign 
language, lip-reading or written text, spoken and written language acquisition, and 
general services for hearing-impaired persons. 
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Abstract. The talking-head telephone, Synface, is a lip-reading sup-
port for people with hearing-impairment. It has been tested by 49 users
with varying degrees of hearing-impaired in UK and Sweden in lab and
home environments. Synface was found to give support to the users, es-
pecially in perceiving numbers and addresses and an enjoyable way to
communicate. A majority deemed Synface to be a useful product.

1 Introduction

Hard of hearing people often rely on lip-reading to follow conversations. This
works well in face-to-face situations but over the telephone this visual informa-
tion is missing, and people are left to rely only on what they can hear. This
means that telephone conversations can be difficult and frequently these prob-
lems are greater when the person at the other end is a stranger. Many people
with hearing difficulties report that they have stopped using the telephone as
their hearing impairment has increased.

A solution a this problem could be video telephony. The current technology for
video telephony lacks the quality that is necessary for lip reading [1], and sets a
number of problems ranging from lack of privacy to the need for special equipment
on both ends of the line. The SYNFACE project has developed a prototype system
with a synthetic talking face that reproduces the lip movements of a talker only
from the acoustic signal [2]. This can be used by the person with impaired hearing
to improve understanding, transparent to the person on the other end of the line.
The prototype has been developed for Swedish, English and Dutch. This paper
describes user evaluations of the prototype system for Swedish and English with
hearing impaired users in Sweden (KTH) and UK (RNID), respectively.

2 SYNFACE Talking Head Telephone

The main parts of the Synface system are a phoneme recogniser and a three
dimensional artificial face that runs on a standard pc. As the automatic pho-
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netic recognition and the visual animation software need to run simultaneously
on a compact machine, the computational resources are quite limited. A unique
phoneme recogniser was developed for Synface [3] that was optimised to deliver
phonetic output with very low latency (30 msec). Recognisers for the three lan-
guages were trained on speech collected in the ESPRIT SpeechDat project. The
three dimensional artificial face animation is based on work originally described
in [4]. An articulatory control model [5] is used to animate the movements of the
artificial face. This model takes time-stamped phonetic symbols as input and
produces articulatory control parameter trajectories to drive the face model.
The control model includes coarticulation to account for the influence of neigh-
bouring segments. A special real-time version of the rule-based control model
has been developed, that uses a finite time-window of articulatory anticipation.
For the prototype Synface system, control models have been adapted to Dutch,
English and Swedish.

In the Synface prototype used in the evaluations the incoming telephone
speech is tapped of the line, fed into the computer and analysed to produce
the face articulation control parameters. The speech is delayed by 200 msec to
allow for the delays in the recogniser and the artificial face, time aligned with
the face movements and played back to the user in synchrony with the face.

3 SYNFACE User Evaluations

The focus of the evaluations was on gaining users attitudes and opinions towards
Synface. The evaluations reported in the present paper were performed at two
places: RNID performed the evaluations of the English prototype and KTH of
the Swedish prototype. Between the two sites, a total of 49 evaluations have been
completed. These can be broken down into lab-based and home based trials, as
described below.

The structure of all tests were similar although the duration and locality
differed. The evaluation participants were informed about how Synface worked,
they performed some comprehension tests and made telephone calls using the
Synface prototype. In connection to the tests the evaluation participants were
asked to fill in a set of three questionnaires:

– Selection questionnaire. Designed to find out basic information about po-
tential participants to ensure that a variety of users were recruited for the
evaluations.

– Pre-Evaluation questionnaire. Designed to gain an understanding of each
participant, how they use existing communication methods and the problems
they have encountered.

– Post-Evaluation questionnaire. Designed to gain the participants’ opinions
of Synface, the problems they encountered, the usability of the prototype,
whether they would use such a system in the future and additional marketing
related questions.
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The questionnaires were compiled by RNID in English and translated into
Swedish to facilitate comparisons between the evaluation results. In addition to
filling in the questionnaires all participants were interviewed after the evaluation
sessions.

3.1 British Evaluations

The evaluation participants were selected from a larger group who had volun-
teered to participate. They had filled in the selection questionnaire and were
selected to form a group with an even spread of hearing impairments and a bias
towards the older age groups.

Lab-Based Evaluations. Extensive lab based evaluations were carried out with
33 participants (14 males, 19 females). Of these, 25 used hearing aids, 5 had a
cochlear implant (CI) and 3 participants used no listening devices. Participants
were asked to describe their hearing level (when using hearing aids or CI, if ap-
plicable). Fig. 1 illustrates the distribution of participants’ responses. To gauge if
and how participants use lipreading they were asked a number of questions. 97%
of participants stated that seeing a speaker’s face helped them to understand con-
versations. 36% felt they were able to understand without seeing the talker’s face if
in a quiet room, whereas only 21% felt they would be able to in a noisy room. They
also differed in how much they used voice telephones. Five participants no longer
used a telephone, 4 participants used the telephone less than once a week and 4
participants used a voice telephone weekly. Only 48% of participants felt confident
using a voice telephone. The main reason for not using the telephone was that they
could not hear enough. Results also suggested that communication with familiar
voices is easier than with strangers: 51.5% of participants felt that they could eas-
ily understand people they knew on the telephone whereas only 15.2% felt they
could easily understand people they did not know. Several participants stated that
they struggled understanding names, numbers and people with accents.

The evaluations were carried out in a research lab at the RNID, and the same
experimenter carried out all the evaluations. In each lab evaluation participants

Fig. 1. British participants’ descriptions of hearing loss with hearing aid or CI
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were first asked to complete the pre-evaluation questionnaire. They were then
shown the Synface video and any questions in relation to Synface and the eval-
uation were answered. Participants were then shown the short story about the
North Wind.

The experimenter then described each of the four scenarios that would be
the topics of each of the calls they would make using the prototype. Each par-
ticipant was given the same examples of possible questions they could ask. A
second experimenter was at the other end of each of the calls. After participants
had completed the scenarios they were asked to complete the Post-Evaluation
questionnaire and then a full debriefing interview was carried out.

Home-Based Evaluations. The second part of the UK evaluations was to in-
vestigate how participants’ attitudes and opinions changed with extended usage
and whether users’ ability to lip-read the face improved with practice. 6 peo-
ple, selected from those that participated in the lab-based tests participated in
these evaluations. These home-based evaluations involved the prototype being
installed in a participant’s home for a period of 2 weeks. The participants re-
ported either mild or moderate hearing losses. Four of these participants stated
that they find communication using a voice telephone ”somewhat effective” and
2 stated that they find the telephone ”not at all effective”. Of these participants
3 use a voice telephone on a daily basis, 1 uses a voice telephone on a weekly
basis, 1 uses a voice telephone less than once a week and 1 participant no longer
uses a voice telephone. In addition to questionnaire results, data was collected
using an informal interview at the start and end of each evaluation as well as a
short telephone interview two weeks after the evaluation had ceased. Quantita-
tive data was also obtained by giving participants a short questionnaire based
on the post evaluation questionnaire used in the lab-based evaluations.

To gauge whether any learning effects took place, participants were scored on
the number of keywords understood in pre-recorded sentences. These sentences
were presented to participants at the start and end of each evaluation.

3.2 Swedish Evaluations

The Swedish evaluations were either lab-based, 5 participants, or home- or work-
based, 5 participants. The lab-based evaluations lasted about half a day and
contained different tasks including comprehension tests, a telephone call to one
experimenter following a set scenario and unsupervised calls. The home- or work-
based evaluations ran for one to four days. These evaluations contained some
initial familiarisation with Synface and how it worked and a call to the same ex-
perimenter following the same scenario as in the lab-based evaluation, otherwise
they were unsupervised. The home-based test participants also took part in a
comprehension test at KTH after their evaluations.

The evaluation participants were recruited among patients at a cochlear im-
plant clinic and a hearing rehabilitation clinic in Stockholm. All participants re-
ported that they had problems understanding unknown people on the phone while
one person from each group reported having problems understanding people they
know. Their lipreading skills were estimated in the comprehension test, Fig 2.
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Fig. 2. Word comprehension of 1. speech only, 2. speech with Synface, 3. speech with
hand edited talking head synthesis and 4. natural visual speech. All speech is from the
same speaker. Results from the Swedish evaluations.

Lab-Based Evaluation. The five subjects, two women and 3 men, that par-
ticipated in the KTH lab-based evaluations had some prior experience of the
Synface technology. Four of the subjects used hearing aids equipped with t-coil
for the telephone conversations.The fifth subject had a cochlear implant (CI).
Two subjects stated that they could not hear what is being said but could hear
some sounds, one that he had some difficulty, even in quiet situations and two
had some difficulty, mainly in noisy situations when they were asked to describe
their hearing level in the questionnaire. The telephone usage varied between the
subjects, one person had stopped using the telephone two years ago, one person
used a telephone weekly and the remaining three used it most days.

Home-Based Evaluation. Five evaluation participants, two males and three
females, tested Synface in this series, one participant used Synface at work, the
other four used it at home. Three of the participants used a CI, the other two
used hearing aids. All had a severe to profound hearing loss. One participant
stated that she had no difficult in hearing what is being said even though she
is using a CI and is relying on lipreading to understand speech. One participant
stated that she had some difficulties even in quiet situations and the remaining
three had some difficulties hearing speech, especially in noisy situations. Three
of the subjects used a telephone every day and two used it weekly. Four of the
participants used either hearing aid with a T-switch or a CI when using the
phone while the fifth participant used a telephone with amplification.

4 Results

4.1 British Lab-Based and Swedish Evaluations

The evaluation results from the British lab-based tests and the Swedish tests have
been combined in the following. Overall the participants found that Synface gave
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some support. In general attitudes to Synface varied with 17% finding Synface
helped a lot, 65% finding Synface helped a little and 19% finding it did not help.
Overall only 8% of the participants stated that they felt that Synface did not
make communication clearer when using a voice telephone and only 6% stated
that they felt Synface did not make communication more effective. When partic-
ipants were asked before using the prototype if they felt that Synface could help
them use the telephone more successfully, responses were all generally positive or
neutral. This suggests that if the prototype was improved, there is the potential
for Synface to assist many hard of hearing people to use a voice telephone more
successfully. This suggestion is also supported by the 80% of participants who
used the Synface prototype and stated that it was useful product and the 63%
that stated that it was an enjoyable way to communicate. The questionnaires
asked participants about problems that they encountered while using the Syn-
face prototype. A large number noticed that Synface made errors, although there
was slight variation in the number of errors noticed. The errors that were noticed
were found to only upset or annoy 38% of participants but caused confusion for
54% of participants. Comments made after the UK home based evaluations sug-
gest that with time participants may be able to learn to accommodate some of
these errors. Each of the evaluations also highlighted that participants showed
a preference for a more realistic face and 67% of participants stated that they
felt that the movements of the face were not natural. However other qualita-
tive comments made by participants could suggest that these responses were
due to the fact that facial expressions indicating for example agreement, turn-
taking, mode and emotions, etc. were not available with Synface; that there is
a need for greater articulation and differentiation between the visual aspect of
the Synface prototype; or that as suggested in the UK evaluations, preference
for a more natural or realistic face may be due to personal preference, and not
relate to comprehension. When asked if they would prefer Synface to other tele-
phone alternatives, participants indicated that they preferred Synface, and that
a videophone was more popular than using a textphone.

4.2 Comprehension Experiments

A comprehension test was included in the Swedish evaluations. In this test com-
parisons were made between presenting speech as audio only, through Synface
or through a talking head with hand edited recognition or as a video recording,
Fig.2. The test material has been used in an earlier study [6]. Most users gained
some help from Synface compared to no face. Lipreading a real face was found
to be more beneficial to comprehension than Synface. This is probably due to
the fact that Synface does not display facial expressions to signal agreement,
turn-taking etc., which is present with a real face.

4.3 Home-Based British Evaluations

These evaluations have further highlighted the potential of Synface to improve
communication for hard or hearing people. The results suggest that some benefit
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was gained when using Synface. After extended use participants commented that
more benefits were gained once they accepted Synface was an aid to listening
rather than a replacement, and with time they were able to accommodate some
of the errors that were consistently made by the prototype. No learning effects
were found to occur over the duration of the evaluations (2 weeks). This may
have been due to the length of the evaluation, the measures used or that this
skill requires more time to be learnt. However more research would be needed
before further conclusions could be drawn.

The simplicity of the prototype allowed participants to interact with the tech-
nology with minimal distractions, the importance of which was highlighted by
the increased levels of concentration that participants felt were needed using
Synface compared to a standard voice telephone. A simple prototype also al-
lowed the investigation of users attitudes towards the concept of a lip readable
telephone rather than specific features of the prototype. Although participants
showed a preference for a more realistic face during the lab based evaluations,
this was seen to be less important after extended use. However a more realistic
or natural looking face would be more enjoyable to look at.

After using Synface for two weeks, results highlight the importance of the
lip movements being as accurate as possible and that animations are in sync
with the audio. Comments were also made that these lip movements need to
be emphasised so that it is easy to distinguish between different sounds. The
switching mechanism that is used to prevent the delayed audio being played
back to participants was also noticed more frequently with extended use and
was still seen as not being ideal by the majority of participants.

Despite a number of participants who commented that they made more calls
than they would normally whilst using Synface, they felt that once Synface was
removed they would quickly slip back into their old ways. Synface did effect how
participants communicated, and that with a number of improvements lipreadable
devices such as Synface may be desirable and valuable pieces of technology,
improving the chances for hard of hearing people to have equal access to voice
communication.

5 Conclusions and Future Work

From the results of the evaluations it is difficult to indicate exactly who found
Synface the most or least beneficial. Lipreading ability was not found to relate to
those who benefited from Synface. However, the UK lab and the Swedish results
appear to suggest that those participants, who are able to use a standard voice
telephone successfully, gained less benefit from Synface than those who encounter
greater problems. The UK evaluations also suggest that those participants who
struggle to use a voice telephone still struggle when using Synface. A number of
participants, including those who gained very little benefit from using Synface
in each of the countries, also stated that Synface was useful with specific details
such as names and numbers that they normally struggle with.
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The Synface prototype is currently undergoing usability improvements, and a
pre-release version of Synface for IP-telephony will be offered to hard of hearing
users in Sweden and UK during spring 2006, by newly founded company SynFace
AB http://www.synface.com.
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Abstract. High speed connections have enabled video-based communi-
cation and given deaf and hard-of-hearing people the opportunity to rely
on the visual modality to better communicate with each other and with
hearing people. However a number of obstacles still have to be removed
to make this technology really accessible for all: technical expertise for
operating a computer, lack of compatibility, poorly integrated services,...
This papers describes an ongoing project for providing a better accessibil-
ity by (1) supporting multiple kind of user terminals (such as PC, video-
phone, TV, mobile phone) in an interoperable way; (2) with a simple and
user friendly interface, (3) giving access to a number of related services
such as directories, video message box, relay centre and signed news.

1 Introduction

Hearing impairment is an invisible disability which is quite frequent: it is es-
timated that 8% of the population suffer from hearing loss. Deaf and hard-of-
hearing people have very specific communication needs which are crucial for their
personal development and their successful integration:

– communication with hearing people: for signing deaf people, this is a major
problem as the spoken/written language of the country is not their natural
language. They often have a poor level of written language, cannot speak nor
read on lips. For optimal comprehension, it is better for them to rely on a
sign language interpreter. However many countries lack of such interpreters
and booking one generally requires 2 weeks notice. The availability is even
worse in large countries where interpreters spend most of their time in travel.

– remote communication: there is no real ”deaf” equivalent to the phone. Most
solutions (TTY, SMS, email, chat) are text-based and many lack real-time
interactivity.

– access to information: availability of deaf-specific subtitling and/or sign lan-
guage interpreting of television broadcasts or video material is still marginal
in many countries.

K. Miesenberger et al. (Eds.): ICCHP 2006, LNCS 4061, pp. 587–594, 2006.
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Videophone technology has been available for a long time but before the
generalization of low cost high speed connections, only big companies could
afford the cost of multiple ISDN lines and the expensive hardware required.
With the rise of high speed Internet, progress in compression techniques and
development of low cost web cameras, video communication is now within the
reach of every computer user. However, a computer-based solution does not fit
the need of every deaf person: less educated or older people will have trouble
using such a complex interface.

Considering that the primary interest of deaf people is not to process text or
graphics but to communicate and access to information, other kind of terminals
such as a phone with a LCD screen or a TV set-top box may provide a simpler
interface. Moreover it could also give a unified and device independent access to
the set of services deaf are looking for and for which they currently have to rely
on a number of different devices or applications (SMS, messenger software, web
browser...).

The purpose of this paper is to report on our experience of designing such a
portal. Before detailing our architecture and prototype implementation in sec-
tion 3, section 2 will give an overview of the various services and related tech-
nologies, partial similar attempts will also be reported. Finally, section 4 will
discuss some perspectives and draw some conclusions so far.

2 Review of Solutions Meeting Deaf Needs

This section is an updated summary of a feasibility study we carried out for
the Walloon Ministry of Social Affairs and Heath [10]. It also relies on a large
European workshop on this topic [11].

2.1 Video-Based Communication

The main need to address is to enable video communication. The related re-
quirements for signing deaf and hard-of-hearing people are well know and were
described before in [2,3], and [4].

– resolution: CIF (352x288) resolution is required to catch details such as
fingers and face expressions (for sign language) and lips (for lips reading).

– framerate: 20 FPS (frames per second) is recommended for a natural con-
versation. Deaf people can cope with 15 FPS but have to slow down.

– transmission delay: experience show that a delay less than 0.5 second is not
really perceived. Above 1 second, it becomes a barrier to natural
conversation.

– audio: audio should be available and synchronized for use by people with
hearing remains. An appropriate output should be provided to plug hearing
aids.

– screen size: 6” screen available on videophones is too small and only allows one
person to sign. Standard computer displays (17” and above) are appreciated in
full screen mode. TV output is also a good option, even analogue CRT: indeed
TV resolution roughly matches the minimal video resolution required.
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– light: strong light, preferably indirect, is required for the optimal camera
operation.

– centring: signing requires to focus on the upper body while lips reading
requires to zoom on the face. It is useful to have a local view to control its
position. Many webcams now come with face tracking: this feature is not
adapted for signing.

Those are quite demanding requirements which translates into large band-
width: about 400 kbps (kilobits per second) for the older compression algorithms
(h.263-based). As a new generation of codecs (h.264, mpeg4) is now being de-
ployed and will reduce the bandwidth required. Another major issue is quality
of service (QoS): Internet transmission does not enforce QoS unless explicitly
supported by the provider and only within its infrastructure. To cope with this,
extra bandwidth is generally required. In most countries now support 512 kbps
on the slower upstream link and can support video meeting the above require-
ments. Regarding the user interface, the following terminals are available:

– computer with webcam: a recent computer can be turned into a videophone
device using cheap webcam. Client software include video enabled messen-
gers or softphone clients (like eConf [13], Intellivic [1]). The later provide
a better interoperability (H.323 or SIP). Most are commercial, although a
open-source project exists on Linux: Ekiga (previously named GnomeMeet-
ing) [12].

– TV with video set-top box: solutions are developed by some manufacturers
like Leadtek and D-Link. They are much appreciated as they enable a very
convivial use on the TV set in the living room and are simple to use.

– videophone: it provides a simple and familiar phone interface with only some
extra buttons. The main concern here is the size of the screen.

– mobile: 3G phones now support video at a poor resolution but with the
fantastic advantage of mobility. To cope with this, deaf are developing a
”short sign language” which is roughly the equivalent of SMS and for the
same kind of usage [7].

2.2 Text-Based Communication

Text-based communication is currently largely supported: TTY, email, FAX,
SMS, computer-based chat. Although imperfect, it should remain a minimal
service in all circumstances. Some applications like chat and SMS are quite
popular among the youth and can also help practicing written language, provided
some efforts are made to use a correct language.

2.3 Sign Language Interpretation

Booking a sign language interpreters can be done by phone (through a hearing
person), email, fax or SMS. Videophones open new perspectives [6]:

– video-relay: the video equivalent of text relay, allowing signing deaf to carry
out a phone conversation with a hearing person through the interpreter.
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– remote interpretation: a signing deaf in trouble with a hearing person calls
the interpreter which carries out the interpretation remotely.

– booking an interpreter: can also occur through videophone.

Such services are successfully run in number of countries, mostly in the North of
Europe, UK, USA and Australia. Of course, they do not replace traditional phys-
ical interpretation: video-relay or remote interpretation are not recommended in
all circumstances. Nevertheless this contributes to improve interpreter availabil-
ity: as they spend less time in travel, they can devote more time to interpreting.
Another interest is the ability to work from home using a call dispatcher.

2.4 News

Accessible news for deaf and hard-of-hearing people are available on public tele-
vision as part of their service obligations. However they generally do not both
subtitle and sign the news. In Belgium, the news on French speaking public
television is signed and the news of the Flemish public television is subtitled.
Subtitling requires more effort but has also a larger audience; signing address
a more specific audience with less access to information. News for kids is also
signed and is quite popular among the whole deaf community. While broadcast-
ing subtitle is supported through teletext, signed material has to be broadcasted
on a full channel, generally not the main channel. In Belgium, conflict with sport
events frequently results in cuts, deferments or even cancellations.

A new perspective here is to use make information available online. In UK
the University of Bristol as setup such a service on their Deaf Station portal [8].
In France, a similar service is provided by WebSourd [14]. The former relies on
Quicktime and the later on Flash technology (easier to install). Other streaming
technologies such as RealMedia or Windows Media can also be considered here
but all of them are require a computer to view them.

2.5 Deaf Directory

In many countries deaf associations have set up a specific directory enabling deaf
people to get in touch with each other by the most appropriate communication
media among SMS, FAX, GSM-FAX, email, videophone... This is now generally
hosted on a web site with some research capabilities. An example is ”Telecontact”
(http://www.telecontact.be) in Belgium.

2.6 Other Services

Other interesting services can also be considered: videoconference, sign languages
dictionaries, forums, e-learning support, emergency service. Due to a lack of
place, those will not be detailed here.

3 Towards Service Integration

3.1 Current Lack of Service Integration

In the previous section, we highlighted a number of issues such as having to rely
on a computer or interoperability. Looking at the big picture, the major concern
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Fig. 1. Deaf Station (left) and WebSourd (right)

is the lack of integration of FAX, SMS, web browser, messenger software. This
adds another layer of complexity. Usability could be greatly enhanced through
a simple to use interface providing a central access to all those services. Such
a portal can be designed to be independent of the user interface and allow the
user to choose its favourite terminal (e.g. TV for open conversation, videophone
for more private conversation, 3G mobile for use on the move).

WebSourd, already mentioned earlier, has similar goals. It aims at providing a
wide range of services structured around information, communication, learning,
culture and shopping. However it only relies on a computer-based interface. For
now, it is mainly an information portal: interactive services on video such as
remote interpreting and conferences are not supported. The portal has a nice
Flash-based interface and is bilingual French/French Sign Language which is an
important requirement.

In this section, we will elaborated on the design of such a portal and report
on the currently implemented prototype.

3.2 Design Issues

The platform architecture is described in figure 2. The portal provides a unified
access to various services and content providers in a platform independent way.
It enables multimodal (audio, video and text-based) between deaf people and
with hearing people.

At infrastructure level, the portal relies on an external SIP-based video over IP
infrastructure. SIP is the emerging signalling standard which seems to take over
the older H.323 standard [5]. PC interoperability is ensured by the Intellivic [1]
softphone which can be embedded within a web browser. Off-line material is also
managed by the streaming platform and can be stored in a standard streaming
format or in another format and being transcoded on demand.
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Fig. 2. System Architecture

At user interface level, hardware terminals (videophone, set-top box) have less
processing power than a computer. To support the interactivity part of the portal
on the hardware, two design choices were considered:

– server side interface. The interface is generated from the server. The client
is used only to display video streams. However, this requires a toolkit for
building the interface (buttons, text fields, etc.) It also places more load on
the server and requires to capture user input through some return channel.

– client side interface. The interface is managed by the client, typically using
an embedded web browser. This requires a more powerful client but the
interface can be described using standard HTML. It also provides direct
browsing capabilities.

The second design is more interesting and seems now practical: recent hard-
ware is powerful enough and often run some kind of Linux OS with the capacity
to support web browsers. It is also closer to the computer-based design on which
the portal will be deployed first.

3.3 Portal Prototype

The purpose of this prototype was to experiment with the design and to get
feedback from the deaf community and partners who can support the project.
The main focus here was on the user interface.
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User Interface. The portal is hierarchically organized. Only a small number of
information elements are displayed at a time (see figure 3). The navigation zone
on the left gives access to video call, directory, messages, access to interpreter,
information and emergency call. All the information displayed in French is also
explained in sign language in a small video area in the bottom left. The large
part on the right of the screen is dedicated to the content: web page browsing
or video content (live calls, message or news). This results in a simple and intu-
itive interface which is also easy to adapt to embedded devices with lower screen
resolutions.

Fig. 3. Prototype

Platform Support. The current prototype only fully supports the PC platform as
hardware platforms are not yet browser-enabled. However, it is already possible
to place video call to/from other SIP-compliant terminals. Video calls are carried
out using standard H.263 codec. For now, streaming material is stored in WMV
format and not handled by the underlying SIP platform.

The prototype is available on the following web site: http://deafportal.
accessible-it.org and requires Microsoft Internet Explorer.

4 Perspectives and Conclusions

The portal was presented to the Belgian deaf federation and demonstrated during
events such as the Deaf National Deaf Day and the Handicap & Media workshop
[9]. The feedback so far was very positive and we are now proceeding to the next
step with the following approach:

– mature technology: rely on stable, interoperable, powerful enough devices
with an affordable price for the user.

– progressive deployment: starting from the communication infrastructure, ser-
vices will be progressively added based on the technical and organizational
issues to solve. The relay centre is currently being designed.
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– stakeholder involvement: deaf people, interpreters, TV broadcasters, telecom
operators are all implied in the development process. For example, the deaf
federation is starting a project called Can@lSourd in order to produce news
for and by the deaf community.

– authority involvement: raising awareness w.r.t. emerging solutions and ex-
ploring funding solutions, including social funds for disabled people.

The system will contribute enhance deaf integration and may also produce
interesting side effects: new way to work for interpreters and development of a
new sign language register. In a wider perspective, the solution can be transposed
to home care especially for aging people with services such as health monitoring,
emergency call and keeping in touch with relatives.
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Abstract. This is a proposal of the universal coding system for the sign 
languages. It is expected to resolve the problems of the entangled notational 
systems for the sign language.  The structure and rules are proposed and some 
application models for Japanese Sign Language are shown The USC is 
constructed with several strata, lexical, sentence, phonological, morphological, 
regional and other levels.  

1   Introduction 

There are several notational systems for Japanese Sign Language in Japan.  The 
proposed main methods are the following three. 

1. Kanda and Atari 1991 
2. Nagashima 1998 
3. sIGNDEX V.1. & V.2. 2000 

Otherwise, internationally, Stokoe’s Notation in the USA and HamNoSys in Germany 
are famous but each country has its own notational system for the sign language, such as 
in UK and in Sweden. 

There is no universal notational system at present, though each system appeals it. As 
far as comparing those notational systems, there is very little possibility to establish the 
universal notational system because each country has its own sign language that has its 
own phonematic environment. As for the vocal languages, IPA is the universal 
phonetic notational system, not a phonemic notational system.  It would take more time 
to set the IPA of the sign language as long as each sign notational system sticks on  
describing  each sign language. 

Moreover, most of the sign notational systems have very complicated and 
troublesome symbols, which make us to learn a lot and to waste a time. Some of those 
symbols are for hand writing and not for keyboard use. Therefore they are inconvenient 
for computer use. 

2   The Idea of USC 

An idea of the universal code for sign language use (USC below) comes from our effort 
to learn to utilize those systems and from our dissatisfaction and disappointment. It is 
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not our purpose here to propose neither a new notational system nor its revision. We 
have changed our mind to propose a way to unite them and a way to use them with or 
without learning the rules. 

The USC has several stratums each of which is descriptive to various levels of the 
sign language; therefore it can be applicable to any sign notational system.  In our 
proposal, the USC has the following stratum of coding levels. 

Lexical Level. The codes in this level correspond to a word or a sign. When a user of 
the USC would like to use the codes simply for the word list or a simple dictionary of 
a sign language, this level would help. The phonemic or the morphemic level is not 
easy for a non-expert of linguistic description to handle them. The codes for the 
fundamental vocabulary would help to compare the signs in the different countries. 

Sentence Level. This level is for the sentences of daily use or the basic patterns.  The 
code of the sentence which has the same meaning in other language would help to 
make a booklet for the travelers, for example. Some certain code for “hello”, for 
example, corresponds to the expressions of Japanese, American, Russian or any sign 
language. 

Phonemic Level. The codes in this level correspond to the phonemes of a sign 
language, such as the hand-shapes(HS), the palm orientations(PO), the signing 
locations(LO), the signing movements(MO) and other elements if needed which were 
widely accepted in the field of sign linguistics. It would help, for example, generating 
the sign movie connected to the dictionary and the movie generation system through 
the code.  The USC has an open coding system and it is expandable. 

Morphemic Level. The codes in this level correspond to the morphemic description 
the sign language.  When the morphemic dictionary would be completed, the morpho-
phonemic dictionary is easily created by uniting the phonemic codes and the 
morphemic code in the morphemic dictionary through the USC. 

Regional Codes. Moreover the regional code refers to each level.  That enables to the 
dialects and regional variety. 

We propose the concept of the USC and are developing a sample codes as shown 
in the following. 

3   Basic Concept of the USC 

At present we propose 13 digits for the USC. We propose to use numerals at present 
for the codes except regional code, but when expansion is needed, 26 alphabets will 
be used. Other code area could be attached if a user needs. 

The first four digits are for the lexical level that is 9,999 lexical entries. The most 
of the sign dictionaries in the world contains 2,000 to 6,000 lexical entries. 
Considering the variety of the meaning to each country, one thousand is regarded 
enough number. 

The following second two digits are for the sentence level that is 99 codes. Our 
purpose is to select basic expressions of daily use which are quite common in the 
world. We estimate the basic expressions about 100 sentences. 
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The third area made of three digits is allotted to the phonemic code. The first of 
them is the category such as hand-shape, location and so on, and the following two 
digits are for each phoneme. 

The fourth area is for the morphemic codes. In our analysis of JSL, we counted 
almost five hundred morphemes. 

The last area at present is an area code. The abbreviations of each country are 
widely used now. In the field of internet, two alphabets stand for the country in the 
URL. We can apply those abbreviations to the USC. 

The structure of the temporary USC is as shown in Table 1. 
We will show how the thirteen digits are applied. The device we produced for the 

deaf customer uses the barcode of the USC, which will be demonstrated at the poster 
session. 

Table 1. Structure of USC 

Stratum and Construction of USC 
 

Area 1 Lexical entries 

Area 2 Sentences  

Area 3 Phonemes 

Area 4 Morphemes 

Area 5 Region 

Area n Expansion 
 

We can use this USC as a database code of a sign language in many ways. The 
database would be useful to create or revise a computer aided translation system 
between sign language and vocal language. 

4   The Revised Model of the USC 

The above model is a basic idea of the USC which is simple and easy to handle. 
However we found it is convenient to give a hierarchy to the USC in some case.  

a. The USC anticipates QR coding.  Not limited to the barcode. 
b. A single code is consisted of a length-variable single line. 

According to the revised rule above, we propose the following model. 

1. The first digit indicates version number.  
2. The second two digits indicate the level as the lexical, the phonemic, etc. 
3. The third two digits indicate the regional code. 
4. The fourth two digits indicate the type of the coding system. 
5. The fifth area indicates the information of the descriptive codes. 
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The revised rules enable the ad hoc or free design of the user of the USC, e.g. 

1 ph jp k1 001  2 H1 l B 

Here we mean by “001” for the code of “lexis: greeting(aISATSU)”, “2H1” 
indicates the index fingers of the both hands and “l” indicates “the palm orientation is 
lateral, the final “B” shows the movement of bending. 

5   Conclusion 

We proposed the basic idea of the Universal Sign Code and its revised model through 
the process of which we develop the apparatus. We reported some examples of the 
applications. We also demonstrate the samples of the rules of decoding rules when the 
USC is applied to Japanese Sign Language. The detail will be presented at the poster 
session.We would like to continue the completion and revision of the coding system. 
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Abstract. The Spanish Sign Language Dictionary (DILSE) is one of the first 
truly bilingual (Spanish Sign Language-Spanish) electronic dictionaries for the 
deaf community. The properties of this format are perfectly matched to a visual 
language such as sign language, which uses space as a means of expression. 
Additionally, two-way searches for word entries are possible from either 
Spanish or signs. The signs have been previously classified according to sign 
language-based linguistic criteria. Furthermore, the system presented here 
includes different geographical varieties of Spanish Sign Language.1 

1   Background 

Official recognition of sign language is important for the deaf community. A lot of 
work has gone into encouraging the dissemination, research and teaching of Spanish 
Sign Language in particular. Lack of knowledge of this language can lead, on the one 
hand, to it having a low social status and, on the other, to deaf people not receiving 
the proper information and training, resulting in functional isolation and thereby 
preventing this community’s full integration into society. 

The main goal of the Spanish Sign Language-Spanish Dictionary (DILSE: 
DIccionario de Lengua de Signos Española) is to help people with impaired hearing 
cope with this adversity. Additionally, it is an aid for anyone wanting to learn or 
improve their knowledge of Spanish Sign Language (LSE: Lengua de Signos 
Española). This dictionary works like any other bilingual dictionary in that the user 
can search words by LSE or by Spanish. 

To achieve the proposed objective, two clearly separate lines of research had to be 
set up. The goal of the first was to identify and classify the signs that were to be 
included in the dictionary. This then raised the need to establish a mechanism by 
means of which to catalogue and, therefore, be able to search by signs on the basis of 
their properties. The sign searching method had to be eminently visual, because LSE 
is first and foremost a visual language. 

The second line investigated how to develop software that could be used to create 
the dictionary, the essential requirement of which was that it would allow searching 
by sign based on mostly graphical features, the most natural form of expression of 
which is by means of pictures. 
                                                           
1 The Spanish National Confederation of Deaf People (CNSE), the ONCE Foundation, the 

Institute of Migrations and Social Services (IMSERSO) and the Centre of Computing and 
Communications Technology Transfer (CETTICO) have participated in this R&D project. 
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2   Related Work 

One of the first activities undertaken by deaf communities is the compilation of a sign 
language dictionary [1]. Limited printed editions of modest-sized basic dictionaries 
were originally developed. Now, however, thanks to Information and Communication 
Technology, dictionaries can be developed that take advantage of the whole range of 
multimedia capability. Representation in print is a weakness, because you are trying 
to represent statically something (sign language) that is essentially dynamic, and 
making them bilingual is a tricky point. Additionally, the use of technology not only 
means taking advantage of the opportunities offered by multimedia, but also making 
the best use of a wide range of possibilities that databases offer, such as support for 
two-way searching (LSE ↔ Spanish) and low-cost storage capacity. A number of 
types of sign dictionaries are defined according to their technological evolution in [1], 
beginning with printed and ending with multimedia dictionaries, which is the current 
development trend. 

One example of the use of printed dictionaries to create multimedia tools can be 
found in Australia, where we have "Signs of Australia" [2]. This is an Australian Sign 
Language (Auslan) dictionary based on the printed edition [3]. It contains about 4000 
signs recorded on video and includes sections on the history of Auslan, an 
introduction to its grammar, and synonyms and antonyms. The dictionary can be 
searched by English words, by topic or by a subset of phonological properties (hand 
shape + hand arrangement + location). 

The National Deaf Children’s Society in the United Kingdom is a clear example of 
what efforts are being made at standardising the use of sign languages [4]. This 
organisation has a lot of multimedia tools for use by children and young people. 

The creation of a multimedia fingerspelling dictionary for Slovenian Sign 
Language has led to a standardisation of the use of this sign language [5].  

The ASL (American Sign Language) online dictionary is unquestionably a very 
interesting initiative. It includes over 2500 signs, a figure that grows weekly [6]. 
Additionally, it is a meeting point for people who want to learn and communicate 
using ASL, as it includes lessons, a kids zone, ASL-based literature, information 
directories, travel guides, etc. The online dictionary for British Sign Language [7] is a 
similar scheme, and now includes around 500 signs.  

As regards Spanish Sign Language (LSE) dictionaries, there are a number of 
editions of printed dictionaries [8], [9]. Although they amounted to a big step forward 
at the time, they are flawed because they are paper editions. 

The "Signos 97-98" dictionary [10] is a LSE dictionary designed to support a sign 
language learning course. It contains grammatical and usage information and takes an 
educational approach. It includes about 1000 terms rendered with all multimedia 
characteristics, and limited bilingual searching is enabled. To search for a Spanish 
term by LSE, the system is based on the analysis of formative parameters (hand 
shapes, location, direction, movement and non-manual components). 

The “Mis Primeros Signos” dictionary [11] is the first children’s dictionary in LSE 
with around 500 terms. It is a bilingual tool (sign language and spoken language) 
designed for uptake by Spanish educational system bilingual schools, targeting 
children aged from 3 to 8 years. The signs are portrayed by children educated in the 
bilingual methodology, making it a unique piece of material from this viewpoint. 



 Bilingual Sign Language Dictionary 601 

These latest developments were designed as support for LSE courses and, while 
they are effective in this context, they cannot be considered full-blown dictionaries 
because they only include terms pertaining to the course lessons. Another important 
point to be taken into account is that they are not as mature as lexicons developed for 
other languages, which is reflected by the fact that there is either no or only limited two-
way search. Additionally, taking into account the diversity of sign languages within 
each country, a dictionary needs to include a compilation of the geographical varieties 
of each sign to be considered complete. Finally, and this applies worldwide, a vital point 
is that development efforts are very much dependent on teams of developers outside 
deaf communities, which means that ideally these communities should be supplied 
with the tools they need to add new or modify existing signs. These four points 
summarise the primary goals of DILSE [12,13] as a bilingual LSE dictionary for the 
Spanish deaf community, using multimedia to render sign languages’ visual 
properties. 

3   Study and Compilation of Signs 

A fundamental task to assure that a dictionary’s content is both accurate and 
realistically reflects a language is to study this language and compile the most 
significant words. The words are the actual signs in DILSE. One key factor to be 
taken into account in the case of LSE is that there is no flexible and dynamic 
governing body to decide which words should be included in LSE and which should 
not. This, together with the deaf community’s need to be able to communicate in their 
mother tongue (LSE), often calls for the creation of new signs. The development of 
such new signs is linked to the appearance of new concepts in everyday life (Internet, 
Web, mobile telephony, scanner, magnetic resonance, etc.). Because there is no 
governing body, a number of signs may emerge to represent the same concept. Before 
quality audio-visual communication systems (broadband videoconferencing, UMTS, 
etc.) became widespread, the dissemination of these new signs was confined to the 
region in which they appeared. This has led to what are termed geographical varieties 
of a sign. 

A start was made to the work on compiling terms by thoroughly revising existing 
LSE dictionaries [8,9]. These dictionaries had several shortcomings. One weakness 
was that the format is not based on LSE as a self-contained language; it referred back to 
Spanish in all cases. Additionally, a sizeable number of the signs have fallen into disuse. 
Also examining some sign languages dictionaries put together in other European 
countries [14], we found that the signs were ordered by and search criteria were based 
on the hand shapes of each sign. This point was adopted as a criterion for building 
DILSE. 

The last point was to compile the geographical varieties of LSE for each word. We 
analysed major Spanish dictionaries and second language teaching/learning material 
to make a preliminary selection of vocabulary. Then we contacted associations of the 
deaf from different Spanish regions and asked them to compile the signs that they 
were then using to translate the terms on the list we had put together. Signs that were 
commonly used in most regions were classed as “national”. 
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4   Description of the Signs 

In written languages, words are described by the letters of which they are 
composed. Obviously, we needed some way of describing a sign to be able to 
organise a bilingual LSE-Spanish dictionary. The initial hand shape before starting 
the sign and the movements made by the hands were chosen as a basis for 
classification, leading the CNSE [15] to establish the following characteristic 
factors as describing a sign: 

• Active hand shape: This establishes the arrangement of the hand that does most 
towards forming the sign. 

• Use of two hands: Some signs require the use of one hand and others involve both. 
• Passive hand shape: The shape of the second, or passive hand, is also involved in 

the description of a two-handed sign. 
• Body contact: This indicates whether or not the hands make contact with the body. 
• Hand movement: The relationship between the shape of and the movement made 

by each hand plays a role in two-handed signs. 

The different LSE words were then analysed and catalogued according to these 
characteristic factors, and the organisation of the sign-based search criteria was 
defined. 

We adopted the initial active hand shape as the first criterion for starting a search, 
because it is the key feature for representing a sign. For this purpose, we first had to 
select the initial active hand shapes. We started by examining the two existing 
Spanish classifications [16,17] and how initial active hand shapes were arranged in 
other countries [18], which, although based on different languages, was a potential 
source of underlying criteria. At the end of this thoroughgoing process, we concluded 
that there were 49 active hand shapes for the signs entered in the dictionary, grouped, 
according to linguistic criteria, into 11 hand-shape families. 

Initial active hand

1 hand 2 hands

with contact without contact = shape ≠ shape

= movement ≠ movement

with contact without contact with contact without contact

Initial passive hand

with contact without contact  

Fig. 1. Signs description 

We were then able to define the order in which other sign classification criteria, 
such as whether or not there is body contact, the use of two hands, whether or not the 
movement and the hand shape of both hands is the same, were to be considered. 
These criteria can identify the properties of each sign, without the need of any 
previous linguistic knowledge (see Fig. 1). 
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5   Software Development 

One of the essential aspects of system software development was to provide an 
interface tailored to the characteristics of users and the highly visual content of the 
information that was to be entered in the dictionary. Another vital point was to build a 
system that could include new functionalities and easily extend the dictionary 
contents, thereby giving the deaf community as much independence as possible and 
get them to identify with the tool. 

5.1   Framework 

It was decided to use the Constructor of Relations with the User (COREUS: 
Constructor de Relaciones con el Usuario) framework [19] to undertake the 
development project. This decision was made because this is a good framework for 
developing applications in which the interface is likely to undergo modifications at 
development time, because it keeps the application software separate from the 
interface. Also the user interface can be tailored to the specific features of the user. To 
this end, COREUS works on the principle of concept-based interfacing [20], 
according to which each item appearing in the interface represents a concept. The 
interface representation (visual, audio, haptic, etc.) will depend on parameters like the 
users’ mother tongue, the application domain knowledge (in this case LSE), etc. 

Because LSE is a visual language, it is only logical that part of the information 
required to consult the dictionary should be graphical. This led to the definition of an 
interface based primarily on icons and videos to set out the information required for 
LSE-based searching. Interface development is influenced by the information 
required to run such a search.  

5.2   Search Algorithm 

LSE-based searching depends above all on how the hands are positioned and the hand 
movements made to form the sign. Fig. 1 shows what sign classification criteria have 
been used to develop the search algorithm, and the interface that was to be used to 
gather information from users. 

Select. 
Family

Select
Active Hand

Select
Parameters

Select
Contact

Two-
Handed?

Initial A. Hand Shape 
=Initial P. Hand Shape

SearchNo

Yes

Passive Hand

Select
=Movement

Yes

No

Search

Search

Select
Two-Handed

Select
Passive Hand

 

Fig. 2. Search algorithm 

Fig. 2 is a diagram of the algorithm that is responsible for running the search 
process. In the first place, the signs from the database are filtered by the selected 
family. Then the user enters the appropriate sign parameters. Finally, a list of all the 
signs that match the selected search pattern is retrieved from the database. 
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6   Spanish Sign Language Dictionary (DILSE) 

This section briefly discusses the two search types that can be run: search a word to 
get its respective sign and locate a sign to get its Spanish translation. 

6.1   Searching by Spanish 

Users type in a Spanish word to search for its respective sign or, alternatively, they 
can select the term from a word list. A results window is then displayed (Fig 4.b), 
showing all the information related to the located sign. This window displays the 
Spanish word, Spanish meaning and its context, Definition including an explanation 
in Spanish and a LSE video or an illustrative figure, Example of use, Lexical 
equivalences and Geographical varieties with links to other varieties. This window 
also includes an alphabetical listing of Spanish words, which can be used to search for 
other signs. 

6.2   Searching by Sign 

To run a search based on a sign, users have to go through a number of windows to 
gradually define the exact target sign. First, a window showing the initial active hand 
shape families is displayed (Fig 3.a). Users have to choose the family to which the 
sign hand shape belongs. Then another window requesting information on the sign 
properties, according to the above-mentioned criteria, is displayed (Fig. 3.b). 

Select Family

Credits

Go to Games

Go to Spanish

Exit

Select Family

Credits

Go to Games

Go to Spanish

Exit

Select
Hand Shape

Back Next

Select 
ParametersSign

Description

Select
Hand Shape

Back Next

Select 
ParametersSign

Description

Figure a Figure b  

Fig. 3. Selection of family and search parameters 

The next window offers a selection of signs that share the selected properties (Fig 
4.a). Upon selecting one of these signs, a list of the Spanish words that can be used to 
translate the sign, together with the geographical variety to which the sign belongs is 
displayed. Additionally, users can view a video showing the formation of the selected 
sign. Information on the sign parameters (initial active and passive hand shapes, sign 
location, palm direction, movement, hand direction and facial expression) can be 
gathered at any time. 

If users select one of the words with its geographical variety, one last window 
(similar to the one viewed in Spanish-based searches) is displayed (Fig 4.b). 
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Meaning/Variety
List

Select Sign

Figure a Figure b

Sign
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Select Sign

Figure a Figure b
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InformationMeaning/Variety

List

Select Sign
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Meaning/Variety
List

Select Sign

Meaning/Variety
List
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Figure a Figure b

Sign
Information

Figure b

Sign
Information

 

Fig. 4. Sign selection and search results 

6.3   Morphological Information 

An additional DILSE utility is that it provides morphological information (related to 
classifiers and directional verbs). This information accompanies signs that undergo 
some sort of inflection that is dependent on the context in which they are used and has 
an effect on their formal structure. This means that a sign can have a different 
parametric structure depending on whether it is uninflected (for example, “avisar” -to 
warn-) or inflected (“os aviso” -I warn you-). This type of information is used for 
vocabulary learning through speech use contexts. An icon (representing a “C” if it is a 
classifier and a “V” if it is a directional verb) displayed in the results window 
indicates that morphological information associated with a sign is available. The 
classifiers window will contain a photo of the initial hand shape of the classifier and 
two videos (with the contextualised classifier and with an animation related to this 
classifier). The directional verbs window contains a list with some Spanish inflections 
of the selected verb and a video window showing the selected inflection in LSE. 

7   Conclusions 

DILSE is one of the first LSE-Spanish bilingual dictionaries for deaf people whose 
content can be accessed from the description of the LSE sign. It uses for this purpose 
an interface enabling users to select the graphical properties of the sign. The interface 
was developed on the basis of COREUS, which was used to build a platform for 
creating and maintaining sign language-based dictionaries. The DILSE dictionary of 
neologisms [13] and the DILSE basic dictionary [12] have been developed thanks to 
this platform. 

Apart from the technological headway made thanks to platform development, 
another point worth considering is just how important it is to put together up-to-date 
and updateable electronic sign language dictionaries that are tailored to the 
characteristics and needs of this language and the user community. Exhaustive 
scientific research is a prerequisite for the standardization and full acceptance of sign 
language. Additionally, the only way of removing the communication barriers that the 
deaf community comes up against is to encourage the study, research and recognition 
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of sign language. Bilingual dictionaries play an indispensable role in successfully 
achieving these goals. 

The platform developed on the basis of the COREUS framework has opened the 
door to updating and developing sign language-based bilingual dictionaries leading to 
the complete integration of deaf people. 
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Abstract. To make sign language animation used as instructions for stomach 
X-ray examination easier for hearing impaired patients to understand, the au-
thors identified problems in currently used sign animation and then created a 
new animation to solve these problems. The objective of this study was to com-
pare how easy to understand the new animation was over previous animation by 
conducting evaluation tests. The evaluation tests were conducted with 32 hear-
ing impaired persons. Results indicated that the new animation improved com-
prehension approximately 8% over previous animation. 

Keywords: sign language animation, sign language interpretation, hearing im-
paired patient. 

1   Introduction 

There are far too few sign language interpreters for the number of hearing impaired 
persons. Because of the lack of qualified personnel, hearing impaired patients were 
concentrated in hospitals that retained an interpreter on their staff, but it was reported 
that this proved both physically and mentally stressful for the interpreters and even 
affected their health to the extent of shoulder-arm-neck syndrome, etc1,2. To solve this 
and other problems related to hearing-impaired persons and persons of normal hearing 
capability as well as between hearing impaired persons themselves, the authors are 
researching and developing a bi-directional Japanese-Sign language interpretation 
system.  

This study focused on the communication between the X-ray technician and the pa-
tients undergoing a stomach X-Ray examination. In order to create instructions using 
easier to understand signal language animation, problems in existing sign language 
animation were improved and new animation-based instructions were created. 
Evaluation tests were then conducted to determine how easy to understand the new 
animation was. Comparisons were done with two existing sign language animations, 
the animation developed in this study and the signing of four actual interpreters. 
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2   Development of Sign Animation for Stomach X-Ray Inspection 

2.1   Sign Animation 1 

This sign language animation was created as the first step towards building an ani-
mated system for instructing hearing impaired patients during X-ray examination. In 
order to evaluate how easy the animation is to understand, evaluation tests were con-
ducted with 8 persons total between 7 hearing impaired persons and 1 person with 
normal hearing capability. The 27 instructions given in Table 1 were used in the 
evaluation tests. The average correct response rate for all 27 instructions was low at 
approximately 30% (Uchikawa, 2000). After analyzing those results, some problems 
were pointed out in the animation (Uchikawa, 2001).  

Table 1. Instructions for a stomach X-ray examination 

No. Instruction No. Instruction 

1 Drink this medicine to inflate 
your stomach. 

15 Relax. 

2 Do not burp. 16 Extend your legs fully. 
3 Drink all of the medicine. 17 I am going to move the table. 
4 Hold the poles on your left and 

right firmly. 
18 I am going to press this bar against your 

stomach. 
5 I am going to lower the table. 19 Bring your right shoulder forward slightly. 
6 I am going to lower your hands. 20 Hold the cup in your left hand. 
7 Relax your muscles. 21 Hold the cup to your mouth. 
8 Raise your right hip. 22 When I give the signal, drink from the cup. 
9 Slowly set your hip back down. 23 Now drink. 

10 Roll over on your stomach from 
the right. 

24 Lift your chin slightly. 

11 Face left. 25 Wiggle your chin. 
12 Slowly roll over on your back. 26 Face right and lean forward. 
13 Breath in. 27 That completes the examination. 
14 Inflate your stomach and hold 

your breath. 
 

2.2   Sign Animation 2 

Uchikawa et al. analyzed the problems in sign animation 1  (Uchikawa, 2001), and 
created a new sign animation 2 using a proposed method for making it easier to un-
derstand. Sign animation 1 was improved two separate times, the average correct 
response rate for all 27 instructions being about 30% after the first set of improve-
ments and about 56% after the second set of improvements. The sign language of an 
interpreter had an average correct response rate of about 69%. The opinions on what 
was good, what was bad and what needed improving with regard to the sign language 
expression of this animation were categorized into three groups: those concerning 
sign language words, those concerning body gestures and those concerning the speed 
of sign language movements. 
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2.3   Improvements to Sign Language Animation 

The following improvements were raised to solve the problems that were obtained 
from evaluation tests of sign language animation and make the animation easier to 
understand.  (a) Inject rhythm into the sign language by adding pauses between 
words and working with the speed of hand movements.  (b) Add new expressions 
using a more expressive animation model. (c) Add emotion.  To satisfy these condi-
tions, an attempt was made to change the animation so as to resemble as much as 
possible the sign language of an actual interpreter captured on video performing the 
27 instructions for a stomach X-ray examination.  In addition to improvements, 
detailed movements were improved so that the animation would more closely re-
semble that of an actual interpreter. For example, how to point one’s finger when 
“point to the waist” and the adverb “slightly” were added.  It was believed that 
resembling the sign language expressions of the animation to that of the interpreter 
would make the instructions for stomach X-ray examination easier to understand.  
(Uchikawa, 2001). 

2.4    Improved Sign Language Animation 

Instructions were created for X-ray examination by making some changes to exist-
ing sign language animation. Firstly, the same sign language expressionism as in-
terpreters was applied to instructions for which the expressionism differed between 
the animation and the interpreter. Furthermore, attention was paid to the pauses 
between words, the emotion and speed of hand movements of the interpreters, and 
movements were made to best resemble those. Moreover, in order to express the 
sign language in the same way as interpreters, shoulder height and underarm aper-
ture were added to the instructions in the animation. Figure 1 shows an example of 
instruction No. 5 “I am going to lower the table.”  The expression for “lowering” 
was made using the expression for “put your elbow by your inside,” which was not 
possible in sign animation 2.  

However, parts that did not resemble the sign language interpreter were a prob-
lem. They were caused by the animation program. These problems are summarized 
below. 

(a) With words that take more time to say than form by hand movement, it was 
not possible to duplicate the expression of the interpreter. (i.e. “to inflate,” 
etc.)  

(b) How the fingers were attached to the model created an awkward doll-like im-
pression (i.e., “stomach,” “slightly,” etc.)  

(c) It was hard to change expressions (i.e., “relax,” “hold,” etc.) There were vari-
ous reasons why the sign language of the animation did not resemble that of an 
interpreter. First of all, this animation does not calculate the number of frames 
required for finger movement until the word is expressed from the sign lan-
guage code strings, therefore the program was designed to synchronize the 
mouth movement with the end of hand movement if the spoken word was 
short.   
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 “I am going to lower”                                         “I am going to lower” 

Fig. 1. Example of improved sign language animation 

3   Evaluation of Sign Animations by the Hearing-Impaired 

3.1   Method 

The evaluation tests compared the sign language instructions for stomach X-ray ex-
amination of sign animation 1, sign animation 2, the newly improved animation (here-
inafter, “sign animation 3”) and sign language of interpreters. 

The subjects were sat before an LCD monitor and given a written explanation of 
the test method and the X-ray examination. It was explained to the subjects that the 
images displayed on LCD monitor were sign language instructions for a stomach X-
ray examination. In addition, to make it easier for the subjects to picture in their 
minds an X-ray examination room, they were shown photographs of an actual exami-
nation room with an examination going on. 

1) Evaluation of Comprehensibility of Individual Instructions 
The subjects read the sign language instructions shown on the LCD and 

wrote what they saw on an answer sheet that they were given in advance. This 
evaluated whether the response to each question was correct or not. The sign 
language instruction was shown twice and the subject responded separately for 
each. 

2) Subjective Evaluation of Individual Instructions  
This part of the test evaluated how easy each instruction was understood. The 

following three responses were made available to the subjects. Each instruction 
was scored on a scale of ~ 5. Evaluation items and scales were as follows. 
• Did you understand the meaning of the instruction? 

• 1. I did not understand the meaning. ~ 5 I understood the meaning. 
• 1. It was hard to understand. ~ 5 It was easy to understand. 
• Did the hands move at a suitable speed? 
• 1. Hand movement was slow. ~ 3. Hand movement was just right. ~ 5. 

Hand movement was fast. 
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Moreover, subjects were asked to provide their opinions on anything they noticed 
with regard to expression or what could be changed and where so as to make the sign 
language easier to understand. 

3.2   Subjects 

There were 32 subjects aged 20 and 79, all of which could read and write. There were 
14 men and 18 women, amongst which their experience with sign language ranged 
from about 10 to 60 years or more.  The 32 subjects were randomly divided into 16 
pairs. Each subject responded to and evaluated the instructions in order from No. 1 to 
No. 27. The same instruction from the three animations and an interpreter exists. 
Among the four types of sing language expressions, the authors selected reasonable 
ones to make a group. Before testing began, the subjects were given a written expla-
nation of the test and questionnaires were passed out. Answer sheets were then passed 
out so that subjects could write down what they interpreted from the sign language 
shown on the LCD. After the subjects completed filling in the information, descrip-
tions of the sign language and subjective evaluation forms were carried out. 

4   Results 

4.1   Correct Response Rate to Instructions  

Of the responses recorded by the subjects on the answer sheet, those that conveyed 
the meaning of the sign language was considered correct even if expressed differently 
from the instructions. In short, those judged to have the content of an instruction of an 
actual examination room was considered correct. For example, for instruction No. 3 
“Drink all of the medicine,” if the subject responded “Drink everything in the cup,” 
the response was accepted because in an actual examination, the subject would be 
holding the cup when he/she is shown the instruction, so even if he/she interprets it as 
“Drink everything in the cup,” it is likely that the subject will perform the action of 
instruction No. 3, which is to “Drink all of the medicine.”  

Results showed that the average correct response rate was about 75% for the inter-
preter’s sign language, about 60% for sign animation 3, about 52% for the animation 
2 and 30% for the animation 1.  

The average correct response rate per instruction for the animation 3 was higher than 
that of sign animation 2 in 15 cases (Nos. 1, 3, 4, 5, 7, 8, 9, 11, 12, 13, 16, 17, 18, 19 and 
20) with a difference in correct response rate of 2.5 ~ 50%. However, there was no 
difference in correct response rate between the animation 2 and sign animation 3 for 5 
instructions (Nos. 6, 10, 15, 25 and 27). There were also 7 instructions (Nos. 2, 14, 21, 
22, 23, 24 and 26) for which the animation 3 scored a lower correct response rate than 
sign animation 2 and exhibited a difference in correct response rate of 12.5 ~ 37.5%. 
The largest of those was instruction No. 24 at 37.5%, the next being No. 14 at 25%. The 
difference for the remaining 4 instructions (Nos. 21, 22, 23 and 26) was 12.5%. 

In making sign animation 3, instructions (Nos. 3, 14 and 27) did not undergo major 
improvements. This was because a high correct response rate of 80% or higher was 
obtained in rating tests of animation 2. Of the 24 instructions excluding these 3 in-
structions, sign animation 3 scored higher than sign animation in 14 cases, the same in 
4 cases and less than with the remaining 6 cases. 
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4.2   Relationship of Correct Response Rate and Time Structure 

Figure 2 shows the relationship between the correct response rate of sign animation 3 
and the total pause time per instruction. However, this does not include instructions 
Nos. 3, 14 and 27. The average pause time per instruction of all 24 instructions was 
2.6 sec. The longest total pause time came with instruction No. 4 at 4.5 sec, while the 
shortest was with instruction No. 23 at 0.7 sec. As can be understood from Fig. 2, the 
correct response rate is higher than 40% with instructions which total pause time per 
instruction was longer. The curve shows upward curve (higher response rate with 
longer pause time) is the evident tendency. However, there were instructions of a 
short total pause time that had a low correct response rate as well as others with a high 
correct response rate. Therefore, a low correct response rate cannot be attributed to a 
short total pause time. 

 

Fig. 2. Relationship of correct response rate to total pause time per instruction in sign animation 3 

 

Fig. 3. Relationship of difference in correct response rate between sign animation 3 and sign 
animation 2, and difference in pause timer per instruction 
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Figure 3 shows the relationship between the difference in correct response rate be-
tween the animation 3 and sign animation 2, and the difference in total pause per in-
struction between the two. Looking at sign animation 3, which had a higher correct 
response rate than sign animation 2, 8 instructions (Nos. 1, 6, 7, 8, 10, 11, 15, 17, 18 and 
19) had a long total pause time per instruction, while the total pause time for 1 instruc-
tion (No. 4) did not change. Also, the pause time was shorter in sign animation 3 than in 
sign animation 2 in 3 cases (Nos. 5, 6 and 17). Yet, though the pause time per instruc-
tion was shorter (-1.5 sec) than in sign animation 2, sign animation 3 had 17 instructions 
that improved the correct response rate by 50%. With the exception of this instruction, a 
trend was seen in that the longer the pause time, the higher the correct response rate, 
whereas the shorter the pause time, the lower the correct response rate. 

4.3   Subjective Evaluations 

Looking at the average results per instruction, the meaning was more easily under-
stood and it was easier to divide words in the order of the interpreter, sign animation 
3, sign animation 2 and sign animation 1. As for the suitability of hand speed, the 
order from best to worst was the interpreters, sign animation 3, sign animation 2 and 
sign animation 1.  The correct response rate was lower than that for sign animation 2 
with instructions Nos. 4, 8, 21, 23, 24 and 26. With the exception of No. 23, it was 
harder to understand the meaning and divide up words than in sign animation 2 with 
instructions Nos. 4, 8, 21, 24 and 26. Moreover, the hand movements of instruction 
No. 26 were faster with sign animation 3 than with the other three signs. 

5   Discussions 

After improvements to the sign language animation, the correct response rate and 
subjective evaluations got better in general, but with some words, the correct response 
rate still did not improve from previous levels (sign animation 2). More specifically, 
they were, 5 “I am going to lower the table,” 6 “I am going to lower your hands,” 8 
“Raise your right hip,” 16 “Extend your legs fully,” 18 “I am going to press this bar 
against your stomach,” and 25 “Wiggle your chin.” With all of these instructions, the 
correct response rate was under 40%, so it is still far from being called an easy-to-
understand animation. These instructions are conveyed with body gestures; if the 
body gestures are not understood, it is unlikely that the instruction will be understood. 

The perceivable reasons why sign language animation cannot express the body 
gestures of an interpreter are as follows. The animation has trouble expressing subtle 
movements made by the interpreter. Moreover, the emotion and expression of an 
unfamiliar animated model are unnatural and thus harder to understand than a human 
interpreter. Some of the subjects commented that the hand movements of the anima-
tion were awkward and unnatural. 

6   Conclusions 

This study aimed to create sign language animation for instructions for a stomach X-
ray examination by focusing on the application of a sign language-Japanese machine 
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translation system. With earlier instructive animations, the highest evaluation was 
only 49%. This was because earlier Japanese to sign language interpretation system 
could not express emotion, mistakes were made in the position and mode of expres-
sion of the sign language, and movement was monotone. An animation was created 
with improvements to all of these areas and used in rating tests with hearing-impaired 
persons to see how easy to understand it was. Tests compared two earlier versions of 
animation, the improved animation and an interpreter. Results indicated an average 
correct response rate of about 56% for the new animation, which was higher than 
earlier animations.  
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Abstract. The hearing impaired have always had difficulties learning
to speak because their auditory feedback is either damaged or missing.
The SpeechMaster software package provides real-time visual feedback
as a substitute for this. Within the package the forms of the feedback
are clear and simple. For instance in the first phase of vowel learning the
software uses an effective phoneme recognizer providing real-time visual
feedback. In this case flickering letters indicate correctness where the
brightness of the letters is proportional to the output of speech recog-
nizer. These unambiguous solutions help the hearing impaired to learn
the correct association between the phoneme - grapheme pairs or the
connection between their own articulation and the speech signal they
produce. Also, with the aid of the computer, children can practice with-
out the need for the continuous presence of the teacher. This is a signif-
icant step in the education of the hearing impaired as their traditional
therapy includes a long and tedious fixation phase. Furthermore, the use
of computer exercises, which are popular with children, speeds up the
learning process.

1 Motivation

In the history of the education of the hearing impaired many aids and methods
have appeared - some successful and some less so - which aimed to improve their
pronunciation [3]. The teachers of the hearing impaired have always felt that the
target group’s pronunciation problems could be significantly (if not radically)
reduced by a solution that would allow the hearing impaired to monitor and
correct their own pronounced sounds. In the case of the very seriously impaired,
near-normal hearing can be developed following a successful cochlea implant op-
eration. After this, audible speech can be obtained following a period of intensive
learning.

It is known from experience [5] that the training of the utterance of vowels
is more difficult than that of consonants because their phonation is not so easy
to explain. The key feature of the therapy of the hearing impaired is the refined
pronunciation of vowels in order to attain articulate/intelligible speech. It would
be a real help in therapy if the computer was able to provide an objective rating
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of the quality of the uttered vowels. If it is reliable and matches the subjective
opinion of the therapist then it will relieve teachers of the burden of the tedious
work they have with traditional therapy. This is a major problem because of the
general lack of therapeutists. The main objective of the hearing impaired is not
to speak with a perfect accent, but rather to speak intelligible as soon as possible.
There is no perfect speech sample for the objective computer decision, but human
hearing is tolerant as well. Therefore, by using large speech databases [7], the
goal of the computer-aided speech therapy system is attainable; that is, with
statistical machine algorithms, speech - which is intelligible for human hearing -
is also recognizable.

2 Related Work

Up till now ”Box of Tricks” was the only speech therapy software package avail-
able for the Hungarian language. This software was developed by RCS Bt. in
cooperation with the Budapest University of Technology and Economics (De-
partment of Telecommunications and Media-Informatics, Laboratory of Speech
Acoustics). The development was carried out in a SPECO project for four lan-
guages (Hungarian, English, Swedish, Slovenian). ”Box of Tricks” provides some
playful and pleasant drills for learning the pronunciation of speech sounds. Fig. 1
shows the screen for learning the pronunciation of vowels and spirants. The drill
displays the spectrum-like curve of the pronounced phonemes in real-time. The
darker zone (track) is the acceptance zone - which is found from the average of
curves calculated over a large speech database. The goal is to produce a pronun-
ciation where the curve fits the above-mentioned zone. If we pronounce another
phone then the humps of the curve shift, but their position is hard to control.
Fig. 2 shows the drills of the pronunciation of the phones embedded in a word
and in a sentence. The upper figure is the simplified spectrogram of the etalon ut-
terance, while the lower one is the current utterance. The pronunciation is good
when the two simplified spectrograms are similar, but what do we mean by ”sim-
ilar”? There are many more software package available for the English language

Fig. 1. Box of Tricks: Learning the pro-
nunciation of isolated vowels

Fig. 2. Box of Tricks: Learning the pro-
nunciation of vowels uttered in a sentence
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Fig. 3. Main page of SpeechMaster
software

Fig. 4. Vocalization drill

(e.g. VideoVoice, SpeechViewer, Dr. Speech), but they do not usually provide
really clear real-time visual feedback, and are not suitable for the Hungarian
language. More often than not these programs use advanced sound processing
methods, but do not apply modern automatic speech recognition. Without au-
tomatic speech recognition the users need to make an additional comparison
or evaluation and this is difficult for young learners. Lastly, we would like the
speech therapy to be available without charge. The price of the ”Box of Tricks”
is 200 euros for home users and 800 euros for therapists. The prices of other
software packages we checked typically cost thousands of euros.

3 The SpeechMaster Software Package

The SpeechMaster software package was developed for speech impediment ther-
apy and teaching reading with the financial support of the Hungarian Ministry
of Education. Fig. 3 shows the main page of the software. The program is freely
available at the Internet site: http://www.inf.u-szeged.hu/beszedmester

In the therapy of the hearing impaired one of the key problems is how to deal
with the lack of proper auditive feedback, which of course, impedes the devel-
opment of intelligible speech. The idea is then to make the vocal sounds visible
for the hearing impaired because so they are able to check their pronunciation by
sight, just like others do with their hearing. The importance of our software pack-
age is that it puts into practice a speech evaluation that is based on automatic
(machine) speech recognition, which effectively supports the hearing disadvan-
taged in the acquisition of articulate speech. The speech therapy of the hearing
impaired traditionally requires enormous patience and the continuous presence
of the teacher since, during the fixation of the correct sound-formation, a large
amount of repetition and correction by the teacher are both needed. This so-called
automation process is significantly speeded up and simplified using our software,
and also allows the students to practice on their own and with the teacher.

The aim of the reading-teaching part of the software is to help children
learn, more quickly and easily, the correct phone-grapheme and grapheme-phone
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Fig. 5. Drill for loudness control Fig. 6. Drill for rhythm

associations using the computer as a means of motivation, and by using au-
tomatic speech recognition methods. In addition to the general use of speech
therapy, the program can also be used in the training therapy for the partially
impaired and can also be a great help in dyslexia therapy and the treatment of
certain speech impediments.

3.1 The Playful Sound Formation Exercises of SpeechMaster

In speech impediment therapy, at the beginning of the development of oral com-
petence, it is recommended that young children concentrate mainly on their
own voicing. This is supported by the creation of the following drills as part
of SpeechMaster. In every drill, skill and acceptance levels as well as threshold
values are adjustable with a potentiometer.

Fig. 4 shows the vocalization drill. The idea is to move the car as fast as pos-
sible with the help of clearly formed and pronounced, sustained, voiced sounds.
The speed of the car is proportional to the ’periodicity’, which is estimated via
the Autocorrelation Function [6] (ACF) and smoothed by a moving average.

Fig. 5 shows the drill for loudness control. In this drill with the loudness of
speech the degree of the clown’s elevation can be influenced. The clown should
be kept at the marked level for a length of time previously defined in the settings.
The estimation of loudness is made based on the energy of the received signal,
which is again smoothed by taking a moving average. The calculated energy and
the clown’s elevation are linearly proportional.

Fig. 6 shows the drill for rhythm. A jumping frog’s footprints in the sand
display the rhythmic scale of sounds uttered by the teacher. The student has to
repeat the rhythm so the frog should jump on the footprints just made. During
the drill the length of the frog’s jumps can also be manipulated by the loudness
of speech. The calculation of the loudness is the same as that described above,
the applied scale also being linear.

Fig. 7 shows the drill for pitch control. The aim of the drill is to help children
control the pitch of their voice. In the first part of the drill one plants flowers in
the top and bottom rows according to the pitch of the voice. Afterwards the per-
son practicing has to water the flowerbed by trying to repeat the previous series
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Fig. 7. Drill for pitch control Fig. 8. Fine pitch control

of low and high sounds. The fundamental frequency estimation is performed by
the ACF, and then the low/high pitch decision for the whole segment is made
based on the majority voting rule.

Fig. 8 shows the drill for fine pitch control. The drill seeks to help the acquisi-
tion of continuous fine pitch control. First, by changing the pitch of a sustained
sound, a mole digs a route in the soil. In the case of high pitch it digs closer to
the surface and in the case of low pitch it digs deeper. During a practice session
a smaller mole has to be led through this route. The exercise is divided into
two major parts: defining the base voice and the coordination of the mole. Pitch
definition is also done with the aid of the ACF and smoothed by a short distance
moving average. The curve drawn by the mole and the fundamental frequency
functions formed are logarithmically proportional.

3.2 Learning the Pronunciation of Vowels

In this phase the student learns the articulation of several vowels. In SpeechMas-
ter the role of effective real time vowel recognition is essential. The software has
many feedback configurations and allows the half speed replay of recorded speech
sounds. The student can use a web-camera as a ”phonetic mirror” to validate
his/her own articulation or compare one with the utterance of the teacher.

In Fig. 9 the main task of speech impediment therapy is shown. Real time
visual feedback helps improve the articulation of the student. In Fig. 10, Speech-
Master shows the degree of phoneme recognition in a chart.

We separated our vowel database for men, women and children speakers, as
well as isolated pronounced vowels and ones uttered in a word. The signals were
processed in 10 ms frames, the log-energies of 24 critical-bands being extracted
using FFT [2] and triangular weighting. In SpeechMaster we applied 2x3+1
three-layer Artificial Neural Networks [1] . The feed-forward MLP networks was
trained with the backpropagation learning rule. Currently, the accuracy of the
real-time vowel recogniser present in SpeechMaster is over 95%.

The output of the ANN is a real number between 0-1 for each vowel and
approval level can be defined on this scale. The horizontal lines on the diagrams
(Fig. 10) are the approval level, which are separately adjustable for each vowel.
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Fig. 9. Learning the pronunciation of
vowels

Fig. 10. Chart of phoneme recognition

The colour of the diagrams above the approval level changes from green to
red. The therapist can save the approval levels for each students separately in
their personal user profiles. These profiles ensure a real sense of achievement,
motivation and continuous improvement. The teacher can record a standard
utterance of the text which is typed in the lower text field. The children can
replay the recorded standard utterance just by pressing a button. Then the
therapist can save and replay the utterances of the children into their profile.
These utterances are stored in a separate directory in chronological order. If
the therapist saves a group of selected utterances week after week, then he can
analyse the speech status of each child.

3.3 Fixation of the Pronunciation of Vowels in Words

In this phase the student practises the pronunciation of vowels in words. The
software provides many word and image pairs grouped by grapheme. The vowel
recogniser is identical with the one used in the previous phase, hence one can
examine the utterances using other visual feedback (see Fig. 11).

Similar to theprevious drill, the teacher can record a standard utterance for
each word-picture pair and save the utterances of the children. The teacher can
decide to use the approval levels or not. If these levels are applied then the
grapheme on the picture only appears if the intelligibility of the corresponding
phoneme is above the level set.

3.4 Automation of the Pronunciation of Vowels in Sentences

In this task the impaired children practise the correct pronunciation of the vowels
by reading a longer text (see Fig. 12). The text can be split in smaller units,
which are defined by commas. The unit to be read is highlighted in pink, and
the vowels in it are highlighted in red. When the student reads the words the
cursor (vertical black line) also moves through the text. If the detected phoneme
matches one to a good level then the letter’s red colour disappears. The given part
is completed when all observed phonemes on the screen are no longer marked.
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Fig. 11. Fixation the pronunciation of
vowels in words

Fig. 12. Automation of the pronunciation
of vowels in sentences

After the end of the selected text the software automatically moves on to the
next part. The level of acceptance can be varied for each vowel separately. The
therapist can freely type sentences into the text area, but the drill contains 10
fixed and 6 variable texts that are stored in the profile.

In this drill we combined the well-known dynamic time warping method with
our stochastic segmental recognition technique, and also added features to the
model that made it run faster and more smoothly. We arrived at the latter after
a lot of experimentation.

4 Results Achieved with SpeechMaster

The design of the software package was completed in 2004. From the aspect of
usability, our SpeechMaster system applies the same functions as the Eriksson’s
article recommended [4] in 2005.

The speech impediment therapy part of SpeechMaster was tested at the School
for the Hearing Impaired in Kaposvár. For 5 months the software was used in
the therapy of deaf, hard of hearing, implanted children and those who had
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a speech impediment. Previously, all children attended 1-2 years of traditional
therapy. After using SpeechMaster they all showed a significant improvement: the
number of articulate vowels of the deaf children grew from 2-3 to 6-7. Following
therapy each children pronounced vowels more clearly, and the number of various
mistakes (e.g. nasalty) became noticeably fewer. The results of this are shown
in Figs. 13 and 14.

5 Summary and Future Work

The speech-oriented parts of SpeechMaster in the fields of computer-aided teach-
ing are innovative because, due to the speech interface, the interaction between
the computer and user has become more human. The learning/therapy is the
‘friendly’ interaction of the child/hearing impaired.

During the development of the software package we found high quality solu-
tions to several speech technology and signal processing problems. In the Speech-
Master software package we provide solutions to problems like sound and word
recognition, as well as to the various types of speech evaluation. However, the
opportunities of reading evaluation are only partially utilized and merely lim-
ited to speech impediment therapy. Hence we are planning further investigations
in this area of research. Our intention is to develop a more complex and flexi-
ble automatic reading evaluation system. Moreover, it is quite conceivable that
our software package could be adapted to other languages so non-Hungarian
therapists could use it as well.
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Abstract. The paper describes a method of synthesizing sign language samples
for training HMM. First face and hands regions are detected, and then features of
sign language are extracted. For generating HMM, training data are automatically
synthesized from a limited number of actual samples. We focus on the common
hand shape in different word. The database hand shapes is generated and the
training data of each word is synthesized by replacing the same shape in the
database. Experiments using real image sequences are shown.

1 Introduction

The paper deal with recognition of sign language from a video sequence. Features of
sign language consists of the position, velocity, and shape of hand regions. Sign lan-
guage words are trained and recognized using Hidden Markov Model (HMM) [1].
For building reliable HMM, many training samples are necessary. However, collect-
ing many samples from different subjects is difficult. Therefore we propose a method
of synthesizing training data automatically from a limited number of actual samples.

In speech recognition, speech samples are synthesized from phoneme units [2]. In CG
animations of sign language, sign sentences are generated by combining the patterns of
words [3]. However, there is no methods for synthesizing training data of sign language.
Here, we focus on the hand shape. The database of sign language word and its constituent
contour shapes is generated from sign language images. The training data of each word
is synthesized by replacing the contour shapes with the same shape in other words.

2 Feature Extraction

2.1 Extraction of Hand Regions

Face and hand regions are first extracted using a model of skin color, the range of which
is determined from the initial image.

When hands and face regions overlap, they are separated using the previous an the
succeeding frames. First, the image of the face and hands just before overlapping are
saved as templates. Assuming that those images does not change, hands and face regions
are extracted by template matching.

Next, assuming that hand shape changes during overlapping, the hand region is ex-
tracted. The image of face and hands just after overlapping are saved as templates and
the regions are similarly extracted by template matching.
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Then the timing of the shape change is determined comparing the degree of matching
in the forward backward template matching.

2.2 Extraction of Hand Features

From the extracted face and hands region, the positions, the velocities and the shapes of
hands are obtained.

Because a small position difference of a hand near the face or a small movement near
the face is often important, the positions and velocities of hands are:

– The log-distance between the face and each hand region.
– The change of the log-distance between the face and each hand region.
– The direction of each hand from the face region.
– The change of the direction of each hand from the face region.

Because, for two hand gestures, the relative position is important, the relative position
of the right hand to the left hand is also included in the features

The shape features of the hand include:

– The number of protrusions of the hand region.
– {u(1 − r), v(1 − r)} , where

(u, v): The x and the y component of the principal axis of the hand region.
r(0 < r < 1): The degree of circularity of the hand region.

Because the direction of the principal axis of a circular region is unstable, weight 1 − r
is multiplied to decrease the value of the direction.

3 Generation of Initial HMM

Initial HMM is generated from states corresponding to the motion of hands. The image
sequence is first segmented into static and moving periods. Even if a hand moves slowly,
the corresponding static period is segmented into two if the moving direction changes
significantly. Moreover, if the distance between the face and a hand is small and the
direction of the hand from the face changes significantly in a static period, the period is
also segmented into two.

The means and the variances of features in each state are calculated to create an
initial model.

4 Synthesis of Training Data

4.1 Making a Hand Shape Database

Fukuda et al. proposed a classification of the hand shape used in sign language [4]. This
classification is based on the finger alphabet of the Japanese syllabary. In order to deal
with words which are not expressed by those alphabet, we add three hand shapes.

Moreover, since the view of a hand in images changes depending on a hand position
and pose, we further extend the classification to include typical variations of the same
hand shape. Figure 1 shows the extended classification.

Because the shape is important while a hand is not moving, the static hand shape
features are saved in the database.
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Fig. 1. Classification of hand shape

4.2 Synthesizing New Training Data

In order to synthesize a training data of a word, the degree of circularity is checked to
find static periods. Then, for each hand shape, the database is searched for the similar
hand shape. If it is found, the shape features replace the original features, while the
other features such as the position and the motion are kept unchanged.

5 Experimental Results

Experiments of recognition is performed using the HMM generated from original image
sequences and the synthesized data. In the experiments, images of two persons are used.
For each word, three sequences of images are obtained and the total of six samples are
obtained.

Excluding words whose images are not successfully processed, 14 words expressed
by both hands and 21 words expressed by one hand are used. First, only actual data are
used for training, where five of the sequences are used for training and the rest is used
for the test. By changing the sequence for the test, six experiments are performed.

Next synthesized data sequences are added for training and similar six experiments
are performed. Experimental results are shown in Table 1. Recognition rates of the
experiments using only actual data and the experiments using synthesized data have
little differences.

Before adding synthesized data, the word “like” of subject A is misrecognized as the
word “red”, and the word “red” of subject B is misrecognized as the word “dislike”. By
adding synthesized data, they are recognized successfully.
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Table 1. Experimental results

(a) Subject A
both hands one hand

synthesized
data addition before after before after
the number
of success 52/52 52/52 57/63 57/63
recognition

rate 100% 100% 90.5% 90.5%

(b) Subject B
both hands one hand

synthesized
data addition before after before after
the number
of success 50/52 50/52 57/63 58/63
recognition

rate 96.2% 96.2% 90.5% 92.1%

(a) black (b) head

Fig. 2. Words of similar hand features

On the other hand, the word “head”
shown in Figure 2(a) of subject A is mis-
recognized as the word “black” shown in
Figure 2(b). Because the hand shape view of
these words are similar, it is easily misrecog-
nized. Even by adding synthesized data, the
difference is ambiguous. We need better fea-
tures to discriminate them.

One of the reason of misrecognition in ei-
ther case is that the test data is far from train-

ing data. It is necessary to collect hand shape data for more words in order to synthesize
a variety of training data.

6 Conclusion

We proposed a method of automatically synthesizing of training data using a hand shape
database for sign language recognition. Hand shapes in sign language words are classi-
fied and training data are synthesized by replacing hand shape features.

Although experiments with a small number of sign language words, the effect of
using synthesized data is not prominent, the method seems promising if it is applied to
larger data set.

The future problem is in addition to extension to a larger data set, application of the
method for various persons.
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Abstract. In this paper, we propose a communication support system
in a classroom environment for the hearing impaired. This system detects
the questioner, monitors his/her sign language with a video camera, and
displays the video on a monitor at the front of the lecture room. Although
other students cannot see the questioner’s sign language directly, they
can see the questioner on the monitor. The system locates the questioner
by detecting a raised hand. Once the system locates the questioner, it
zooms in by controlling the direction and the zoom parameters of the
camera and captures his/her image. We implemented the system and
conducted an experiment during a real lecture. As a result, we achieved
a raised hand extraction rate of 70%.

1 Introduction

Most hearing impaired students communicate with sign language when they ask
a lecturer a question in class. Sign language is a visible language, and, as a result,
some other students may not be able to see the questioner. Figure 1 illustrates
this situation. It is likely that the lecturer may be asked the same question many
times, since students may not realize the question has already been asked.

To solve this problem, we developed a system that monitors the speaker and
displays him/her on a monitor placed at the front of the room, as shown in
Fig. 2. Other students can see the monitor, which allows them to engage when a
question is posed. A student who wants to ask a question shows his/her intention
by raising a hand. The system locates the questioner by detecting his/her hand.
Once the system detects the hand, it zooms into the questioner. Then, the system
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lecturer

don’t notice question

question using
sign language

can’t see
what is signed

Fig. 1. Lecture for hearing impaired people

Fig. 2. Automatic monitoring system

monitors the questioner’s sign language with a video camera and displays footage
on the front monitor. In this paper, we propose a method for detecting the
questioner and controlling the zoom camera. We also implemented the system
by a pan-tilt-zoom camera and conducted an experiment in a real lecture for
hearing impaired. Finally, we discuss the evaluation of the experimental results
from the real lecture.

2 Detecting a Raising Hand

In this lecture, a student who wants to ask a question will show his intention
by raising his/her hand. In this section, we propose a method for detecting a
raising hand. Our system must run in realtime so we must avoid time-consuming
computational tasks.

Our detection method consists of two parts. First, we find the location of each
student’s head. We find students’ head locations using background subtraction,
skin color extraction, face area extraction, and hair area search. Next, we detect
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a raised hand around the head location. We describe the details in the following
section.

2.1 Estimating Head Location

In order to detect the questioner from the rest of the students, the system must
know the location of each student. A student raises his/her hand around his/her
head. Therefore, the system needs to know the head location of each student.
This is useful for reducing the area required for hand detection and for monitor-
ing student’s sign language actions. We describe the estimation procedure steps
in the following section.

Background Subtraction. First, we pinpoint the students’ region using back-
ground subtraction [1]. We take a background image in advance, and subtract
it from the current frame. Figure 3 illustrates an example of this method.

Fig. 3. Example of background subtraction

If we applied this method to a real lecture, it would fail due to changes in
illumination caused by turning the lights on/off or opening/closing curtains.
Therefore, we must update the background image during the lecture. The back-
ground image is updated using Eq.(1).

Bt+1 = (1 − α)Mt + αBt, (1)

where Bt is the background image at time t, Mt is the background region ex-
tracted from the current image, and α is a constant (0 ≤ α ≤ 1).

Skin Color Extraction. In order to locate the face region, we extract the
skin color region from the current frame [2,3]. We use the YUV color space; Y
represents intensity, while U and V represent chromaticity. We extract the skin
color region using the U and V values.

In this paper, we use a simple extraction method. We make a UV region which
represents skin color in advance. Skin color is then extracted if the UV value is
inside the skin color region. The UV value of skin color is slightly affected by
illumination so we make skin color regions under several different illumination
conditions.
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Facial Region Extraction. We identify the facial region candidates from the
skin color region [4]. We eliminate regions whose areas are too small or too big,
or whose aspect ratios (width/height) are not suitable. In this paper, we assume
the aspect ratio of the face is between 1/2 and 2.

Hair Area Search. The extracted facial region includes not only the face, but
includes other skin color regions such as hands and desks that have similar col-
ors. In order to discriminate the facial region from other regions, we use the hair
region. If the skin color region has hair in the upper region, it is considered a face.

We check the intensity of the upper part of the skin color region. If the in-
tensity is low, it is considered a fair candidate region. Then we search the entire
area of the top skin color region, and if more than 20% of the area is black, the
region is considered a head.

We show an example of the head extraction result in Fig. 4. In Fig. 4, the
white region with small rectangle is the head region and gray region is a skin
color region but not a head.

Input image          Result image

Fig. 4. Result of skin color extraction and hair area search

2.2 Detecting a Raised Hand

We detect a hand that is in the area surrounding the face. A student will raise
his/her arm to around the upper area of the face, thus, we set the region for
detecting the hand in the following way.

Sx1 = Fx − 5l/2
Sx2 = Fx + 5l/2
Sy1 = Fy − 2l/3
Sy2 = Fy + 3l/2,

where Sx1, Sx2, Sy1, and Sy2 are the minimum and maximum x and y values
of the hand extraction rectangular area, Fx and Fy are the centers of gravity of
the facial region, and l is the square root of the face area that is the length of
the face. The large rectangle in Fig. 4 illustrates this region.

Next, we check whether the hand is moving in this area. We extract a moving
object using frame subtraction and on erosion filter [5]. If the size of the extracted
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object is nearly the size of a hand and the object has skin color, we then extract
this object as a raised hand.

The rectangular regions detecting the hands may overlap due to the seating
arrangement of the students. If a hand is detected in an overlapped region, we
must establish which person raised his hand. In this paper, we decide which
person it is based on the distance between the hand and the head. We choose
the person nearest to the moving hand.

3 Automatic Monitoring with a Video Camera
After the system detects a raised hand, the system must record the student’s
sign language. In this section, we describe the control of the video camera.

3.1 Pan-Tilt Control

In order to film a student in the center of the view, we control the direction of
the camera. People usually sign below their face. Therefore, we need to control
the camera direction to locate the face center at a level of 5/8 height.

3.2 Zoom Control

Other students understand a question not only through sign language but also
by lip reading. Therefore, the system should zoom into the questioner so that
others can easily see their lips. In this paper, we control the zoom to fill the
visual angle with the sign language region. We use Sx2 −Sx1 as the width of the
sign language region.

Zooming Out During Speech. If a questioner speaks using large movements
as they sign, it is likely that their gestures may go outside the edge of the visual
field. In this situation, it would be difficult for other students to recognize what
is being signed, therefore, the system should zoom out to fit the questioner’s
gestures within the visual field.

The system detects a moving hand using frame subtraction and skin color
detection, and if the moving hand is located at the boundary of the visual field,
the camera then zooms out. To avoid zooming out too far, the system does not
zoom out more than five individual times.

Zooming in During the Speech. If the questioner’s image size is too small,
other students may find it hard to see his/her lips. In this case, the system zooms
in further on the student. If the hand region is concentrated in the center of the
visual field, the system again zooms into the student. The system will not zoom
in more than five individual times.

If the zoom changes frequently, other students may find it hard to watch the
video. Therefore, the system pauses for a given time between zoom operations.

4 Experimental Result

To evaluate our proposed system, we conducted an experiment in a real lecture
for the hearing impaired. Figure 5 illustrates the arrangement of this experiment.
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Fig. 5. Arrangement for the hand-raising detection experiment

Table 1. The number of raised hand detected

Front Middle Back Total
A 17 24 22 63
B 4 4 6 14
C 5 1 0 6
D 7 10 10 27

Total 33 39 38 110

Table 2. Raised hand detection rate

Front (%) Middle (%) Back (%) Total (%)
A 52 62 58 57

A+B 64 72 74 70
A+B+C 79 74 74 75

There were 10 subjects and they were seated randomly. All subjects were asked
to raise their hand 11 times.

We evaluated the system by examining the camera image after zooming into
the questioner. We use the following evaluation criteria.

A: Does the face and hand moving region lie inside the camera view?
B: Is a part of the region outside the camera view?
C: Is more than half the region outside the camera view?
D: Does the camera not zoom in?

We show the row-by-row results in Table 1 and the detection rates in Table 2.
When a part of the region was out of the camera view (B), the system zoomed out
from the questioner because the skin color region was located at the boundary
of the camera view. After zooming out, the whole of the face and hand moving
region was inside the camera view.

5 Discussion

We can see that 57 % of the raised hands were detected where the camera
zoomed in correctly. When a part of the region was out of the camera view (B),
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the system zoomed out and recorded the entire region. Therefore, we consider
the final detection rate to be 70%. In cases where more than half the region
was out of the camera view (C), it was hard to recover the correct angle by
zooming out. The system was able to recover by finding the head region again
and changing the camera direction.

The reason why the camera sometimes did not zoom in to the questioner (D)
is that the system failed to detect the raised hand or the system detected a
different person. In some cases, the system could not detect the head position
due to a failure of the skin color detection system. The system needs a more
robust method for detecting skin color. The system sometimes detected a dif-
ferent person due to that person’s low level of movement. When multiple raised
hands were detected, the system chose the person nearest to the hands. We can
improve the detection of a raised hand using a more suitable method based on
the direction and amount of hand movements [6,7].

We also conducted questions and answers in the real lecture. When the system
succeeded in zooming in on the questioner, other students can recognize what
is being said by watching the questioner’s sign language and his/her lips on
the monitor. We can see the system is useful for sharing questions among all
students.

6 Conclusion

In this paper, we proposed a system for detecting a questioner, monitoring
his/her sign language, and displaying an image of the questioner on a moni-
tor at the front of a lecture room for the hearing impaired. Since the questioner
raises his/her hand when asking a question, we proposed a method of detecting
a raised hand. We implemented this system and conducted an experiment in
a real lecture for the hearing impaired. The experimental results show that the
extraction rate of the raised hand was 70% and the system was useful for sharing
questions among students.

Further work should be done to improve the detection rate of the raised hands.
This method will improve the detection of the raised hands based on the direction
and amount of hand movements. The system also needs a more robust technique
for detecting a raised hand and for zooming on the questioner.

This research is partly supported by the Artificial Intelligence Research Pro-
motion Foundation.
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Abstract. We have developed a video hand segmentation tool which
can help with generating hands ground truth from sign language image
sequences. This tool may greatly facilitate research in the area of sign
language recognition. In this tool, we offer a semi automatic scheme to
assist with the localization of hand pixels, which is important for the
purpose of recognition. A candidate hand generator is applied by using
the mean shift image segmentation algorithm and a greedy seeds growing
algorithm. After a number of hand candidates is generated, the user can
reduce the candidates by simple mouse clicks. The tool also provides a
hand tracking function for faster processing and a face detection function
for groundtruthing non manual signals. In addition, we provided a two-
passes groundtruthing scheme unlike other tools that only does one-pass.
Our first pass processing is automatic and does not need user interaction.
The experiment results demonstrate that based on the first pass’s result,
one can groundtruth 10,000+ frames of sign language within 8 hours.

1 Introduction

With the growing capacity of computer vision technology, there is more interest
being directed towards the automatic recognition of sign language based solely
on image sequences or videos. We refer the reader to [1] for a review of the
applications of related vision technologies. Briefly, if an accurate and reliable
method can be developed to recognize and translate from sign sentences to spo-
ken or written languages, this will help alleviate communication difficulties that
Deaf people experience daily. This method can be incorporated into an assistive
device carried by the Deaf person or available within the computer systems of
stores, banks and other places where a Deaf person needs to communicate with
non-signers.

In a vision-based sign language recognition system, generally a model will
be trained on either a phoneme, sign or sentence level. This requires accurate
feature extractions from the image frames. For example, one may need to extract
the facial expression, hand position and hand shape parameters. However, the
automatic hand segmentation is a challenging problem and unwanted noise will
be generated for real world image sequences; hence the accuracy of the model
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can be decreased. For example, an automatic scheme for segmenting the hand
can be based on hand color model [2], stereo depth [3], colored gloves [4] or
motion [5] information. Nevertheless, a hand color model is not sufficient for real
world images where a large variation of lighting condition exists. Alternatively
using depth image is slow and will fail when the hand moves to the same plane
as the body. In addition, colored gloves might help during training but it still
changes the appearance of hand and makes the signer feel unnatural. And finally,
although using motion information is usually robust, it cannot accommodate
subtle hand shape changes and a moving background. Due to these reasons, a
hand groundtruthing step is often taken with an annotation tool before we start
the training. Sign language training databases generally consist of many video
shots and frames, which makes it very hard to groundtruth quickly using general
image processing tool (e.g. Photoshop) frame by frame. Even with a vision based
video annotation tool, this task could be labor intensive and time-consuming.
For example, considering a small training database that has 100 signs, each sign
has 25 training samples and the average length of one training sample is 50
frames. There are a total of 25x100x50=125000 frames. Suppose we were using
a general image processing tool which can generate groundtruth for one frame
in 5 min. The time cost to groundtruth the whole database will be 434 days.

In this paper, we offer a semi automatic scheme to assist with the localization
of hand pixels, which is important for the purpose of recognition. A candidate
hand generator is applied by using the mean shift image segmentation algorithm
and a greedy seeds growing algorithm. After a number of hand candidates is gen-
erated, the user can reduce the candidates by simple mouse clicks. In addition, we
provided a two-passes groundtruthing scheme unlike other tool that only do one-
pass. Our first pass processing is automatic and does not need user interaction.

We are aware of many other video annotation tools. However, most focus on
scene segmentation or key frame detection (e.g. IBM EVA[6], ESP Game[7]).
Some of them combine local feature extraction and temporal tracking together.
For example, the VIPER annotation tool proposed by Pfund et.al [8] provides im-
age segmentation, temporal segmentation and event annotation together; ViPer-
GT proposed by Doermann et.al [9] can detect multiple objects and track them
using bounding boxes automatically, Marcotegui et.al proposed VOGUE [10],
where a number of image and video segmentation techniques are incorporated
for object annotation purpose. All of these tools are standalone applications
providing semi automatic groundtruthing function with user-friendly interface.

Our annotation tool is a side-product of our vision-based American Sign Lan-
gugae(ASL) recognition system. It also provides a semi-automatic scheme for
efficient ground-truthing. However, its main purpose is to segment the hand
pixels frame by frame. Instead of using the general segmentation and tracking
algorithm as in the existing tools, we advocate a candidate hand generator ap-
proach which is more reliable during hand shape change and hand crossing face
situation. Unlike the existing tools where only one-pass is conducted, we offer a
two-pass scheme for faster processing, where the first pass generates candidate
hands automatically.
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Fig. 1. Overview of the two-pass approach

Fig. 1 illustrates our two-pass scheme. In Fig. 1(a), ASL video frames are
first segmented into seed primitives; these primitives are grouped by a grouping
engine to generate overlapped candidate hand groups, where each group may
consist of one or more primitives. This step is automatic and no user interaction is
involved. In Fig. 1(b), where the second pass is taken, the grouped results will be
loaded back for user’s examination. Note the number of generated groups could
be huge, hence we allow the user to mouse click the hand region to reduce the
number of candidates. At the same time a tracking method is also incorporated
among adjacent frames to improve efficiency.

The paper is organized as follows: in section 2 we will discuss the algorithm
used in the first-pass, Section 3 describes the Graphic User Interface(GUI), Sec-
tion 4 shows us the experimental results and we conclude with Section 5.

2 First-Pass: Segmentation and Grouping

The first-pass annotation can be done completely on the background since there
is no user interaction involved. The goal of this pass is to generate the hand
candidates and store them as a file to be reloaded in the second pass. For existing
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annotation tools, these two passes are generally working at the same time, forcing
the user to wait for the segmenting and tracking result. With a complex scene,
the segmentation itself can be very time consuming. (e.g. a segmentation of one
single frame with a highly textured scene with mean shift method [11] could
take over 10 seconds). On the other hand, many tracking techniques take an
iterative approach which could also be slow. Tracking methods also suffer from
the requirement of good initialization, which must be taken for each sign in the
training dataset separately.

For our case, since we tend to generate as many candidates as possible to
accommodate with the fast changing appearance of the hand while signing, the
processing of one single frame will even be slower. For example, with a complex
scene there will be over 500 candidate hands generated, which result in a running
time for one frame to exceed 30 seconds.

Fortunately, unlike other tracking or hand segmentation schemes, our ap-
proach does not require perfect results or user modification when the candidate
hands are being detected. Hence this step can be done solely in the background.

2.1 Grouping of Primitives

We adopt a greedy approach to form the groups. Let us denote the low-level
region patches in the k-th image frame by Sk = {pk

1 , · · · , pk
Nk

}. From this initial
set of primitives, we select a subset of primitives that are likely to come from
the hand, based on the size of the patch. These are our seed patches. Given
some knowledge of the approximate size of the hands in the sequence, we can
eliminate large, non-homogeneous region patches from further consideration. We
use a list L to store the possible groups. This list is initialized by choosing each
selected primitive to be a singleton group. These groups would be merged to
form a larger conglomerate.

The grouping process starts by picking the first group in L, denoted here
by p, and searching for its neighbors {N i

p}. Each neighbor N i
p is considered

for grouping with p to generate a tentative larger grouping. We select the best
local grouping, and denote it as g. The group g is further tested to see if it can
possibly represent a hand. If the group g passes this test, it is inserted into the
final candidate group list, C, otherwise it is inserted at the end of the list L, to
be considered for further grouping.

2.2 Associating Groups Across Frames

We denote the jth group detected in tth frame as Gj
t . The groups detected in

each frame are associated with those detected in previous frames to result in a
linked sequence of groups spanning all the frames. We define the predecessors
set of each element in each groups set as

Pre(Gj
t ) = [Gj1

t−1, · · · , Gjn

t−1], t ≥ 2, 1 ≤ jk ≤ ct−1, (1)

where Gjk

t−1 is one possible predecessor of Gj
t . The predecessor relationship be-

tween the groups from different time instants is based on feature similarity. It
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captures how likely the groups are from the same underlying cause in the image.
We will use the best successors as the tracking result.

3 Second Pass: Graphic User Interface

After the candidate groups and their links are generated, user interaction is
needed to select the best group, with a default group given at each frame by
the tracking method. We provide functionality that specifically works well for
sign sentences. These functions are built upon the candidate generator discussed
in section 2, a simple tracking technique that work with the links between the
candidate groups, a face detector for non-manual information analysis, a glossing
tool and various elements that facilitate the hand groundtruthing.

Fig. 2. The Graphic User Interface

The application is coded under the Microsoft Visual Studio Environment,
using MFC class, OpenCV libraries and related windows APIs. Fig. 2 illustrate
us the GUI. Important functions related to sign language are supported as:

1. 3 views of current frame: The first is the dominant hand view, the second is
the non-dominant hand view, the third is the view for both.

2. Click to select: One can click on the hand area to reduce the groups to be
shown. The shown groups must include the point where the mouse is clicked.

3. Missing hand checkbox: One can choose the current hand as missing if the
hand is out of the scene.

4. 2 Hand listboxes: The two listboxes below show the list of the candidate
dominant hand and candidate non-dominant hands. The list is ranked by
their boundary smoothness and the tracking result. The highlighted item is
the candidate hand that is being selected.

5. Face detector: automatic face detector, shown as the blue bounding box.
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6. Play,Stop,Step Button: Pressing the play button will automatically track
all the hands and save the result. Stop Button will stop the tracking. Step
button is to allow the application to track one frame and wait for the user’s
response, which is most often used.

7. Redo Checkbox: Redo Checkbox allows one to re-detect the current sequence.

4 Experiment Result

We tested our annotation tool with 2 datasets with different parameters settings.
Both of them consist of ASL sign sentences. The first dataset has a simple
background with 10675 frames and a resolution of 460x290. On average there
are 100 candidate hands generated per frame for this dataset, yet it took us
less than 8 hours to finish groundtruthing both hands. The second dataset has
a complex background with 640x480 resolution. There are 500 candidate hands
generated for each frame. We took 500 frames and established the groundtruth
within 1 hour. Note the time we refer to here is the user interaction time, that
is, the time of the second pass.

In Fig. 3(a), we show the time taken over the 2 datasets of the two passes.
We use a P4 2.4G CPU with 4G memory. The number shown is the time taken
per frame in seconds. Our first pass takes relatively longer since we incorporated
automatic segmentation, face detection, and the greedy seeds growing algorithm.
However it’s completed offline. The second pass is done by reloading the candi-
date result, taking much shorter time.

Fig. 3. (a) Time taken of first pass and second pass (in seconds). (b) Time taken with
different method sets. (in seconds).
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(a) (b) (c)

(d) (e) (f)

Fig. 4. (a) Original frame 1. (b) Segmented frame 1 (c) List of candidate groups in
frame 1. (d) Original frame 2. (e) Segmented frame 2 (f) List of candidate groups in
in frame 2.

On the other hand, Fig. 3(b) shows us the time taken for different method
sets of the tool. We choose 500 frames from the simple background set to do the
experiment. Here we refer to ”C” as the method that only uses the generated
result, ”C+C” refers to using the click-to-select method to reduce the candidate
set, ”C+T” refers to using candidate with tracking method, ”C++” refers to
the method of using candidate and both click-to-select and tracking method.
Tracking contributes a lot because it exploits the temporal relationship. The
click-to-select method does help when tracking failed. For example, when a large
motion happens, drastic hand shape changes and occlusion happens. At the
same time, we did an experiment, using wand tools in a image editing software
to groundtruth 10 frames randomly chosen from the dataset. The average time
taken for each frame exceeds 3 min.

Fig. 4 shows us some visual results of the generated candidate hands. We can
see our method can discern the handshape even when there is occlusion and
overlaps. In particular, Fig. 4 (c) shows us the result where face crossed hand,
and Fig. 4 (f) shows us where the two hands crossed each other.

5 Conclusion

In this paper, we describe our semi-automatic tool for annotating sign language
video sequences. The objective of this tool is to generate large amount of data
with labeled hand pixels that can provide reliable training process. The tool uses
segmentation, tracking and offline processing method to considerably save the
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time to get the reliable hand data. For future work, an assisting edit tool can
be added to secure the situation when there are merges among hand pixels and
non-hand pixels where segmentation and grouping fail.
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Abstract. Composition Corrector (CC) is an online, browser-based tool that 
detects and corrects grammatical errors in written English composition. CC is 
aimed at deaf high school and college students who are fluent in a language such 
as American Sign Language but are not necessarily fluent in written English. The 
student types an English sentence into the browser window and receives an 
immediate analysis of grammatical errors and the corrections in standard 
English. The writing skills of deaf students are reported to be significantly poorer 
than those of their hearing peers, with attendant educational, professional, and 
income disparities with the hearing population. CC is conceived as a tool to 
present students to best advantage in an academic or professional setting. It 
acknowledges a social as well as educational need in that strong English 
composition skills are companions to independence, quality of life, and 
professional development. 

1   Introduction 

Composition Corrector (CC) is an online, browser-based tool that detects and corrects 
grammatical errors in written English composition of deaf students whose first language 
is ASL (American Sign Language) or other signing systems. CC is aimed at a critical 
and underserved population – profoundly deaf students who communicate fluently in 
sign. The writing skills of deaf students are consistently reported to be significantly 
poorer than those of their hearing peers, and it is not unusual for a deaf student to 
graduate from high school with the written communication skills of 9-10 year olds [1,6]. 
A serious consequence of this gap in writing competency for deaf individuals is a 
limitation in educational and professional arenas, where writing difficulties are a 
significant impediment to higher education and access to many professions [4]. Lack of 
professional advancement is accompanied by salary disparity, almost guaranteeing that 
deaf workers with weak English skills will be chronically underpaid. 

CC leverages three salient facts:  the ubiquity of computers, the Deaf community’s 
enthusiastic and skillful acceptance of useful technical innovations, and the desire of 
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deaf individuals to have increased access to educational and professional opportunities 
as independent professionals. With CC, the student types an English sentence into the 
browser window and receives an immediate analysis of grammatical errors and the 
corrections in standard English. CC uses natural language understanding algorithms to 
process errors and is trained on a large corpus of deaf students’ compositions.  

CC is conceived as a tool to give students independence in crafting grammatically 
correct essays, and to present them to best advantage in an academic or professional 
setting. It acknowledges a social as well as educational need in that strong English 
composition skills are companions to independence, quality of life, and professional 
development.  

2   Grammar-Correction Tools 

Prior computer-based approaches to improving the writing skills of deaf students such as 
the ICICLE system [5] have used tutorial dialogues rather than direct analysis and 
correction of errors.  The grammatical correction tool most familiar to everyone with a 
Windows-based computer is Microsoft’s Grammar Checker, a feature of Microsoft 
Word. We selected 494 sentences at random from our corpus of deaf students’ sentences 
and ran them through both Word Grammar Checker and Composition Corrector. The 
results show that CC outperformed Grammar Checker in all tests: for every error 
category, Grammar Checker found only half or fewer of the errors that CC found. 
Further, Grammar Checker does not usually find more than one error in a sentence, 
whereas CC finds almost all multiple errors. CC was developed specifically to detect and 
correct the errors found most commonly in English sentences written by deaf students; 
Grammar Checker is aimed at a more general user group. There are currently no other 
commercial products that accept typed input and detect and correct errors in real time.  

3   Research Methodology 

3.1   Data Collection 

In order to develop the algorithms that are the basis of parsing and grammatical error 
detection and correction, we needed a large amount of written data representative of 
our eventual users. Research in journals, periodicals, and on the Internet revealed that 
there is no publicly available database of English text written by deaf students. 
Accordingly we designed a data collection method that would provide us with a large 
number of sentences and the ability to collect additional data whenever we needed it.  

We designed and built a computer-based data collection application that consists of 
a demographic questionnaire, informed consent form, 21 pages of writing tasks, and a 
page for the student to evaluate his/her experience as a participant. Students were paid 
to complete the 1-hour 15-minute task, and were supervised by a research assistant 
who is deaf and natively bilingual in ASL and English. The browser-based application 
and an hsqldb database to hold the input sentences are housed on a commercial web 
hosting server. 

The data collection application comprises three types of writing activity in 
response to pictures. In Task 1, students are asked to construct sentences about the 
pictures from sets of 3 or 4 words. The words in the sets are content words and the 
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form of the sentence is left to the student's choice. In task 2, students fill in empty 
slots in sentence frames relating to the picture in order to make a grammatical English 
sentence. In task 3, students write a paragraph about the captioned picture(s). 

Using the online data collection tool, we collected 8233 sentences and an 
additional 1239 sentences in a free essay task [2]. The complete corpus represents a 
unique body of data in the textual language arena and is, we believe, the only 
substantial corpus of the writing of deaf students who sign.  

3.2   Analysis of Patterns 

The basis of CC is the observation that the English writing of deaf students contains 
the syntactic categories of standard English but has different yet systematic ways of 
implementing these categories. CC treats these systematic patterns in the writing of 
deaf individuals as realizations of patterns that have a “non-standard” label. It is 
probable that these different yet systematic patterns are based on whatever signed 
language a student uses and the conditions imposed on communicating information in 
a sign language. Parsing of deaf students’ written English then becomes a task of 
creating rules to recognize deviations from standard patterns. We refer to these non-
standard patterns as “errors” because any non-standard pattern in a grammar 
correction system would be so designated. We are guided in the definition of standard 
grammar and grammatical categories and their relation to ASL by Bordman and 
Womeldorf, The Gallaudet Writer’s Handbook, 1999. 

The algorithms underlying CC are based on an analysis of the written (non-
standard) errors of deaf students contained in the database described in 3.1. These 
algorithms use natural language understanding technology to parse a sentence, detect 
error patterns, and map the errors to correct standard English patterns [3].  

3.3   Error Taxonomy 

Table 1 shows the broad types of errors observed in the database through hand analysis.  

Table 1. Error categories and examples 

Description Example 
Verbal errors  
   subject-verb agreement The boy go to school 
   verb conjugation error He is plays the piano. 
   auxiliary-verb error He may wants to go. 
  
Infinitive errors  
   missing “to” infinitive marker They want go home. 
   infinitive verb form error She wants to sings 
  
Nominal errors  
   qualifier-noun agreement Each books are here. 
   qualifier-prep phrase 
   agreement 

All of the book is here. 

   possessive-noun agreement The man saw she book. 



646 M. Birnbaum, C. Bickley, and B. Burger 

These types comprise verbal errors involving subject-verb agreement, verb 
conjugation errors, and auxiliary-verb agreement; errors involving infinitives; and 
nominal errors, including qualifier-noun agreement. 

3.4   CC Engine 

Input words are tagged using an innovative multi-level tagging algorithm and inferential 
rules based on context. A set of parsing rules with ordered application analyzes strings 
of tagged words, and a set of clause modules establishes the hierarchic relationships 
among main and embedded clauses. Current work is focused on expanding clause 
modules and developing heuristic algorithms to learn and incorporate new grammatical 
patterns.  

Table 2. Bi-level part of speech tagging 

Tags Word1 Word2 Word3 Word4 
 The dog want run 
deepTag ArtD_x Noun_s Vb-4xrx Vb-4xrx 
posTag QUL N V V 

Table 3. Composition Corrector error detection modules 

Error Description Example Correction 
SVA subject-verb agreement The boy go to 

 school. 
The boy goes to 
 school. 

VCJ verb conjugation error   
be-verb agreement He is plays the 

 piano. 
no correction  
performed 

have-verb agreement He has go. no correction  
performed 

 

do-verb agreement He do go. no correction  
performed 

INF infinitive error She wants to 
 singing. 

no correction  
performed 

MST missing “to” infinitive 
marker 

They want go 
 home. 

They want to go 
 home. 

QNA qualifier-noun 
agreement 

Six man came 
 home. 

Six men came 
 home. 

QPA qualifier-prepositional  
phrase agreement 

All of the book are 
 here. 

All of the books 
 are here. 

AVE auxiliary-verb error He may wants to 
 go. 

no correction 
 performed 

PNA possessive pronoun 
agreement 

The man saw she 
 book. 

The man saw 
 her book. 

NGE no grammatical errors The dog reached 
 the roof. 

no correction 
 performed 
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Besides the parsing engine, CC comprises a 4000-word dictionary, a database, an 
easy-to-use online graphical interface, and a statistical analysis platform that 
calculates word and phrasal probabilities. 

Table 2 shows “bi-level tagging”©, a CC method in which each word receives a 
“deepTag” containing as much detailed grammatical information as possible, and a 
“posTag” (part-of-speech tag).  The output of the tagger is a set of consecutive input 
words, each with a deepTag and a posTag label. In the example in Table 2, the 
sentence “The dog want run.” from the database received the following tags: 

posTags are higher-level grammatical categories such as N(oun), V(erb), QUL 
(Qualifier). deepTags indicates detailed information such as verbal person, number, 
tense, and gender, and nominal number. The strength of bi-level tagging is the power 
it gives the parser to distinguish grammatical from ungrammatical combinations of 
deepTags, or deepTags + posTags, and to use that information “on the fly” to correct 
the tagged sentence while the tagger is running.  

Parsing rules use these tags in parsing strategies to detect and correct errors. 
Beginning with the broad error categories of Table 1, and using the tagger and a 
training subset of the database sentences, we developed rules for automatically 
detecting 7 error categories, and also a category NGE (no grammatical errors). The 
rules are listed in Table 3. Column 1 shows the error category acronym, column 3 
gives an example, and column 4 shows the correction that the CC parser outputs. 

 

Fig. 1.  A CC results page showing input sentence, errors, and corrections 
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Note that some errors are not corrected, but merely indicated to the writer to be 
ungrammatical.  The parser is conservative in that it does not offer a correction when 
the writer’s original intent is ambiguous or unclear to the program.  In these cases, the 
parser simply indicates the error by marking the words involved.   

3.5   User Interface 

Figure 1 is a screen capture of the operation of CC on a complex sentence from the 
corpus: “They are trying buy something but unexpected from those thing out in shop”. 
This sentence contains multiple errors, including instances in which the intent of the 
writer is not clear and CC cannot guess that intent (nor could a human). CC does 
correctly detect and correct two clear errors of a missing “to” and non-agreement of 
qualifier and noun. All correction steps are displayed to the user. 

4   Results 

In the testing of the prototype system, CC had a 91.6% correct average score over 7 
types of errors for 2704 sentences chosen at random from the database. Sentences were 
from the first data collection task, in which students were asked to construct sentences 
using three or 4 given words related to a picture. Each of the sentences was hand-
analyzed as exhibiting one or more errors or as exhibiting no grammatical errors. The 
sentences were input into CC in batch mode. Table 4 compares the results of hand 
analysis and CC analysis of the sentences by error type. CC performance is shown in 
terms of precision, a measure of how often the system correctly found an error. 

Table 4. Task 1 sentences: total number of sentences analyzed- 2704 

error 
type 

errors 
found by 

CC 

false 
positives 

errors 
found by 

hand 

precision 

SVA  402 19 382 95.3% 

QNA  36 2 34 94.4% 

VCJ 24 1 23 95.8% 

MST  16 0 16 100.0% 

QPA 16 5 11 68.8% 
INF  9 0 9 100.0% 

AVE   8 1 7 87.5% 

average performance over 7 error types 91.6% 

CC found no errors in 2120 sentences. Hand analysis of those sentences confirmed 
the automated CC analysis in nearly 100% of the cases; that is, hand analysis deemed 
1 of the CC “errors” to be a false positive. This result confirms the basic soundness of 
the CC parsing algorithms to distinguish between errors and non-errors.  
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For the largest error category, SVA (subject-verb agreement), CC found 402 errors, 
19 of which were determined to be false positives by hand-analysis. CC performance 
for SVA was thus 95.3% accuracy. The performance of CC for the error categories 
QNA (qualifier-noun agreement), VCJ (verb conjugation error), MST (missing “to” 
infinitive), and INF (infinitive phrase error) also show excellent performance - 
between 94% and 100% agreement with hand-analysis. QNA false positives occurred 
mainly with compound noun phrases, which were not within the scope of the initial 
CC system, and are currently being addressed. An example is: Both young bear polar 
have always fun in anywhere. CC corrected this to: Both young bears polar have 
always fun in anywhere. 

QPA errors are those in which a noun in a prepositional phrase does not agree with 
its antecedent qualifier. An example from the corpus is: One of the cute cub climbs 
the rowboat, corrected to “cubs”. False positives again involved compound noun 
phrases: One of the bear cub climbs the rowboat, falsely corrected to One of the bears 
cub climbs the rowboat.  

AVE errors are auxiliary verb errors. An example of an AVE error is The girl 
won’t looked at the boy. INF refers to an incorrect infinitive construction. An example 
is The dog wants to reaching the roof. These two categories accounted for the fewest 
number of errors in the corpus and are currently being addressed. 

5   Future Development 

In the coming development cycle, CC will be beta-tested at three American schools with 
sizable deaf populations: Gallaudet University in Washington DC, the CAEBER Institute 
of the New Mexico School for the Deaf in New Mexico, and Northern Essex Community 
College in Massachusetts. It will also be tested at Advocates, Inc. a non-profit service 
human services agency in Framingham, Ma with several deaf staff members. 

Our immediate plans are to develop CC as a tool for deaf students in high school 
and college. A future version of CC will be for younger deaf children who are 
learning written English. CC will be easy to use because almost all children are now 
using a computer at an early age and are quite adept at game playing and Web surfing. 
CC will be accessed either through a CD that a parent or teacher purchases or through 
online subscription. It can be implemented on a home computer or on a language or 
writing laboratory computer under the auspices of a school or university.  

In future, Composition Corrector will be adapted as a pedagogical tool for ESL 
students in university English courses, and as a tool for document correction for 
businesses and government functions. Currently the largest foreign language markets 
are Spanish, Chinese, and Japanese. 
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Abstract. Speech and/or hearing impaired people have difficulties with voice 
communication. In case of face-to-face conversation they can find a common 
communication channel (e.g. sign language, paper, etc.), but without an 
appropriate system they are unable to talk over the phone. The goal of the 
present study is to introduce the design and development steps of a system for 
vocally and/or hearing impaired people, which helps them to communicate via 
telephone with any person. Speech output is realized by text-to-speech (TTS) 
technology and speech input is provided by automatic speech recognition 
(ASR). The visual and the speech user interfaces enable users on both side of 
the phone line (a speech and hearing impaired person at one end, a non-speech-
and-hearing-disabled person at the other end) to communicate.   

1   Introduction 

In the telecommunication world new technologies have been developed and released 
so rapidly as never before, which changes everyday life. Unfortunately the demands 
of disabled users are rarely considered during the development phase. Present and 
future technologies of telecommunication enable impaired persons to achieve a better 
standard of living. However if their special demands are not considered and if they are 
not involved in the development phase they can end up in a very hard situation.  

The number of severely speech impaired persons is about two million, and the 
number of severely hearing impaired people is around six million in the European 
Union [1]. One can loose his/her ability to speak and/or to hear because of illness (e.g. 
stroke), physical impact (e.g. accident, surgery) or s/he might be already born as an 
impaired person.  

Impaired hearing and speech causes many difficulties for the disabled person and 
also a lot of efforts for her/his environment (e.g. family). The lack of the above-
mentioned abilities may also result in social and psychological problems. 

Therefore a communication aid, which enables conversations over the phone for 
vocally and hearing impaired persons, can help them not only in everyday life, but it 
also helps them to approach the standard of living of non-disabled persons. 

The aim of the present study is to investigate the possible user groups, to analyze 
previous assistive methods and devices for hearing and speech impaired persons, to 
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give evidence for the necessity of a new system, and to introduce the design and 
development problems of a new communication aid. 

2   Problem Statement 

In the current chapter we investigate possible user groups and previous assistive 
technology solutions; furthermore we summarize the reasons why a new system is 
necessary. 

User Groups 
There are three possible user groups of the system: the hearing impaired; the speech 
impaired; and the both hearing and speech impaired people. Let us have a short 
investigation of these groups. 

Hearing impairment can develop both at short and at wide frequency ranges. In the 
case of the phone conversation the 300..3400 Hz range is critical, as most phone 
systems transmit only this section of the frequency domain. In case of hearing 
impairments speech impairments often develop as well, as the speaker doesn’t have a 
feedback of her/his voice. Dialing doesn’t mean a problem for hearing impaired 
people, but they cannot hear the feedback (e.g. busy signal) and alert (e.g. ringing) 
signals. These problems can be solved with visual signals on the device. After a call is 
established the understanding of speech is a major problem. Persons with moderate 
hearing impairment can use their hearing aid with special inductive coupling [2], but 
this doesn’t give a solution for severely hearing impaired people.  

Speech impairment may affect the whole or a part of the speech generating 
process. Cellular phones and the Internet help a lot for speech impaired people, but 
voice based phone conversations still pose a problem for them. Impaired speech is 
often caused by moderate/severe mental disabilities. There are some communication 
aids [3] for speech impaired persons, which will be briefly introduced in the present 
paper.  

Compared to the two previous groups the both vocally and hearing impaired people 
are in the most difficult situation. Their number is much smaller, but they have the 
greatest need of assistive technology solutions besides the groups mentioned above. 
Currently if one can afford it in Hungary s/he may have a sign language translator, but 
because of financial reasons it is affordable only for special, important events. There 
are halfway means for them (e.g. using computer chat), but without a communication 
aid they are unable to use the phone.  

Present Solutions 
There are quite a few assistive technology solutions for speech and/or hearing 
impaired people. The most important communication aids for speech impaired 
persons (e.g. BlissVox [4], Multi-Talk [4], Voxaid [5], SayIt for PDA [3] and 
Smartphone) have been investigated in [3]. For speech-and-hearing impaired people, 
according to the authors’ knowledge, there is no automated solution for voice 
communication through the phone line, although there are systems that help impaired 
persons to communicate with others.  
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Text-phones enable chat based communication over the POTS (Plain Old 
Telephone System). A small keyboard and an LCD display with 2-3 lines are built 
into these devices, like the Uniphone 11501. The disadvantage of text-phones is that 
on both sides of the phone line a compatible device is required. As the Internet 
became widespread, online technologies (e.g. instant messengers like ICQ2 and 
Skype3) made text based communication easier, although the same disadvantage 
arises; on both side a computer with Internet connection is necessary.  

The experiments in [6] showed, that the Finnish language is suitable for speaker 
dependent speech recognition on the phonemic level (the error rate is about 5%). In 
addition, according to the authors of the paper the 10 to 20 percentage of the phoneme 
errors can be tolerated with satisfying - word, sentence and dialog sentence - 
comprehension. These features are exploited in Finnish communication aids for deaf 
people.  

For Swedish the acceptable error rates may be even smaller, as the orthography is 
less phonetic. It was reported in [7] that there is an about 26 percentage increment in 
tracking score and 17 percentage decrement of blocking-ratio in case of speech 
impaired persons when they used phoneme recognition as a hearing aid in telephone 
communication.  

There are non-automated solutions for speech and hearing impaired persons to 
communicate with non-disabled persons through the telephone line in several 
countries of the EU (e.g. the Typetalk service in the UK). In Hungary the biggest 
Hungarian phone company offers the so called ‘Jelmondó’ (Sign-talker) service 
which was introduced in 2001. Practically it is a text-based communication over a 
‘speech-gateway’. The text communication is realized with a computer and a modem 
or with a special device, and the ‘speech-gateway’ is a person, who ‘converts’ text-to-
speech and speech-to-text. The service is free for the users although it costs money for 
the phone company (and the company cannot expect extra gain from the service) 
furthermore it is not suitable for confidential and personal conversations.  

As it can be seen, there are existing systems for speech and/or hearing impaired 
people, but none of them offers adequate telephone features. Our aim was to create an 
automated communication aid for making and receiving phone calls, which can be 
used by the impaired person without any help. Furthermore it is also important, that 
the system doesn’t require any device on the other end of the phone line. 

3   System Design 

Generally the system should be able to convert text-to-speech (TTS), speech-to-text 
(STT) and to make and receive phone calls. Additionally the intuitive user interface is 
also important on both sides of the phone line; the speech impaired person should be 
able to use the system as fast as possible and on the other side of the line people 
should know that s/he is speaking with a speech and/or vocally impaired person, and 
not with e.g. a dialog system. The current system is called VoxAid 2006, named after 
our first communication aid, which was developed in 1990 [5]. 

                                                           
1 http://www.teletec.co.uk/minicoms/uniphone.php 
2 http://www.icq.com/ 
3 http://www.skype.com/ 
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Architecture 
The system is implemented on Windows XP compatible computers, and an additional 
ISDN modem is required. Consequently the system on the user side operates on ISDN 
phone lines; the other side of the line can be of any kind. The ProfiVox TTS system is 
included as a dynamically linked library; the managed code of VoxAid 2006 operates 
perfectly with the native TTS code. Furthermore VoxAid 2006 communicates 
asynchronously with the ISDN interface (called CallCentre) via TCP/IP sockets with 
predefined messages in a handshaking way (Fig. 1).  

 

Fig. 1. The architecture of VoxAid 2006 

The messages are transferred in byte arrays; one part of them is sent / received 
without parameters (e.g. playabort, playaborted, dtmfrec, etc.), others have parameters 
(e.g. play ‘filename’, recognized ‘word’, etc.). The HMM - based, speaker 
independent, Hungarian, telephone speech recognizer with fixed vocabulary is closely 
coupled to CallCentre. The ProfiVox TTS, the CallCentre ISDN interface and the 
speech recognizer are existing technologies, which have been developed in our 
department. The voice coming from the other side of the phone line can be turned 
on/off in the application, as speech impaired people without hearing impairments may 
use it. The voice is transferred as an audio stream through the ISDN interface with 
TCP/IP sockets. 

During a call VoxAid 2006 sets CallCentre to speech and DTMF recognition 
mode. If the voice activity detection (VAD) alerts, DTMF recognition is aborted, and 
as soon as the speaker stops talking CallCentre sends the recognized unit (word or 
sentence) to VoxAid 2006, which displays it. If a DTMF signal is detected (for help 
or special settings, see below) than the ASR is stopped, and the code of the 
recognized DTMF signal is sent to VoxAid 2006.   

Human-Computer Interaction (HCI) 
The two main HCI parts of the application are the visual and the telephone user 
interfaces. As regards the architecture, the visual user interface consists of two main 
sections: speech generation and recognition (Fig. 2.). 
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Users have the possibility to define the layout of the screen. This feature helps 
people even with moderate mental disabilities to use the application, as it is possible, 
that one can perform some tasks only if the task can be done in a particular location of 
the screen. 

Speech generation can be done in three modes: free text (the user can enter any 
text), fixed text (the user can select from previously stored, categorized sentences) 
and partly fixed text (similar to the fixed text mode, but the user can change 
predefined parts of the selected sentence) modes. The design of the speech generation 
user interface is similar to the design of our system for speech impaired people on 
mobile devices [3], but in VoxAid 2006 the data structures are realized in XML 
(eXtendable Markup Language). In the XML data files the categories and sentences 
of fixed and partly fixed text modes furthermore the editable parts of partly fixed text 
sentences are stored. Additionally - because VoxAid 2006 runs on desktop and laptop 
computers - the user input can be completed with the help of the mouse / touchpad 
and the keyboard more easily and more rapidly than on mobile devices.  

The speech recognizer is handled on a separate part of the screen. The speech 
recognition window displays not only the recognized units, but the state of the call 
(e.g. dialing, in-call, etc.) and the interactions of the user on the other side of the line 
(e.g. DTMF signals) as well. 

 

Fig. 2. The visual user interface. Speech recognition (left), speech synthesis (right, ‘welcome’ 
text in case of outgoing call). 

The speech recognition engine is a speaker independent, isolated word and fixed 
vocabulary solution, as no continuous telephone speech recognition technology is 
available for the Hungarian language. Therefore a well designed vocabulary is 
required, and the possibility for the person on the other side of the line to find out 
which vocabulary elements can be recognized by the system. One can get help of the 
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possible words, phrases and sentences with the buttons of the telephone. If one pushes 
a button on the other side of the phone line the words with the first letter, which is 
written on the button is read by VoxAid 2006. For example if s/he pushes button “4” 
three times, than the recognizable words, phrases and sentences starting with “I” will 
be read to the phone line. The user can stop the readout of the units by pressing any 
other button. With button zero the user can turn on/off the feedback feature. It is used 
to provide feedback of the results of the recognition process in order to help the 
speaking users on the other side of the phone line to learn the vocabulary. If the 
feature is turned on, VoxAid 2006 reads the recognized units or tells, if the 
recognition wasn’t successful. After the user adapted to the speech recognition 
engine, for faster communication s/he can switch this feature off. There is also a 
possibility to tell unknown words (e.g. names of medicines) by spelling (e.g. V as 
violin). 

In case of incoming and outgoing calls a ‘welcome’ text is read, which tells the 
user at the other end of the phone line that the called/caller party is not a computer, 
but a speech and/or hearing impaired person. The introduction can be skipped, if the 
user on the other side of the phone line pushes any button. The ‘welcome’ texts can be 
changed in VoxAid 2006. 

The design and implementation of the ASR’s vocabulary was quite a challenging 
task. From the users’ point of view the ideal case would be if the vocabulary consisted 
of short words used daily, which can be learned by heart easily. We had to consider 
the recommendations of the ASR developers, however; to have better results the 
usage of units, which consist of more than 5-6 syllables, is recommended. During the 
design of the vocabulary we tried to keep the following principles:  

1. Short units (1-4 syllables): We have chosen words and short sentences which 
have different spectral features. This way the speech recognizer has only a 
little chance to misrecognize the short units. 

2. Longer units (5 or more syllables): We kept the same rule described in point 
1. in case of longer sentences also, but we’ve faced the following problem: in 
case of sentences, where several choices are present the units are very similar 
(e.g. What do you want to eat for breakfast?; What do you want to eat for 
dinner?; etc.). To overcome the problem we rephrased the sentences in 
different ways (e.g. What do you want to eat for breakfast?; What do you 
prefer for dinner?; etc.).  

4   Evaluation Results 

The speech synthesis interface was originally designed for the first Voxaid [5] and 
used for more then ten years by a speech impaired person, and was further developed 
for SayIt [3]. With platform specific modifications the same interface is found in 
VoxAid 2006.  

The most critical part of the system is the design of the speech recognizer’s 
vocabulary. The probability of correct recognition is high, if the vocabulary consists 
of preferably 5-6 (or more) syllable long phrases, sentences. The disadvantage of 
longer units is that the people on the other side of the line cannot intuitively use 
VoxAid 2006’s telephone interface, s/he always have to ask for help with the buttons 
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or turn the automatic repetition on. Therefore a balance must be found between the 
length and the simplicity of the expressions.  

The vocabulary was designed with the help of the speech recognizer developers 
and currently it contains 528 units. To test the accuracy of the speech recognizer an 
experiment was carried out. Twelve persons read out 50 randomly selected units in a 
noisy environment into an ISDN phone. At the other end of the phone line VoxAid 
2006 was running. If a unit was not recognized or it was misrecognized the subject 
repeated it. If it still wasn’t correctly recognized the subject had to repeat it again. 
After the third trial the subject had to read out the next unit, irrespectively of the result 
of the third attempt.  

The probability of misrecognition and out of vocabulary event depends not only on 
the recognizer’s accuracy, but on the design of the vocabulary as well. In consequence 
the test examines both the ASR accuracy and the suitability of the vocabulary. The 
results of the test can be seen in Figure 3.  

3.00%

1.50%

1.17%

0.33%

95.50%

Correct

1st retry

2nd retry

3rd retry

 

Fig. 3. The results of the test of the fixed vocabulary speech recognizer 

The test showed that the probability of correct recognition of a unit out of 528 is 
95.5%. Further 3% of the units were recognized during the second utterance (1st 
retry); 1.17% during the third utterance (2nd retry) and 0.33% during the forth 
utterance (3rd retry). We consider these results quite satisfactory; the ASR works well 
with the vocabulary we designed for the special task, although the speaking user at the 
other end of the phone line has to learn the recognizable units for rapid 
communication.  

5   Future Plans 

VoxAid 2006 is ready for testing. We are looking for speech and/or vocally impaired 
persons for cooperation to make user tests. After the user tests we shall ask the 
participants to fill out a form about the system and we also ask them to tell their 
preferences. According to these results we will tailor the visual and telephone user 
interface.  

Nowadays mobile devices – primary the PDAs – have enough computing power 
for speech synthesis and recognition. There are many ways to port a speech 
synthesizer to a mobile phone with adequate performance [8], but there are problems 
with the performance of the speech recognizer. On the latest (with 520 Mhz CPU 
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speed) PDAs the user independent speech recognizer performs well with about 200 
units in the vocabulary. After the user tests are done in cooperation with the test 
subjects we shall try to scale the vocabulary for mobile devices.  

6   Summary 

VoxAid 2006 enables speech and vocally impaired people to communicate with voice 
over telephone. The communication can be 10-15 times slower than in case of non-
disabled persons’ conversation but the system enables speech and vocally impaired 
persons to perform everyday tasks with standard telephone users on the other end or 
to ask for help in case of emergency.  
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Abstract. Evaluation tests of sign communication with delayed video
are reported and the effect of delay on the communication is discussed.
The authors constructed the delayed sign dialogue experimental system.
Five kinds of tasks were assigned to deaf subjects and videos of perform-
ing the task with various delay times were recorded. By analyzing the
data, sign communications was found to be more tolerant of the delay
time than voice communication.

1 Introduction

The authors have been studying the evaluation of quality of sign language video
supposing the achievement of sign telecommunication using videophones[1].
These studies were carried out with offline experiments in which encoded data
was presented to subjects. These environments were far different from actual
conversation that occurs over a videophone.

In real-time video communication, delay occurs easily at every procedure of
picture encoding, transmission of data, and decoding of picture. Adverse impacts
to communication are predicted due to this delay time.

The effect of delay on voice interaction has been studied in detail[2]. The effect
of delay on voice interaction using videophones has also been studied[3].

Spoken Japanese was the language used in those studies. The effect of delay
on sign language communication, which has not been studied so far, is predicted
to be significantly different from that on auditory communication.

The authors constructed a delayed sign dialogue experimental system. Using
this system, delayed sign communication can be recorded.

When the sign dialogue experiments are carried out, the method of com-
munication can be regulated by assigning a task. In addition, smoothness of
communication can be evaluated by measuring the completion time of the task.
Determining the kind of tasks to be assigned is an important issue for this
study. We assigned five tasks and carried out experiments with various delay
times.

K. Miesenberger et al. (Eds.): ICCHP 2006, LNCS 4061, pp. 659–666, 2006.
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2 Method of Experiments

2.1 Delayed Sign Dialogue System

To simulate communication over actual videophones, a delayed sign dialogue ex-
perimental system was constructed, which can display the video of a companion
on a prompter put in front of each subject. Subjects communicate by using sign
language during the experimental procedure. The video image can be delayed
using the digital video delay unit (SONY, VFD0401.) The layout of the system
is shown in Fig. 1. Numbers or Japanese characters that indicate the content of
tasks are superimposed on the prompter using the video titler. All conversations
between subjects are recorded by digital betacam recorders.

Fig. 1. Layout of Delayed Sign Dialogue Experimental System

Delay time can be controlled independently in either communication direction
by multiples of a frame, from 0 (no delay) to 255 frames. In this study, delay
times of both communication directions were set to the same value and controlled
from 0 to 90 frames (3 seconds.)

Whereas the delay time on the communication network is generally shown by
the round trip delay, we will unify the expression of the delay times on the basis
of one-way trip delay. In the case of referring to data of other studies, we will
divide the value of the delay by two.

2.2 Experimental Tasks

The following experimental tasks were carried out.

Alternating Count of Numbers. This task is counting from one to ten alternately
between two subjects as fast as possible. If the subjects are signers, the numbers
are shown by the number sign. If the subjects are not signers, the numbers are
shown by the number of fingers of both hands.
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Addition of One-digit Numbers. Tables of numbers are superimposed on the
screens of both subjects. An example of these tables is shown in Fig. 2. A table
with two columns and three rows is shown to the “subject A.” Here, we call
the left column “column A” and the right column “column S.” A table with
one column and three rows is shown to the “subject B”. We call that “column
B.” Each number in “column S” is set to the sum of numbers of the same rows
in “column A” and “column B,” except for one number which is set to wrong
number intentionally. All numbers in “columns A, B, and S” are set not to be
greater than nine.

Fig. 2. Example of presented pictures of “addition of one-digit numbers” task

After the start signal, the subjects communicate and process the first numbers
in the following way.

1) Both subjects synchronously express the first number in “column A” and
“column B” respectively.

2) “Subject B” calculates the sum of the two numbers and expresses it. “Subject
A” expresses the first number in “column S” that is synchronized to the sign
expression of “subject B.”

3) They verify whether their two numbers are identical.

Then, they process the second and third numbers in a similar way.

Checking of Numerical Table. Numerical tables (six digits × eight lines) are
superimposed on the screens of both subjects. The tables are nearly identical
but zero to two numbers of every line are randomly different. The subjects are
instructed to check the different numbers.

Direction of Route. A map with many landmarks was given to a subject with
the role of guide and an abbreviated map was given to a subject with the role
of traveler. The guide is instructed to show the traveler the way to a goal.

Free Talking. The subjects can talk to each other without an assigned topic.
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Table 1. List of categories and words

Category Words
Numbers 1, 2, 3, 4, 5, 6, 7, 8, 9
Seasons Spring, Summer, Autumn, Winter

Day of the Week Monday, Tuesday, Wednesday, ...
Schools Kindergarten, Elementary School, Junior High
Vehicles Car, Bicycle, Train, Bus
Animals Dog, Cat, Rat, Lion
Sports Baseball, Football, Tennis, Swimming

Families Father, Mother, Brother, Sister, Grandfather
Countries Japan, USA, England, China

Fruits Apple, Banana, Grape, Orange

Checking of Categories of Words. A list of words, which consists of ten categories,
was prepared in advance. Each category contains four to ten words. List of words
is shown in Table 1. The list is printed on a sheet of paper and shown to subjects
prior to the experiments. During the experiments, two different tables of six lines
of words are superimposed on the screens of both subjects. The subjects are
instructed to check the categories of words line by line.

2.3 How to Analyze the Data

Effects of delay on performing tasks were evaluated in the following aspects: 1)
observation of communication process, 2) temporal characteristics of signing, 3)
completion time of the task, 4) lower limit of detection of delay.

Temporal characteristics of signing include duration of sign word expression,
duration of transition between two sign words, frequency of nodding, and number
of expressed words. These characteristics are analyzed manually by a signer.

The lower limit of detection of delay is measured by the double stimulus
impairment scale method with a five-grade impairment scale. The reference con-
dition with no delay and the test condition with various delays were presented
alternately to the subjects. Every time after the trial under a test condition was
finished, the subject was asked to evaluate the test condition keeping in mind
the reference. The evaluation is based on the five-grade impairment scale with
a description of each grade: 5-imperceptible, 4-perceptible, but not annoying,
3-slightly annoying, 2-annoying, and 1-very annoying. At the end of the series
of sessions, the MOS (Mean Opinion Score) of each test condition is calculated
by taking the average of the evaluated scores.

3 Results

3.1 Observation of Communication Process

The following tendencies were observed from the recorded video. The delay time
that disturbs the communication differed by task. In the “checking of numerical
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table” task and the “direction of route” task, process of communication was
frequently disturbed when the delay time exceeded 500 milliseconds. On the
other hand, in the “free talking” task, some pairs of subjects were not aware of
delays longer than one second.

For the task in which subjects needed to consult information printed on papers
like maps in the “direction of route” task, a problem occurred that is intricately
related to delay time.

To consult the map, the subject needed to drop his eyes from his companion
on the screen. Unlike auditory communication, signer misses to understand what
the companion signing if he looks away. In the case of no delay, the companion
can immediately notice that the subject is looking away. The companion can
wait until the subject looks again or waves hands to get his attention back.

However, when the delay time becomes longer than some interval, the sub-
ject frequently fails to notice that the companion is looking away. In such a
manner, sign communication that requires consulting printed information can
be disturbed.

This kind of task is not suitable for quantitative analysis of the effect of delay.

3.2 Temporal Characteristics of Signing

Temporal characteristics of signing were analyzed in the “checking of numerical
table” task. The duration of sign expression became longer for some sign words
with the lengthening of the delay time. This long duration is caused by sustaining
the hand sign while waiting for the delayed action of the companion. Excluding
these sustained hand signs, distributions of sign expression durations were almost
identical regardless of delay.

Then, average numbers of expressed words per minute were determined by a
signer by looking at a recorded video of the “free talking” task. The result is
shown in Fig. 3. The duration of each trial was about three minutes. The result
indicates that the average number of expressed words was not affected by delay
time.

Fig. 3. Number of expressed words per minute for “free talking” task
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3.3 Completion Time for the Task

Positive correlations were observed between delay time and completion time for
the “checking of categories of words” task, “alternating count of numbers” task,
and “addition of one-digit numbers” task. The result of two pairs of subjects
performing the “checking of categories of words” task is shown in Fig. 4

Fig. 4. Completion time and delay for the “checking of categories of words” task

In the delayed sign communication, a picture of the companion is presented
with a constant delay time. For the achievement of the task like “checking of
categories of words,” subjects cannot go ahead until they receive information
from their companions. Accordingly, the fact that the relationship between delay
time and completion time is linear indicates that the frequency of information
exchange is fixed. The fact that the gradients of lines are different depending
on the pair of subjects indicates that the frequencies of information exchange,
namely the procedures of problem solving, are different. Furthermore, the fact
that the linearity is maintained even if the delay time is extended to 1.33 seconds
indicates that the communication is not disrupted by the delay.

3.4 Lower Limit of Detection of Delay

MOSs of the “alternating count of numbers” task and the “addition of one-
digit numbers” task for various delay times are shown in Fig. 5. All of the data
degrade with the lengthening of the delay time. In the “alternating count of
numbers” task, MOSs of two methods of communicating numbers were almost
the same. Degradation of the MOS of the “addition of one-digit numbers” task is
more gradual than that of the “alternating count of numbers” task. That finding
implies that the load of calculation blocked the awareness of delay.

Then, the lower limit of detection of delay was investigated. The graph of the
percentage of maximum scores of the two tasks for various delay times is shown
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Fig. 5. MOS and delay time

Fig. 6. Percentage of maximum points and delay times

in Fig. 6. The lower limit of detection of delay is defined as the time in which
the percentage of maximum scores degrade less than 50 percent.

From the graph, the lower limit of the detection of delay for the very simple
“alternating count of numbers” task was detected to be 100 milliseconds regard-
less of the numerical method. The limit for the “addition of one-digit numbers”
task was 200 milliseconds.

The limit for detection of delay in voice communication has been reported to
be 45 milliseconds [2]. These values for visual communication are relatively long
compared to those of voice communication.

4 Discussion and Conclusion

The aim of this study was to determine the effect of delay on sign communication,
which is a critical issue in sign communication using videophones. To achieve this
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aim, five communication tasks using sign language with various delay times were
carried out.

From the analysis of these experimental data, sign communication proved to
be more tolerant of the delay time than voice communication.

The following three hypotheses can be proposed as reasons for the tolerance
to delay:

1. There are differences in physiological and cognitive mechanisms between
auditory and visual perception.

2. Sign communication is tolerant of simultaneous signing whereas simultane-
ous speech is avoided in voice communication.

3. End of turn can be easily predicted in sign communication. Therefore, turn
taking can be established smoothly.

From the result in section 3.4, the lower limit of detection of delay in sign
communication was found to be much longer than that of voice communication
in the very simple “alternating count of numbers” task. This finding is still valid
for trials of hearing people showing number by fingers of both hands. This result
supports hypothesis 1).

Furthermore, from the result of the latter part of section 3.2, deaf people seem
to start signing without waiting for the end of their companion’s utterance. This
observation supports hypotheses 2) and 3).

In this paper, we focused on the temporal characteristics of manual sign. It
will be of much interest to investigate the emergence of non manual sign such
as the facial expression or nodding. Furthermore, the reason for the tolerance of
delay in sign communication will be studied by refined experiment tasks.
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Abstract. This paper described a bi-directional translating system between 
Japanese and Japanese Sign Language and two experiments conducted to 
clarify necessary conditions for displaying easy-to-read animation of a person 
model speaking sign language synthesized by the system. In Experiment 1 
hearing-impaired and hearing subjects judged identity of a pair of animation. 
Resolution and frame rate had an main effect against correct answer rate. While 
the hearing had tendency to watch the whole body of the model, the hearing-
impaired focused their attention chiefly on handshape and movement. In 
Experiment 2 the hearing-impaired read signs on animation.  For correct 
reading above 90 % sign animation needed to be displayed with more than 10 x 
8 cm, 113 x 90 pixels and 8 f/sec. This condition was much relaxed compared 
with that in Experiment 1. 

1   Introduction 

Computer-synthesized sign animation is one of promising means for assisting com-
munication of the disabled. It can be used in various purposes including translation 
between different sign languages, translation between sign and verbal languages, and 
news programs. Many systems have been proposed and are under development for 
sign translation and animation synthesis. The authors are also developing a system for 
bi-directional translation between Japanese and Japanese Sign Language (JSL) [1, 2].  
Most of such systems including ours employ animation featuring a person model that 
speaks sign language under control of a computer. 

The hearing-impaired, however, are not accustomed to read sign language pre-
sented in animation. Some people felt something different about it and other people 
felt difficult to read the model-speaking sign language. Besides, a very small number 
of people with hearing difficulty believed that animation could not express sign lan-
guage like native signers. Based on such feedback from signers and sign language 
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interpreters the authors and collaborators have repeatedly made many substantial 
improvements on our person model and the translating process. However, there are 
some remaining problems about structure and functions required for person models 
and physical conditions for displaying sign animation. As to the latter case we have to 
take a wide variety of screens into consideration. 

This paper briefly introduces our Japanese JSL translating system under develop-
ment and describes the results of two experiments conducted to search necessary con-
ditions for displaying easy-to-understand JSL on a screen. 

2   Japanese JSL Translating System 

Our system is outlined in Fig. 1 [1]. It translates JSL into Japanese and Japanese into 
JSL, and has the aim to assist mutual communication between a hearing-impaired 
person and a hearing person who does not understand JSL. This system is oriented to 
an intermediate type of JSL that is in widespread use through TV media in Japan.  The 
system employs a case frame as an intermediate expression between Japanese and JSL 
in both directions of translation. For translation of JSL into Japanese we use finite au-
tomata [3]. Now this remains in the stage of JSL word recognition. 

Another function of the system is to translate Japanese into JSL as shown in Fig. 1.  
It proceeds as follows. An input Japanese sentence is processed by a morpheme 
analyzer Juman for splitting it into morphemes and a parser KNP (both programs were 
developed at Language Media Laboratory of Kyoto University), and is represented by 
a case frame which describes its semantic structure with case relations between verbs 
and noun phrases, tense, aspects and modalities. Then the case frame is transformed 
into a sign expression, or a sequence of sign morphemes, via a Japanese-JSL diction-
ary. Using the files called “talk files” which contain CG notations, or sets of codes 
assigning skeletal segment configuration, facial expression and mouth shape for 
animating the person model, the sign expression is visualized by means of the 
synthesis-by-rule method using grammatical rules established by us. The outcomes of 
translation, or JSL sentences, are presented on a screen with animation featuring the 
person model.  

Our person model has a female figure with a simplified skeletal structure and 
wears multi-polygonal skin and blue clothes, standing against a green background as 
shown in Fig. 2.  Its skeleton has 42 virtual joints and its facial expression and mouth 
shape are controlled by moving a small set of polygon vertices.  The model has been 
repeatedly improved to express natural and easy-to-read sign language [2, 4, 5].  
Though grammar of the intermediate type of JSL has not been well known, we 
analyzed a lot of its sentences and syntactic and semantic rules were derived [6, 7].  
Many of them have already been installed into the system.  They include rules of 
nonmanual actions such as eyes, eyebrows and facial expressions.  Some of them are 
semantic and are described in the talk files in advance.  Because others carry syntactic 
information on sign phrases and sentences, they are applied to movements of the 
model in the last stage of animation synthesis [8, 9].  Through experiments in which 
the hearing-impaired participated the correct recognition rate of JSL sentences with 
facial expressions and nodding was found to be 10 % higher than those without facial 
expressions and noddings. 
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Fig. 1. The system bi-directionally translating between JSL and Japanese. The shadowed part 
illustrates translation from Japanese into JSL. 

 

Fig. 2. The person model and examples of sign animation 

3   Experiment 1: Image Matching 

Translation of Japanese into JSL is desired to be in practical use in many scenes such 
as counters in hotels and banks, telephone-mediated communication, interaction with 
a doctor at hospitals and news broadcasting. In actual use the system should take ad-
vantage of a variety of screens and communication facilities. As to screens we have to 
consider a variety of them from a very small one on a mobile phone to a very large 
wall surface screen. We, however, do not know a range of physical parameters of 
display size, resolution and frame rate necessary to display easy-to-understand JSL 
animation. 

As far as video images of signs, B. F. Johnson and J. K. Caird showed that 1 or 5 
f(frames)/sec was amply sufficient for beginners of signing to read learned ASL signs 
[10]. Kamata et al. [11] found that understanding rate and subjective preference sig-
nificantly decreased at screen size smaller than 2 inches. We, however, have no in-
formation on how high quality is needed on display in the light of human perception, 
recognition or cognition of sign animation as mentioned above. 

Another purpose of this paper is to show the solution of this problem. For this we 
carried out two experiments; Experiment 1: image matching and Experiment 2: sign 
understanding. Experiment 1 was planned to know display conditions necessary for 
people to judge identity of two pieces of animation. In Experiment 2 hearing impaired 
persons read JSL signs from animation displayed under various conditions. Because 
signs had clues that enabled to understand their meanings, necessary conditions to un-
derstand signs were expected to be looser than in Experiment 1. 
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3.1   Method 

In Experiment 1 a series of image matching trials were imposed to subjects. In a trial  
two pieces of animation (duration: 0.9-2.5 sec) were presented at a short interval and 
subjects were asked whether those were the same or not. After they judged that the 
two were not identical, they were required to answer what was/were different. The 
foregoing animation was taken from five JSL signs and was displayed with 15 (lon-
gitudinal) x 12 (transversal) cm in size (A in Fig. 3), 700 x 500 pixels and 15 f/sec.  In 
contrast the following one was taken out of about 300 pieces of animation. It was 
either the same as the foregoing one or differed from it in one or two items among the 
hand path, hand shape, eye opening and mouth shape change, and was presented un-
der one of 27 display conditions combining three display sizes (a, b and c in Fig. 3 in 
Table 1), three sorts of resolution and three frame rates listed in Table 1. The subjects 
could watch the second animation up to three times if they wanted. 

 

Fig. 3. Display size and vertical visual angle used in Experiment 1(A, a-c) and Experiment 2  
(a-e). Display size and visual distance are drawn in the same scale.  

Table 1. Display conditions for Experiments 1 and 2 

 

10 hearing-impaired students (5 males and 5 females) and 18 hearing students (12 
males and 6 females) participated in the experiment. All of them had no experience of 
watching sign animation before. One session of the experiment consisted of 10 to 25 
trials under the same display condition. The trial order was randomized among the 
subjects. 
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3.2   Results 

We focused on the items having content different between the paired pieces of ani-
mation, because we thought that the subjects answered “same” when they were not 
assure of difference between the two. Fig. 4 shows the ANOVA, whose factors were 
size, resolution and frame rate, and it revealed that there were no interaction among 
the three factors and between any two factors. Significant main effects were found in 
resolution (F = 7.981, p < 0.01) and frame rate (F = 3.719, p < 0.05) of the hearing-
impaired group and in resolution interaction (F = 19.882, p < 0.001) of the hearing 
group. Significant differences between the two groups are indicated in Fig. 4. These 
results tell that display size had no effect against correct answer rate. However, the 
main effect was due to resolution and frame rate. 

The two groups showed different correct answer rates in each of items having dif-
ference in pairs of animation as shown in Fig. 5. From this we may say that the hear-
ing-impaired and the hearing had different characteristics in attention. The hearing 
subjects had tendency to watch the whole body of the model. In contrast, the hearing-
impaired focused chiefly on hand shape and movement, reflecting their attention 
given to particular regions that convey linguistic information. 

 

Fig. 4. Correct answer rate as a function of display size, resolution and frame rate.  Significant 
level: *** p < 0.001, ** p < 0.01, * p < 0.05. 

 

Fig. 5. Correct answer rate in the hearing-impaired and the hearing groups with respect to items 
that have difference in pairs of animation 
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4    Experiment 2: Sign Understanding 

4.1   Method 

In this experiment JSL signs were presented to subjects and they were asked to write 
their meaning. 13 signs listed in Fig. 6 were selected so that they had a main key or clue 
to recognize and understand in any one of the items; (1) mouth shape and relation 
between a hand and the mouth, (2) handshape and/or a shorter hand trajectory, (3) 
movement of both hands with a relatively long trajectory. For example “red” and “white” 
have the same hand movement, but the mouth is largely open in “red” and open a little in 
“white”. However the teeth are shown only in “white”. “Sweet” and “sugar” differ in the 
number of moras, therefore change of mouth shape serves as an important key. When a 
main key is highly visible, people can easily catch its meaning and will respond correctly 
even under wrong display conditions. But when they have to watch a small region or 
subtle movement of the model body, a contrary phenomenon will occur. Each sign 
animation was successively presented twice on one of the 45 display conditions (five 
display sizes a-e, three sorts of resolution and three frame rates) in Fig. 3 and Table 1. 

Subjects were 16 males and 21 females between the ages of about 20 and 60. They 
all had over 10 years of experience in using JSL but had not watched sign animation. 
Each subject had 25 to 35 sessions. One session consisted 4 to 8 trials under the same 
display condition. The order of the trials was randomized among the subjects. 

4.2   Results 

Fig. 6 shows correct answer rate for each of 13 signs. These signs can be classified 
into three groups according to the item that contains a main key for understanding the 
signs as mentioned in 4.1; say (1) mouth signs, (2) one-handed signs, and (3) two-
handed signs. Mean correct answer rates were smallest in the mouth signs and largest 
in the two-handed signs although all were above 80 %. This result reflects easiness for 
perceiving the key as described in 4.1.  Fig. 6 integrated the data in all 45 display con-
ditions and shows that sign reading was very much easier than image matching.   

 

Fig. 6. Correct answer rate for each sign used in Experiment 2.  The upper four signs are mouth 
signs, the middle five are one-handed signs and 117the bottom four two-handed signs. 

The above result suggests that signs with a subtle key are difficult to read even under 
better conditions in display size, resolution and frame rate. In order to confirm that this 
is true, we calculated the values of the three display parameters necessary to attain 
correct answer rates of 80, 90 and 100 % in the three sign classes. The correct reading 
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rates in percent are illustrated in the 3D parameter space (size × resolution × frame rate) 
based on the calculated values as in Fig. 7. The space above the surface marked “r %” 
means a set of parameters with which signs more than r % was correctly understood. 

From this figure as well as Fig. 6 we can know that the mouth signs needed the 
most severe conditions and that the two-handed signs were easiest to read.  For 
example the mouth signs could not be read with correct answer rate 90 % under 5 x 4 
cm or 113 x 90 pixels. Even in the two-handed signs correct answer rate was lower 
than 90 % when resolution was 113 x 90 pixels and 4 f/sec.  

These results showed that (i) reading signs with a larger trajectory was not in-
fluenced by display size, (ii) signs having hand shape and/or a smaller trajectory as 
keys were intricately influenced by the three parameters, and (iii) mouth signs were 
strongly affected by the three parameters. The most rigid conditions were required in 
reading mouth signs. 

 

Fig. 7. Necessary display conditions for 80, 90 and 100 % correct reading of the three kinds of 
signs 

5   Discussion 

Our system worked well in synthesizing sign animation. All the subjects favorably 
accepted the animation, although they experienced it for the first time. However, the 
authors strongly think it to be improved for synthesizing sharp sign images. 

As expected the conditions necessary for image matching and reading signs were 
entirely different: sings were correctly read under looser conditions than in image 
matching. The two experiments were different in cognitive task and load which sub-
jects needed. In Experiment 1 subjects were required to memorize whole of animation 
for checking at the following step. For the hearing-impaired the animation was not 
relevant to sign language, and this point was the prime reason why the results were 
different between the two experiments. 

Display conditions necessary for reading signs were varied according to easiness of 
perceiving keys. The display size of 4 x 5 cm that assumed mobile phone screens was 
unsuitable for displaying single signs, especially signs with subtle keys. But in case of 
presenting sign sentences small screens are of great promise for mobile devices. If we 
expect correct reading above 90 %, sign animation should be displayed on condition 
better than 10 x 8 cm, 113 x 90 pixels and 8 f/sec. We think that these values may 
have applicability to other sign languages. 
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6   Conclusions 

Using the Japanese JSL translation system under development we carried out two 
kinds of experiments. The results revealed that physical matching of animation need-
ed image quality higher than sign reading. Though necessary condition was obtained 
for displaying signs in general, they were preliminary toward the final goal of deter-
mining ones for presenting sign animation in practical scenes. Optimal conditions 
should be determined by taking the case of sign sentence reading into consideration. 

Therefore, the next natural step is to carry out reading experiments using a variety 
of JSL sentences. We can predict that the necessary condition given in this paper will 
be relaxed in reading sentences because people can use more keys and context infor-
mation embedded in sentences. 
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and Santiago Aguilera4

1 Department of Electronics, Polytechnic School, University of Alcalá,
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Abstract. During the last decade we have attended to an impressive
development of mobile communications which, unfortunately, deaf and
hearing-impaired community cannot (in principle) take advantage of.
In order to favour this people to take part in the Information Society,
we have designed and developed some PC-based systems and applica-
tions which will provide several text-based services to them, such as real
time and text mode communication between mobile text telephones and
those connected to the PSTN or direct accessibility to Urgency Call Cen-
ters. We emphasize in this article the advantages of the software design
methodology followed, which has led to the implementation of two sys-
tems which have shown to be robust and versatile in operation.

1 Introduction

The invention of the telephone in 1876 by Graham Bell, improved the social wel-
fare of millions of people, by allowing the communication between distant places.
At first, this communication system could not be used by the hearing-impaired
people; however, the development of the first text telephone terminals in the
seventies changed this scenario. In these devices the microphone and receiver
of a conventional telephone are substituted for both a display and a keyboard,
allowing real time and text mode conversations. Although there are different
models of text telephones (we will refer in the rest of this article to the DTS, the
most widespread terminal in Spain), all of them present a common drawback. As

K. Miesenberger et al. (Eds.): ICCHP 2006, LNCS 4061, pp. 675–682, 2006.
c© Springer-Verlag Berlin Heidelberg 2006



676 J.L. Mart́ın et al.

they don’t use standard communication protocols, only communications between
terminals of the same kind are feasible.

Moreover, with the appearance and increasing significance of mobile communi-
cations one more challenge joins in the final objective of a global communication
system completely integrated for the deaf community.

Bearing these ideas in mind, a standard mobile telephone (Nokia Communi-
cator) was provided with a software application in order to allow deaf users to
maintain a text mode conversation between two of these terminals, or one of
these and a PC connected to the standard PSTN network via modem.

However, there were still many facilities which could be implemented to fur-
ther improve the telecommunication capabilities of deaf people. In this direction,
we have face two new aims that will be described in this paper:

– making the communication between a mobile terminal and the conventional
DTS possible

– and providing Urgency Call Centers with an integrated communication sys-
tem to receive calls from Nokia Communicators.

In order to implement these functionalities, we decided to develop two dif-
ferent and separated solutions: an Automatic Interworking System (AIS) and
a dynamic library (SUMMA061). AIS is a complex PC based system with the
functionality needed to establish real time and text mode communication be-
tween Nokia Communicators and DTS terminals from end to end (see Fig. 1).
SUMMA061 is an specific dynamic library designed to be integrated in the
emergency Call Center standard software to attend Nokia communicator calls
(see Fig. 2).

Fig. 1. Communication between Nokia Communicator and DTS, through the AIS

Though the Nokia Communicator-DTS communication was at first our main
concern in the conception of what AIS should be, we soon realized that this
system could host many more communication services for deaf people. By using
an structured analysis and design methodology ([1]) (summarized in Table 1) we
have tried to develop both systems in which new functionalities can be added in
an easy and modular way.
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Fig. 2. Communication between Nokia Communicator and emergency Call Center,
through the AIS

Table 1. Structured Analysis and Design Methodology

Step Description

1. User Requirements Analysis
2. Hardware Design
3. Software Design (leading to a modular software)
4. Implementation of the System
5. Proof of the different modules
6. Proof of the whole system by the users

2 System Requirements

Requirements imposed by users for the communication between the DTS and
the Nokia communicator were:

– AIS must provide text conversations between DTS and Nokia Communicator
without modifying (unless strictly necessary) the actual user interfaces (so
the user doesn’t need to get used to new protocols for making calls). Any
modifications made, must be very easy to understand and manage.

– Telephone calls might be originated and released by any of the sides of the
conversation.

– AIS must provide resources for up to 30 simultaneous conversations in real
time.

For the addition of new communication services to AIS:

– AIS must have a modular software design which facilitates the incorporation
of new services offered to the hearing-impaired community.

– The addition of new facilities must be carried out in a systematic way.

And finally, requirements for the SUMMA061 library were:

– The application must be absolutely robust to attend any kind of emergency
call without hanging up.

– SUMMA061 should be fully integrated in the standard call center software
(that keeps medical data, personal treatment information, etc. depending on
the kind of emergencies attended at the call center).
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– The application should allow encoded recording of every call, storing the
number phone, length and content of the conversation for later analysis.

– Application access should be protected by several access levels permissions.
– Lost calls must be easily recover.

3 AIS Development

3.1 Hardware Design

AIS hardware architecture must supply, at least, means of communication with
terminals both connected to the GSM and PSTN/ISDN networks. However, as
we will discuss, a more general solution has been adopted. Mobile telephones
will access AIS through TCP/IP sockets, which provide them with a connection
oriented path, guaranteeing the real time requirements at this side of the con-
versation. This was not the only available solution, but it has the advantages of
cheapness (just a LAN board with an IP address are needed), capacity (there
is not a limit in the number of mobile terminals which can be connected to the
AIS at a time), simplicity (lots of programming tools with sockets support are
available, even at zero cost) and versatility (the Internet connection can also be
used for other purposes).

For communication with DTS, AIS will use an ISDN primary access (E1),
which allows up to 30 simultaneous calls. This interface will be managed by a
Dialogic D/300-PCI board. Dialogic API implements useful high level routines
([2]) for dialing a number, putting the line on hook / off hook, playing a file, or
recording the sound received, simplifying enormously the programming tasks.

Fig. 3 shows a non exhaustive communication scenario resulting from the
decisions discussed above. It represents not only the terminals involved in a
DTS-Nokia 9110 conversation, but also other terminals that can get to the AIS
through the telecommunication networks depicted (for future communication
services).

Fig. 3. Communication possibilities of AIS
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3.2 Software Design

AIS has been designed using a descendent splitting scheme: in a first step we
split the functionality we want the AIS to implement, into well differentiated
units. Next, we divide each unit into smaller ones until we get modules small
enough to easily program them. The first splitting results in the three blocks:

The Control Unit is in charge of managing all the resources of AIS (memory, B
channels on ISDN interface, TCP ports, etc). In principle, the AIS is to attend up
to 30 end to end communications of any type (DTS-Nokia Communicator must
be treated just as a possibility at this point of design), each of then requiring (at
most) a B channel, a TCP port, and some memory space for its exclusive use. As a
consequence of this, we have further divided the Control Unit into three modules:

– Channel Information Table (TCYP), which will keep information about the
30 communication channels: their availability (free / in use), telephone num-
bers of the users, and any other relevant information.

– The Buffer Space (TB), is a table with 30 blocks of memory, one for each
communication channel.

– Tables Manager Module (GT). It must maintain the coherence in the system
at any time, by dynamically assigning or releasing the resources. It is the
only module which can access the TCYP, and therefore, the most critical
module in the AIS.

The Mobile Interface Manager Unit is made up of three kinds of modules:

– Communication Request Manager (S255). This module is permanently wait-
ing for a new user to arrive at the Internet side of AIS. When this happens,
it informs the GT about the event, and the service the user has demanded.

– Service Dependent TCP/IP Thread (HT). These threads are the ones that
implement the functionalities required by the communication service de-
manded by the user. There will always exist one of them for each communi-
cation taking place at the system.

– TCP/IP Threads Manager (GHT) will dynamically create and destroy the
HT threads.

The ISDN Interface Manager Unit is similar. The names we have given to
its modules are listed next:

– Incoming Calls Manager (GLLE).
– Software Dependent ISDN Threads (HR).
– ISDN Threads Manager (GHR).

Fig. 4 shows the full splitting of the software, and the relations between the
modules in it.

We have chosen C++ to implement the system. The reason is that we needed
a language with the following characteristics ([3]):

– multithread programming: in AIS several tasks must run simultaneously, and
each module in the architecture will be implemented with its own thread.
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Fig. 4. Full AIS software architecture

– object oriented programming: so each module can be implemented as a dif-
ferent object with its own variables and methods.

– messages communication: the modules interchange messages in order to co-
operate asynchronously.

3.3 Implementing DTS-Nokia Communicator Communication

As an example of the utility of AIS, we briefly discuss how it has been used
to make it possible the communication between DTS and Nokia Communicator
terminals. In order to implement it, we have developed two instances of HT and
HR, called HTO and HRO, respectively.

An HTO thread simply receives characters from the socket that keeps it in
communication with a mobile telephone. Next, the HTO writes this characters
in the space of the TB assigned to the conversation. At the same time the HTO
is checking the TB for the availability of characters received from the DTS by
the HRO.

The HROs are more complex in the sense that they must implement routines
to demodulate the characters received from the DTS terminals, and modulate
the characters the Nokia Communicator has sent to the DTS.

Finally we want to remark that we have already added a new service to
AIS which allows the sending of synthesized messages written by deaf people
(using Nokia Communicator) to non deaf people (using standard telephones).
The messages are synthesized in AIS by HRC, one of the two new kinds of
threads which had to be designed and implemented in order to create this service
(also operative at present).

4 SUMMA061 Development

4.1 Hardware Design

SUMMA061 is installed in the Call Center PC’s and only needs a standard
modem to be connected to the ISDN network.
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4.2 Software Design

Software design of SUMMA061 is simpler than AIS since this dll will only manage
one call. Even so, different concurrent threads will be necessary to handle the
user interface and modem issues simultaneously.

Fig. 5 shows principle threads involved in the application:

Fig. 5. Simplified SUMMA061 software architecture

– Main thread is in charge of coordinating user actions, user interface appear-
ance (see Fig. 6) and information received or sent to receiver and sender
threads.

– Receiver and sender threads communicate with the modem and controls
receive and send buffers.

These last two threads are kept asleep, saving memory and CPU resources,
until any event is produced in the modem or by the main thread. Communication
between those treads and the main one is implemented by means of messages as
it is in the AIS model.

Fig. 6. SUMMA061 appearance



682 J.L. Mart́ın et al.

5 Conclusions and Future Work

The systems we have presented have already been tested and have shown to be
very robust in operation. We have used AIS for providing DTS- Nokia Com-
municator communication, and the possibility that deaf people send synthesized
messages to non deaf ones. The addition of this second service has shown that
our objective of creating a platform for hosting communication services for deaf
people has been successfully reached. SUMMA061 is currenty being used in the
Medical Emergency Call Center of Madrid.

Due to the characteristics of the design that have been introduced, AIS and
SUMMA061 are good frameworks for developing new communication services
by creating the adequate modules, and maybe defining some new messages or
events. No further changes would be needed.

We expect that in a short period of time deaf people enjoy new possibilities of
communication, finding them useful. Furthermore, we are working on getting a
complete communication between deaf and non deaf people in a future. However,
difficult tasks involving speech recognition and synthesis (among others) must
be faced in the way.
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Abstract. Deaf and hard of hearing people can find it difficult to follow speech 
through hearing alone or to take notes when lip-reading or watching a sign-
language interpreter. Notetakers summarise what is being said while qualified 
sign language interpreters with a good understanding of the relevant higher 
education subject content are in very scarce supply. Real time caption-
ing/transcription is not normally available in UK higher education because of 
the shortage of real time stenographers. Lectures can be digitally recorded and 
replayed to provide multimedia revision material for students who attended the 
class and a substitute learning experience for students unable to attend. Auto-
matic Speech Recognition can provide real time captioning directly from lec-
turers’ speech in classrooms but it is difficult to obtain accuracy comparable to 
stenography. This paper describes the development of a system that enables edi-
tors to correct errors in the captions as they are created by Automatic Speech 
Recognition. 

1   Introduction 

Deaf and hard of hearing people can find it difficult to follow speech through hearing 
alone or to take notes while they are lip-reading or watching a sign-language  
interpreter. Notetakers can only record a small fraction of what is being said while 
qualified sign language interpreters with a good understanding of the relevant higher 
education subject content are in very scarce supply [21]. UK Disability Discrimina-
tion Legislation states that reasonable adjustments should be made to ensure that 
disabled students are not disadvantaged [22]. Many systems have been developed to 
digitally record and replay multimedia face to face lecture content to provide revision 
material for students who attended the class or to provide a substitute learning experi-
ence for students unable to attend the lecture [1,5] and a growing number of universi-
ties are supporting the downloading of recorded lectures onto students’ iPods or MP3 
players [30]. As video and speech become more common components of online learn-
ing materials, the need for captioned multimedia with synchronised speech and text, 
as recommended by the Web Accessibility Guidelines [31], can be expected to  
increase and so finding an affordable method of captioning will become more impor-
tant. Automatic Speech Recognition (ASR) can be used to create synchronised  
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captions for live speech and multimedia material [4] and this paper will discuss meth-
ods to overcome existing problems with the technology by editing in real time to 
correct errors. 

2   Use of Captions and Transcription in Education 

Stinson [27] reported that deaf or hard of hearing students at Rochester Institute of 
Technology who had good reading and writing proficiency preferred real-time verba-
tim transcribed text displays  to interpreting and/or notetaking. An experienced 
trained ‘re-voicer’ using ASR by repeating very carefully and clearly what has been 
said can improve accuracy over the original speaker using ASR where the original 
speech is not of sufficient volume or quality or when the system is not trained. Re-
voiced ASR is sometimes used for live television subtitling in the UK [14] as well as 
in courtrooms and classrooms in the US [8] using a mask to reduce background noise 
and disturbance to others. The most accurate system is real time captioning using 
stenographers and a special phonetic keyboard but trained stenographers in the UK do 
not choose to work in universities rather than in court reporting. Downs [7] noted the 
potential of speech recognition in comparison to summary transcription services and 
students in court reporting programs unable to keep up with the information flow in 
the classroom. Robison [20] identified the value of Speech Recognition to overcome 
the difficulties sign language interpreting had with foreign languages and specialist 
subject vocabulary for which there are no signs. Automatic speech recognition offers 
the potential to provide automatic real-time verbatim captioning archived as accessi-
ble lecture notes for deaf and hard of hearing students who may find it easier to fol-
low the captions and transcript than to follow the speech of the lecturer.  

3   ASR and Liberated Learning Concept 

Feasibility trials using existing commercially available ASR software to provide a real 
time verbatim displayed transcript in lectures for deaf students in 1998 by the author 
in the UK [32] and St Mary’s University, Nova Scotia in Canada identified that stan-
dard speech recognition software (e.g. Dragon, ViaVoice [18]) was unsuitable; it 
required the dictation of punctuation, which does not occur naturally in spontaneous 
speech in lectures. The international Liberated Learning Collaboration was estab-
lished by Saint Mary’s University, Nova Scotia, Canada in 1999 and since then the 
author has continued to work with IBM and Liberated Learning to investigate how 
ASR can make speech more accessible. Further investigations demonstrated the pos-
sibility of developing an ASR application that automatically formatted the transcrip-
tion by breaking up the continuous stream of text based on the length of silences in 
the speech to provide a visual indication of pauses. The potential of using ASR to 
provide automatic captioning of speech in higher education classrooms has now been 
demonstrated in ‘Liberated Learning’ classrooms in the US, Canada and Australia 
[4,15,33]. Lecturers spend time developing their ASR voice profile by training the 
ASR software to understand the way they speak. They wear wireless microphones 
providing the freedom to move around as they are talking, while the text is displayed 
in real time on a screen using a data projector so students can simultaneously see and 
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hear the lecture as it is delivered. After the lecture the text is edited for errors and 
made available for students on the Internet. To make the Liberated Learning vision a 
reality, the prototype ASR application, Lecturer developed in 2000 in collaboration 
with IBM was superseded the following year by IBM ViaScribe [11,3]. Both applica-
tions used the ViaVoice ASR ‘engine’ and its corresponding training of voice and 
language models and automatically provided text displayed in a window and stored 
for later reference synchronised with the speech. ViaScribe created files that enabled 
synchronised audio and the corresponding text transcript and slides to be viewed on 
an Internet browser or through media players that support the SMIL 2.0 standard [24] 
for accessible multimedia. ViaScribe can automatically produce a synchronised cap-
tioned transcription of spontaneous speech using automatically triggered formatting 
from live lectures, or in the office, or from recorded speech files on a website. 

4   Improving Accuracy Through Editing in Real Time 

Detailed feedback [15] from students with a wide range of physical, sensory and cog-
nitive disabilities and interviews with lecturers showed that both students and teachers 
generally liked the Liberated Learning concept and felt it improved teaching and 
learning as long as the text was reasonably accurate (e.g. >85%). While it has proved 
difficult to obtain an accuracy of over 85% in all higher education classroom envi-
ronments directly from the speech of all teachers, many students developed strategies 
to cope with errors in the text and the majority of students used the text as an addi-
tional resource to verify and clarify what they heard. Editing the synchronised tran-
script after a lecture, involving frequent pausing and replaying sections of the  
recording, can take over twice as long as the original recording for 15% error rates 
while for high error rates of 35%, it can take as long as if an audio typist had just 
completely transcribed the audio recording [3]. The methods used for enabling real 
time editing to occur can equally be applied to speed up post lecture editing and make 
it more efficient. Although it can be expected that developments in ASR will continue 
to improve accuracy rates [9,10,19], the use of a human intermediary to improve 
accuracy through correcting mistakes in real-time as they are made by the ASR soft-
ware could, where necessary, help compensate for some of ASR’s current limitations. 
Since not all errors are equally important, the editor can use their knowledge and 
experience to prioritise those that most affect readability and understanding. Lam-
bourne [14] reported that although their ASR television subtitling system was de-
signed for use by two operators, one revoicing and one correcting, an experienced 
speaker could achieve recognition rates without correction that were acceptable for 
live broadcasts of sports such as golf. Previous research has found that although ASR 
can transcribe at normal rates of speaking, correction of errors is problematic. Bailey 
[2] has reported that people type on computers typically between 20 and 40 words per 
minute. Lewis [16] found that corrections were made three times faster with voice, 
keyboard, and mouse than voice-only corrections. Karat [12] found that correction 
took over three times as long as entry time for experienced ASR users with good 
typing skills. Karat [13] found that novice users have similar numbers of speech and 
typing errors, but take much longer to correct dictation errors than typing errors 
whereas experienced users of ASR preferred keyboard-mouse techniques rather than 
speech-based techniques for making error corrections. Suhm [28] reported that speech 
recognition correction methods using spelling/handwriting/pen ‘gesture’ were of 
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particular value for small mobile devices or users with poor typing skills. Shneider-
man [23] noted that using a mouse and keyboard for editing required less mental 
effort than using speech.  

5   Methods of Real Time Editing 

Correcting ASR errors requires the editor(s) to notice that an error has occurred; mov-
ing a cursor into the position required to correct the error(s); typing the correction; 
continuing to listen and remember what is being said while searching for and correct-
ing the error. There are many potential approaches and interfaces for real time editing, 
and these are being investigated to compare their benefits and to identify the knowl-
edge, skills and training required of editors. Using the mouse and keyboard might 
appear the most natural method of error correction, but using the keyboard only for 
both navigation and correction and not the mouse has the advantage of not slowing 
down the correction process by requiring the editor to take their fingers off the key-
board to move the mouse to navigate to the error and then requiring the hand using 
the mouse to return to the keyboard for typing the correction. The use of foot operated 
switches or ‘foot pedals’ to select the error and using the keyboard to correct the error 
has the advantage of allowing the hands to concentrate on correction and the feet on 
navigation, a tried and tested method used by audio typists [26]. Separating the tasks 
of selection and correction and making correction the only keyboard task, has the 
advantage of allowing the editor to begin typing the correct word(s) even before the 
error selection has been made using the foot pedal. An ASR editing system that sepa-
rated out the tasks of typing in the correct word and moving the cursor to the correct 
position to correct the error would facilitate the use of two editors. As soon as one 
editor spotted an error they could type the correction and these corrections could go 
into a correction window. The other editor’s role would be to move a cursor to the 
correct position to replace the error with the correction. For low error rates one editor 
could undertake both tasks. An alternative approach is for errors to be selected se-
quentially using the tab key or foot switch or, through random access by using a ta-
ble/grid where selection of the words occurs by row and column position. If eight 
columns were used corresponding to the ‘home’ keys on the keyboard and rows were 
selected through multiple key presses on the appropriate column home key, the editor 
could keep their fingers on the home keys while navigating to the error, before typing 
the correction. Real time television subtitling has also been implemented using two 
typists working together to overcome the difficulties involved in training and obtain-
ing stenographers who use a phonetic keyboard or syllabic keyboards [25,17]. The 
two typists can develop an understanding to be able to transcribe alternate sentences, 
however only stenography using phonetic keyboards is capable of real time verbatim 
transcription at speeds of 240 words per minute. For errors that are repeated (e.g. 
names not in the ASR dictionary) corrections can be offered by the system to the 
editor, with the option for the editor to accept or reject them. Although it is possible to 
devise ‘hot keys’ to ‘automatically’ correct some errors (e.g. plurals, possessives, 
tenses, a/the etc.) the cognitive load of remembering the function of each key may 
make it easier to actually correct the error directly through typing. Speech can be used 
to correct the error, although this introduces another potential error if the speech is not 
recognised correctly. Using the speech to navigate to the error by speaking the coor-
dinates of the error is a possibility, although again this would involve verbal process-
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ing and could overload the editor’s cognitive processing as it would give them even 
more to think about and remember. 

6   Feasibility Test Methods, Results and Evaluation 

A prototype real-time editing system with editing interfaces using the mouse and 
keyboard, keyboard only and keyboard only with the table/grid was developed to 
investigate the most efficient approach to real-time editing. Five test subjects were 
used who varied in their occupation, general experience using and navigating a range 
of software, typing skills, proof reading experience, technical knowledge about the 
editing system being used, experience of having transcribed speech into text, and 
experience of audio typing. Different 2 minute samples of speech were used in a ran-
domised order with speech rates varying from 105 words per minute to 176 words per 
minute and error rates varying from 13% to 29%. Subjects were tested on each of the 
editing interfaces in a randomised order, each interface being used with four random-
ised 2 minutes of speech, the first of which was used to give the user practice to get 
used to how each editor functioned. Each subject was tested individually using a 
headphone to listen to the speech in their own quiet environment. In addition to quan-
titative data recorded by logging, subjects were interviewed and ask to rate each edi-
tor. Navigation using the mouse was preferred and produced the highest correction 
rates. However this study did not use expert typists trained to the system who might 
prefer using only the keyboard and obtain even higher correction rates. An analysis of 
the results showed there appeared to be some learning effect suggesting that continu-
ing to practice with an editor might improve performance. All 5 subjects believed the 
task of editing transcription errors in real-time to be feasible and the objective results 
support this as up to 11 errors per minute could be corrected, even with the limited 
time available to learn how to use the editors, the limitations of the prototype inter-
faces and the cognitive load of having to learn to use different editors in a very short 
time.  

7   Automatic Error Correction 

Future work will include investigating automatic error correction using phonetic 
searching and confidence scores which reflect the probability that the recognised 
word is correct. Suhm [29] found that highlighting likely errors based on these confi-
dence scores didn’t help speed up correction as some correct words were also high-
lighted as well. Phonetic searching [6] can help find ASR ‘out of vocabulary’ errors 
that occur when words spoken are not known to the ASR system, as it searches for 
words based on their phonetic sounds not their spelling. If the system can compare the 
phonemes of the correct word typed in by the editor with the phonemes of the possi-
ble words that contain the error, then coupled with the confidence scores it may be 
possible to automatically identify the error and replace it with the typed correction, 
with the option for the editor of overriding the automatic system if it makes a mistake. 
The system could begin to compare the phonemes of the correct word as it is typed in 
even before the whole word has been entered. 
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8   Methods of Displaying the Edited Text 

It is possible to display both errors and corrections on the large screen as they are 
being corrected. Liberated Learning’s research has shown that while projecting the 
text onto a large screen in the classroom has been used successfully it is clear that in 
many situations an individual personalised and customisable display would be prefer-
able or essential. If text is displayed only after editing a variable delay would be in-
troduced as errors can be bunched together. A client server personal display system 
has been developed [34] to provide users with their own personal display on their own 
wireless systems customised to their display preferences. This also enables the ASR 
transcriptions of multiple speakers using multiple ASR systems to be displayed on 
multiple personal display windows. These individual display ‘captions’ could be 
combined into one window with speakers identified to provide a corrected live tran-
script of a meeting. A deaf person may then be able to cope even better than the hear-
ing listeners who would struggle with the auditory interference of everyone talking at 
once. 

9   Conclusion 

Understanding speech and notetaking in lectures can be difficult for deaf students and 
so ASR could be very helpful to them. Improving the accuracy of the live ASR  
captions and transcript and developing faster editing methods is important because 
editing can be difficult and slow. Some ASR errors may have a negligible effect on 
readability and knowledge of this would enable editors to prioritise error correction 
for those errors most affecting readability if they were unable to correct 100% of the 
errors. The optimal system to digitally record and replay multimedia face to face 
lecture content would automatically create an error free transcript of spoken language 
synchronised with audio, video, and any on-screen graphical display (e.g. Power-
Point) and enable this to be displayed in different ways in different devices. Real time 
editing was shown to be feasible, but the relatively small subject and test sample size, 
the lack of the test subjects’ practice with the editing interfaces and the high cognitive 
load of having to change to a new and different editor approximately every 20 min-
utes meant that the results, while indicative, are not conclusive but can be helpful in 
informing the direction of future developments. Continued research is therefore 
needed to improve the accuracy of ASR and develop an efficient method of editing in 
real time before the Liberated Learning vision can become an everyday reality. 
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Abstract. Babies are human beings who cannot satisfy their necessities by 
themselves, they completely depend of cares and attentions by adults. The cry is 
the natural media babies use to express their needs. Several studies have dem-
onstrated that cry is a useful tool to determine the different emotional and 
physiological states from an infant, and in addition to make medical diagnoses 
of diseases related to the central nervous system. This work presents the analy-
sis and extraction of characteristics from infant crying for its automatic classifi-
cation with Support Vector Machines. Several classification tasks were done, 
working in the identification of pain, hunger, and deafness levels with results of 
up to 96 % of correct classification. Besides some results, we show the imple-
mentation and experimentation done.  

1   Introduction 

Babies express their needs and feelings through cry.  Several researches have demon-
strated that infant cry is a powerful tool that can be used to decipher the needs of the 
babies or for making medical diagnoses of pathologies at very early stages of life. 
Those studies open the opportunity of helping babies by means of the information 
contained in their crying. There’s a tight relationship between the central nervous 
system and the efferent ways that involve the phono-articulator apparatus. When this 
function is not the proper one, changes are produced in a intrinsic laryngeal muscular 
level so as in the muscles that intervene in the respiratory process, these changes will 
translate possibly in alterations or modifications in the baby’s cry. If we are able to 
understand better what they need, in their pre-speech stage of life, it would be easier 
to take care of them. Moreover, if we were able to detect certain pathologies we could 
opportunely provide the appropriate treatment and prevent future complications and 
undesirable sequels. World-wide statistics indicate that from one thousand new born, 
1 or 2 may have a perceptive difficulty, presenting deep or severe hearing loss. Chil-
dren with normal cognitive development whose hearing losses are identified before six 
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months can develop language at the same or a similar rate to a hearing child [16]. Chil-
dren identified with a hearing loss between birth and six months old have a receptive 
language of 200 words and expressive language of 117 words, whereas those identi-
fied between ages of seven and 18 months have a receptive language of 86 words and 
expressive language of 54 words. When tested at 26 months of age, those identified as 
deaf before six months old have "significantly higher" measures of language growth 
and personal-social development.  

The first works with infant cry were initiated by Wasz-Hockert since the begin-
nings of the 60’s.  In 1964 Wasz-Hockert showed that the four basic types of cry can 
be identified by listening: pain, hunger, pleasure and birth [1]. Since then, many other 
studies related to this line of research have been reported. Sergio D. Cano has carried 
out and directed several works devoted to the extraction and automatic classification 
of acoustic characteristics of infant cry.  In one of those studies, in 1999 Cano pre-
sented a work in which he demonstrates the utility of Self-Organizing Maps in the 
classification of Infant Cry Units [2]. In [3] a radial basis function (RBF) network is 
implemented for infant cry classification in order to find out relevant aspects con-
cerned with the presence of CNS diseases. The cry units are classified in 2 categories, 
normal or abnormal. Reyes and Orozco [4] classified cry samples from deaf and nor-
mal babies with feed-forward neural networks, reporting a 97.43% of efficiency.  In 
[5] it is showed the implementation of a Fuzzy Relational Neural Network for Detect-
ing Pathologies by Infant Cry Recognition with percentage of correct classification of 
97.3% and 98%. Petroni, Malowany, Johnston and Stevens [6] classify cry from nor-
mal babies to identify pain with different artificial neural networks.  They reported 
from 61% up to 86.2% of precision in the classification. 

Among the models for pattern classification, neural networks have been used to ex-
tract patterns and detect trends that are too complex to be noticed by either humans or 
other computer techniques.  Another recently becoming popular classification tech-
nique is the Support Vector Machine (SVM), which was developed by Vapnik and his 
group at AT&T Bell laboratories [7].  SVM’s have been used for isolated handwritten 
digit recognition, object recognition, speaker identification, charmed quark detection, 
face detection in images, and text categorization.  Experimental results indicate that 
SVM’s can achieve a generalization performance that is greater than or equal to other 
classifiers, while requiring significantly less training data to achieve good results [8]. 
In this paper we present the result of the use of SVM’s for infant cry recognition to 
detect hunger and pain and to differentiate deafness levels.  

2   The Automatic Infant Cry Recognition Process 

Automatic Infant Cry Recognition (AICR) is very similar to the Speech   Recognition 
Process. Basically the AICR is performed in two stages. The first section is for signal 
processing and the second one is for pattern classification. In the signal processing 
phase, the cry signal is first normalized and cleaned, and then it is analyzed to extract 
the most important characteristics in function of time.  In AICR like in any pattern 
recognition problem, the goal is that given an input pattern we obtain as an output at 
the end of the recognition process the class to which this pattern belongs.  
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2.1   Signal Processing Phase  

The acoustical analysis of the raw cry wave form provides the information needed for 
its recognition.  At the same time, it discards unwanted information such as back-
ground noise and channel distortion [9]. In this phase we make a transformation of 
measured data into pattern data.  There are several techniques for analyzing cry wave 
signals, some of them are: Linear Prediction Coefficient (LPC), Mel Frequency Cep-
stral Coefficients (MFCC), Intensity, and Spectral Analysis. For our experiments we 
use Mel Frequency Cepstral Coefficients. MFCC are analog to perceptual characteris-
tics.  They can be obtained like filtered signals through different frequency scales. 
The Mel spectrum operates on the basis of selective weighting of the frequencies in 
the power spectrum. High order frequencies are weighted on a logarithmic scale 
whereas lower order frequencies are weighted on a linear scale. This technique pre-
tends to simulate the properties the ear has as a filter, which is more sensitive to some 
frequencies than to others [10,11]. 

These coefficients are calculated in small frames of the signal on time. Only the 
first M cepstral coefficients are used as features. The spectral form is modelled by the 
first coefficients and the precision depends on the number of coefficients taken. In 
Fig.1 we can see the general scheme to obtain MFCC. The applications of this tech-
nique during signal processing results in the production of values of a set of acoustic 
features. The set of values for n features may be represented by a vector in an n-
dimensional space.  Each vector represents a pattern. 

Cry 
 

 
 
 
 
 
 

Fig. 1. Scheme to obtain MFCC 

2.2   Pattern Recognition Phase 

The Infant Cry Recognition Process is a binary task where the classifier decides 
whether or not a cry belongs indeed to the class it claims to be. The set of n feature 
vectors is divided in two subsets: the training set and the test set. First the training  set 
is  used  to  teach  the classifier to distinguish  between the different cry types. Then 
the test set is used to determine how well the classifier assigns the corresponding class 
to a pattern by means of a prediction rule generated during training. Fig. 2 shows the 
general process of the pattern recognition phase. 
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Prediction 

 
 
 
 
 
 
 

Fig. 2. Pattern Classification Phase 

3   System Implementation 

In the present work we'll focus on the description of Support Vector Machines. We 
have selected this kind of model, in principle, because of their adaptating and learning 
capacity. SVM’s have been gaining wide acceptance because of their high generaliza-
tion ability for many kinds of applications. 

3.1   Support Vector Machines 

The algorithm of Support Vector Machines (SVMs) is an alternative training tech-
nique to Polynomial, Radial Basis Function and Multi-Layer Perceptron classifiers 
[12]. Support Vector Machines are based on the Structural Risk Minimization princi-
ple [13] from computational learning theory. An SVM is a binary classifier that 
makes its decisions by constructing a linear decision boundary or hyperplane that 
optimally separates two classes. Fig. 3 shows an example of the optimal hyperplane 
for a problem.  It uses the discriminant function f:X ⊆ Rn R  of the following form: 

( ) ( ) .bxkxf s +⋅= α   (1) 

The kS(x) = [k(x, s1), . . . , k(x, sd)]
T is the vector of evaluations of kernel functions 

centered at the support vectors S = {s1,..., sd}, si ∈  Rn which are usually subsets of the 
training data.  The  ∈  Rl is a weight vector and b ∈  R is a bias.  The linear SVM 
aims to train the linear discriminant function: 

( ) .bxwxf +⋅=   (2) 

of the binary classifier [14]: 
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For linearly separable data labeled {xi, yi},  xi ∈  Rd, yi ∈  {-1,1}, i = 1…N  the op-
timal hyperplane is chosen according to the maximum margin criterion, i.e. by choos-
ing the separating plane that maximizes the Euclidean distance to the nearest data 
points on each side of that plane. This is achieved by minimizing the square of  the 

L2-norm of w, 
2

2
w  coupled to the inequalities:  
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( ) .1 iallforybwx i ≥+⋅  (4) 

The solution for the optimal hyperplane, w0, is a linear combination of a small sub-
set of data, xs, s∈{1: : :N}g, known as the support vectors.  These support vectors also 
satisfy the equality  

( ( ) ) 10 =+⋅ ss ybwx  (5) 

 

Fig. 3. An example of the Optimal hyperplane 

3.2   Experimentation 

For the present experiments we worked with samples of infant cries.  The infant cries 
were collected by recordings done directly by medical doctors, the cry samples were 
carefully labeled at the time of the recording with references like infant age and the 
reason for the crying. Then each signal wave was divided in 1 second segments, each 
segment represents a sample. Next, MFCC acoustic features were obtained by means  
of the freeware program Praat v4.0.8 [15]. Every 1 second sample is divided in 50-
millisecond frames from which 16  coefficients are extracted, this procedure generates  
vectors with 304 coefficients each. In order to reduce the sample vectors dimensions 
we apply Principal Component Analysis (PCA). 

We used a corpus composed by 209 pain cry samples, and 1418 no-pain samples, 
these samples include hunger, sleepy and uncomfortable types. We also used a corpus 
with 759 hunger cry samples, and 868 no-hunger samples. Moreover, we worked with 
a corpus of 531 samples of the Medium Hearing Loss (MHL) class and 65 of the class 
Moderately Severe Hearing Loss. (MSHL). 

The PCA algorithm was implemented in Matlab 6.5.  For the implementation of 
Support Vector Machines we used the Matlab’s Stprtool toolbox [14]. Support Vector 
Machines use the Radial Basis Function as kernel. All the parameter values of the 
classifier were established in a heuristic way after performing several experiments. 
During the experiments we used the 10-fold cross validation technique to evaluate the 
performance and reliability of the classifier. 



696 S.E. Barajas-Montiel et al. 

3.3   Preliminary Results 

Three different classification experiments were performed, the first one consists in 
classifying pain and no pain cry (P- NP), the second one was made to classify infant 
cry in categories called hunger and no hunger (H-NH), and the third one was about 
the identification of deafness levels (MHL-MSHL). The results of these classification 
experiments are shown in Table1. 

 The classification accuracy was calculated by taking the number of samples cor-
rectly classified, divided by the total number of samples. Different number of princi-
pal components (PC’s) was used at each classification task. The number of PC’s 
tested in the experiments showed here was 2, 3, 10, 16 and 50.    

The results are the average of several different experiments. Comparing the results 
showed here with the results reported in reference [6], in which also pain is identified, 
we can notice better performance when SVM are used. The results suggest that the 
application of MFCC is a good option for automatic infant cry recognition. They 
allow the system to differentiate emotional status of the babies and also provides a 
guide for medical diagnoses in hearing disorders. 

 

Table 1. Results of the three classification experiments 

% Classification Accuracy Problem 
PCA2 PCA3 PCA10 PCA16 PCA50 

P-NP 88 83.333 93.333 96 81.667 

H-NH 57.333 48.667 73.333 78 77.333 
MHL-
MSHL 

91.333 91.333 87.333 91.333 88.667 

4   Conclusions and Future Work 

This work, as other studies, shows that there is much information inside the infant cry 
waves, which can be used to improve the care of recently born infants. Furthermore, 
the most important thing is that this information may be used to support medical di-
agnosis and to warn pediatricians of possible present pathologies, avoiding the use of 
other more invasive and uncomfortable techniques for babies and their parents. In this 
way, doctors can use automatic infant cry recognition for detecting pathologies at 
early stages of live and provide the suitable treatment and prevent future complica-
tions in the infant’s life. 

In this paper we present the automatic classification of infant cry done by means of 
Support Vector Machines. The best results were obtained in the classification of Pain 
and No Pain cries reaching 96 % of correct classification. For the problem H-NH the 
highest classification accuracy obtained was 78 % and for the MHL.MSHL classifica-
tion task the best correct classification was 91.33 %. For all the performed experi-
ments, 16 was the best number of Principal Components. As we have shown, if we 
use more or less than 16 PCs the classification accuracy decreases, while, in the first 
case, the computation time increases. 
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The correct classification results obtained until this moment are very encouraging.  
With a larger number of samples we could generalize better our results, in order to be 
closer to end up with a real time practical system, ready to be applicable by any per-
son in any infant’s caring environment.  

In this work we used the MFCC acoustical features, but there are other alternatives 
that can be useful like; fundamental frequencies, cochleograms, linear prediction 
cepstral coefficients, or the combination of several acoustic features in the same pat-
tern. On the basis of new approaches for speech recognition, other models or other 
types of ensembles also can be tested. We are in the process of testing several kinds of 
neural networks, and also testing several kinds of hybrid models, like combining 
neural networks with genetic algorithms and fuzzy logic, or other complementary 
models. The collection of more samples will also allow us to have a larger number of 
classes for the classification of normal cry and also for the classification of more 
deafness levels. It is difficult to find the type of cry we require at the precise time, but 
with enough samples a classification of cry can be applied to detect pain, hunger, etc 
from deaf babies too. And finally, we would like to collect the adequate sets of sam-
ples directed to allow us the identification of as many pathologies as possible. 
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Abstract. As a result of increasing life expectancy and the resulting 
demographic shift, there are ever growing numbers of elderly persons, living in 
single households. In consequence of declining cognitive and physical abilities, 
many affected persons are increasingly dependent on external support to carry 
out basic and instrumental activities of everyday living. In order to extend the 
time span elderly people can live independently in their preferred environment, 
new solutions offered by modern information and communications technology 
(ICT) need to be introduced. In important respects, ICT support is the primary 
unsatisfied need of individual elderly persons, their families and caregivers. 
This need can be met by ICT–based support in health and activity monitoring, 
by enhancing safety and security in home environments, by improving access to 
social welfare and medical services, by facilitating social contacts as well as 
access to context-based infotainment. 

1   Motivation 

The generation 85+ is the most rapidly growing segment of the population in Western 
Europe and North America [1]. Accordingly, the predictable increasing number of 
elderly people and the related effects (especially the increase of age related diseases 
like Alzheimer-dementia) cause a need for new approaches in care giving. Supporting 
accessibility as well as strengthening inclusion is essential so as not to create socially 
isolated and disadvantaged individuals. By developing and utilising new instruments 
and assistive technologies (AT) for home environments, affected persons should be 
able to cope more easily with occurring cognitive disabilities. Consequently, AT 
should contribute to sustain a persons´ independent evening of life within a familiar 
environment, which is adaptable to changing needs. 

One of the big challenges for this century is to cope with the expected ´Alzheimer 
Wave´. The number of people with Alzheimer will increase from 24.3 million today, 
to 42.3 million in 2020 and will double every 20 years. [2]. This is a consequence of 
the higher life expectancy and the shift of the baby-boom generation. 

In this Special Thematic session a wide range of appropriate research projects in 
the proposed thematic fields will be presented. In all these projects two areas should 
be emphasized; this is on the one hand Human Computer Interaction and on the other 
hand Ethical Issues. 
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1.1   Human Computer Interaction (HCI) 

If computer based devices and services are to be helpful for people not experienced in 
using technical devices as well as for people with limited cognitive abilities, new 
solutions for Human Computer Interaction have to be developed. Already a “double 
click” can be quite difficult for persons with limited eye-hand coordination. Simply 
expressed, computer interfaces have to become more human needs centred. If it, for 
example, would be possible to talk to a computer, the inhibition threshold to use such 
systems could be reduced considerably. Therefore also talking heads can play a 
significant role [3], giving context aware advices to the user. 

When it is possible to create computer systems which are already easy to use for 
kids at pre-school age, it should also be possible to design appropriate interfaces for 
elderly persons. When designing a technical system for the elderly, one of the main 
challenges is, to allow the maximum amount of information transfer to users under 
conditions of minimum cognitive effort. [4] A standard “Text-Button-Icon” Graphical 
User Interface won’t meet these requirements. Already the commonly used image 
metaphors applied in connection with icons won’t be understood by people with 
dementia. To achieve a higher acceptance of new technical devices in the mentioned 
user groups, especially ´emotional computing´ will play an important role in the 
future. 

2   Ethical Issues 

The utilisation of ICTs in (home-) care settings has to regard especially ethical 
considerations respecting the dignity of all involved parties. Ending up in an ethical 
dilemma can occur when on the one hand values are tried to be kept (i.e. by not using 
monitoring systems), but on the other hand when it has the effect that other values are 
violated (i.e. independence) [5]. When talking about ´Computers and Caring´, it is 
often mentioned that the ´overuse´ of technical aids can lead to isolation of a user, to 
the replacement of helping hands. On the other side, it may contribute to become 
more independent from one’s caretaker.  

References 

1. Whitehouse, P.: Can a computer be a caregiver? (2002) American Association for Artificial 
Intelligence 

2. Cleusa, P., Ferri, M., e.a.: Global prevalence of dementia: a delphi consensus study. Lancet 
366 (2005) 2112–7 

3. Trenkwalder Andrea: Forscher wollen Verstaendigung zwischen Mensch und Maschine 
erleichtern. http://www.heise.de/newsticker/meldung/60270 

4. Mihailidis, A., Carmichael, B., Boger, J.: The use of computer vision in an intelligent 
environment to support aging-in-place, safety, and independence in the home. IEEE 
Transactions on Information Technology in Biomedicine 8(3) (2004) 238–247 

5. Riederer, E.: Explorative Entwicklung informationstechnischer Innovationen 
Systementwuerfe von Therapie- und Alltagshilfen fuer Menschen mit Demenz. PhD thesis, 
UNIVERSITAT DER BUNDESWEHR MUENCHEN (1999) 



A Semi-autonomous Wheelchair Towards
User-Centered Design
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Abstract. Research on assistive technology for impaired and elderly is
of great importance and it is intended to grow as society undergoes an
age shift in its population. Research on assistive technology leads to the
development of aids for individual users. These aids can be made more
or less autonomous in order to fit an individuals specific needs. Aids can
be designed not only to please a user from a technical perspective, but
also from a psychological perspective. Based on knowledge about a user,
from for example interviews, the design of an aid can be improved.

We present a semi-autonomous wheelchair which can be controlled
using head-mounted sensors. Control is also possible by sensors placed
on the hand of a user. The wheelchair hand control was tested by a user
and the feedback from the user is included.

Through an interface suitable for specific users, the wheelchair can
perform certain tasks autonomously. One such task is moving to a certain
location pointed out by a user looking at a map of the surrounding which
is presented on a computer screen.

With a user centered perspective based on interviews, direct contact,
and knowledge about users, we show results for improving the design of
assistive technology.1

1 Introduction

The Mobile Internet Connected Assistant (MICA) project [1,2] is a research
project involving Lule̊a University of Technology in Sweden and University of
Lapland in Finland.

At Lule̊a University, the research is focused on the technological aspects of
assistive design, while at the University of Lapland the focus is on user centered
design.
1 This work was partly funded by EU and Interreg IIIA, Nord.
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The main goal of the MICA project is to perform research aiming to improve
the knowledge about assistive design that can be used to make a usable assistant
or helper for a user. To reach this goal, recent knowledge and information about
sensors, navigation methods, algorithms, steering equipment and other electrical
equipment, is not sufficient but knowledge about the user is also important. As
soon as assistive technology becomes available, there is currently a big interest
in it [3,4].

A user centered design cares about the social and physical environment of a
user. In the ELVI research project [5], a database of knowledge about users as
well as their ages has been built. The reason for building this database was the
pressure to improve design as we are approaching an age shift in the society and
the population. The expected result from studying the database was information
of possibilities on how the knowledge of users promotes the development of design
practice according to current user needs.

Usually, a wheelchair is controlled with a joystick. By moving the joystick,
the user controls the vehicle.

It is common to use a combination of manual control and autonomous control
to take a wheelchair through a narrow passage and to reduce the risk of collision
[6]. Other solutions can plan the motion of the vehicle to the middle of the
detected free space defined by obstacles and the environmental layout or take
the vehicle in a desired direction [7].

Other ways for user input can be electrooculography (EOG) techniques which
reads the ocular position of the eye. The position of the eye can be used as a
user input since it is possible to estimate where a user is looking. In [8] EOG
was used to guide an autonomous wheelchair.

We have performed a user test where a hand held gyroscope unit controlled
the semi-autonomous wheelchair of the MICA project. The gyro was based on
an IMU equipped with three accelerometers and three rate gyros [9].

Different motions of the hand controlled the wheelchair in different ways, see
Figure 1 for clarity. The MICA project has also studied ways to use a head
mounted computer interface, MultiPos [10]. The MultiPos unit tracks the head
motion of a user and moves the cursor on the computer screen accordingly. This
means that a user can be immobilized but still be able to interact and drive the
wheelchair with the interface if he can move his head.

2 The MICA Wheelchair-System Description

The MICA wheelchair is equipped with a PC in PC104 format running Linux.
A fiber optic rate gyro (KVH E-core 1000) and two wheel encoders are used
for pose tracking, Figure 3. A range scanning laser (SICK LMS200) is mounted
tilted in the front to detect obstacles and find suitable paths, Figure 1.

2.1 Head Mounted User Interface

The head-mounted gyro is connected to the Laptop computer. The gyro inter-
face tracks the head motions and moves the cursor on the screen. The ”mouse”



A Semi-autonomous Wheelchair Towards User-Centered Design 703

Fig. 1. Mr Tapio Yliruikka, the wheelchair user, holds a steering unit that makes it
possible from him to remote control the MICA wheelchair. The range scanning laser
is visible on the wheelchair.

click can be done by inserting a bite button into the mouth, see Figure 3. The
wheelchair moves as long as the button is pressed. Different commands can be se-
lected on a user interface. The wheelchair stops when the bite button is released
and a new command can be selected. Five different commands are described
below. In semi-autonomous mode the wheelchair drive by information collected
from the sensor units. The user can command the wheelchair to desired direc-
tion. The wheelchair automatically detects obstacles and finds a path around
them. The semi-autonomous commands are:

Left. Drive left as soon as the there is a path available for the wheelchair to the
left relative the wheelchair.

Right. Drive to the right as soon as there is a path to the right relative to the
wheelchair.

Big. Follow the biggest passage.
Reverse. Reverse the wheelchair.
Turn 180o. Turn the wheelchair 180o degrees.

When the wheelchair is in motion the cursor will move on the laptop screen since
the head mounted user interface is based on rate gyros. This is no problem since
the wheelchair executes a command selected from the user interface as long as
the mouse button is pressed. The bite button functions as a safety switch as the
vehicle will stop as soon as it is released.
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Fig. 2. MultiPos - A head mounted gyroscope used as a mouse interface to a computer.
It is visible hanging on the laptop screen. With the gyro interface the user can operate
the computer and select a destination for the wheelchair.

The user has click functionality through an installed Dweller program[11].
The head mounted computer interface can be used for autonomous move-

ments of the wheelchair. The user marks a desired destination on a map, that
describes the surrounding environment, on the screen. Using the laser technol-
ogy, the wheelchair can detect the surroundings and calculate a collision free
path. Figure 4 shows an example of a path in a typical corridor environment.

The on-board computer and its screen can also be used as a normal Internet
connected PC running Windows XP.

3 User Test Using Hand-Held Unit

The testing was done at the Faculty of Art and Design at University of Lapland
in Rovaniemi, see Figure 1.

The user sat in his own wheelchair and remotely controlled the MICA wheel-
chair over the Internet using hand motions only. The sensor unit was attached
to the hand of the user and had a wireless serial link to the server computer
[12]. The laptop collected user input from the server over the wireless Internet,
processed the inputs and sent control commands back to the wheelchair.
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Fig. 3. System description. The wheelchair has a PC running Linux. It is connected
to the Internet through a wireless network. The hand sensor (IMU) is connected to
the wheelchair through a Bluetooth link. The head-mounted gyroscope is sampled by
MultiPos box which is connected to the client computer. A button for the mouth is
also connected to the box to give the user mouse button click functionality. A range
scanning laser is mounted in the front of the vehicle.

3.1 User Opinion from User Test

We collected user comments and observed user behavior when he was testing
the equipment. The user adopted easily to the hand held unit. Initially, the user
had problems to understand how to use the hand control. According to the user
the hardest part was to imagine how to move the control device as he was not
sitting in the wheelchair.

The user of this test suffered from weak muscles and he had for example
difficulties in lifting his arm. Twisting his hand, which was addressed to forward
motion, was especially problematic for him. He said that the best would be to
have a device or unit that was so small that it easily could fit on the top of his
thumb.

4 Improvements and Ideas Based on User-Centered
Design

Instead of focussing on sickness and weakness of elderly people, recent research
brings up the issues like autonomy of elderly people and their relationship to
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their environments. There are also rights concerning elderly people and phys-
ically handicapped persons. These rights cover the possibility for persons to
interact with the surrounding environment as well as having an environment
that gives support to their needs in life. In practice, the MICA project produces
information that can be used for developing user centered design. It is necessary,
in a suitable way, to remove ageing based risks to make it possible for elderly
people to continue their life at home. This means that a designer is encoun-
tered with a compromise between risks and the desire of elderly people to live
at home.

Pressure on finding individual supporting environments for elderly people will
grow. The MICA project answers to this pressure by gathering knowledge about
users in order to produce a suitable design. Environmental design for elderly
people demands a comprehensive design process. The designer can for example
use collected knowledge from interviews to find out what kind of solutions are
suitable.
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Fig. 4. Experiment with the wheelchair running in a corridor from left to right. The
instantaneous pose of the wheelchair is marked with the small 180o arc. Surrounding
walls are visible on the left and right sides. Obstacle free region is marked with a
dotted circle. Taken vehicle path is the dotted solid line. The long solid line marks the
set boundary between the known and the unknown environment which is projected in
front of the vehicle. The square on the line marks the steering direction. The ’BIG’
text marks the input parameter from the user to the vehicle controller which says that
the vehicle should move along the largest space available in front of it.
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We use some basic ideas and assumptions. The first idea is that every person
has a knowledge about himself, experiences from the own point of view, and
that he influences the surrounding with them [13]. The second idea is that it is
possible to find suitable methods for assistive improvements for people and their
environments. The third idea is that, after getting knowledge about the user, it
is possible to design a solution fitting the individual [14,15].

5 Results and Conclusions

The wheelchair technology can make it possible for a disabled user to navigate
more easily in an environment.

The combination of technology, design, and social science form an important
base for a practical development process. The MICA project stands as an exam-
ple showing the importance of cooperation between complementary disciplines
and the importance of sharing of knowledge between different faculties.

We have successfully used an IMU (inertial measurement unit), mounted on
the hand of a user, to control a semi-autonomous wheelchair. Design is connected
to social research and the contemporary research of ageing. This research, in
turn, is looking for the answer to the question; What does the knowledge about
a user mean to physical design? In the MICA project, knowledge about a disabled
user have been used directly in technical design. It is possible to gather knowledge
about a user, but the knowledge must be translated to an appropriate design
language before it can be of practical use.When making design, especially for
elderly people, memories are important to know. Hence, we consider technical
design merged together with design based on, for example, personal wishes,
favorite objects, and favorite places. The knowledge about a user is used as a
resource in the design process.
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Abstract. We present a system for the hands-free control of a computer,
using a PC camera to track head movements, then translating these
movements into cursor movements onto a computer screen. The proposed
system is an alternative for people with spinal cord injuries and other
special needs. It can be run on a standard Windows platform and makes
use of a standard USB video camera to track head movements compared
to other commercial hands-free products, which use special devices. Also,
it can be applied to not only the disabled but also for any users operating
common devices, such as ATMs, vending machines, or pay phones.

1 Introduction

Since many people use computers in everyday life, it is necessary to allow the
disabled to communicate easier with computers. However, the disabled may have
difficulties when controlling a PC using classical devices. They need special de-
vices for controlling a mouse or typing on a keyboard. The control of a computer
by tracking head movements is the subject of our project, and it has been studied
and researched [1,2].

There are some commercial mouses on the market as a substitute for a normal
mouse, such as CameraMouse, Quick Glance 2, SmartNAV, and QualiEye. Cam-
eraMouse is software for hands-free control of a computer using a video camera
to track body movements [3]. Quick Glance 2 is a mouse replacement device that
allows the user to place the mouse pointer anywhere on the screen simply by
looking at the desired location [4]. A head tracking mouse, SmartNAV, allows
complete control of a computer with natural head movements [5]. The device
uses an infra-red (IR) camera to track tiny reflective dots on the part of your
head. QualiEye gives simple hands-free control of the PC using a web cam for
tracking eye movements [6]. In the MEMREC project, Fejtová, et al. have af-
fixed a small camera to the head of a person and tracked the eye position in the
coordinate system independent of head movement [7]. Mühlehner presented a
research on a prototype of a laser-based, head-controlled input device [8]. Each
of the presented system has its merits and defects. However, these systems need
special devices and most of them are very expensive.

The proposed mouse using head movements is an alternative for people with
spinal cord injuries, such as quadriplegia, muscular dystrophy, and other special
needs. Anyone with controlled movement of his head can operate the proposed

K. Miesenberger et al. (Eds.): ICCHP 2006, LNCS 4061, pp. 709–715, 2006.
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Fig. 1. Overview of the system

mouse. The system is very cheap and utilizes efficient MCI (Man-Computer In-
terface). A PC camera is connected to the PC, using standard communication
interface equipped with corresponding software; therefore, the disabled can con-
trol a PC simply by head movements and an eye blink for clicking. Anyone with
controlled movement of his head can operate the proposed mouse. Our research
goal at the Center of IT Devices for the Disabled in Hansei University is the
development of a simple and inexpensive system for the disabled that can be
used for a PC mouse, as well as for a keyboard with some functions.

The paper is organized as follows: Section 2 explains the overview of the pro-
posed system design. Section 3 describes the proposed method that predicts the
motion region using neural network vector quantization and calculates motion
vectors. Section 4 presents the usage of the system. Finally, Section 5 addresses
the conclusions and future works.

2 System Design

We have designed a system that can be an alternative for classic mouses, us-
ing a PC camera to track head movements, then translating these movements
into cursor movements onto a computer screen, using effective matching and
tracking algorithms. The proposed system recognizes the position and horizon-
tality of eyes and uses the information for clicking, double-clicking, and dragging
processes. Therefore, the disabled can use the proposed system easily without
any additional devices, except a standard PC camera. The software can be cus-
tomized and adjusted for each user and was designed to accommodate varying
degrees of control. Fig. 1 shows the overview of the system.

2.1 Template Matching

To track head movements and to translate these movements into cursor move-
ments onto a computer screen, we use a small nose image as a template and
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compare the template with an input face-image sequence. One of the most funda-
mental means of object detection within an image field is by template matching,
in which a replica of an object of interest is compared to all unknown objects in
the image field. If the template match between an unknown object and the tem-
plate is sufficiently close, the unknown object is labeled as the template object.
However, a template match is rarely exact because of image noise, spatial and
amplitude quantization effect, and a priori uncertainty as to the exact shape and
structure of an object to be detected. An object is deemed to be matched wher-
ever the difference is smaller than an established threshold value. Consequently,
a common procedure is to produce a difference measure between the template
and the image field. Also, we have to consider the processing speed to trace the
template as fast as possible to avoid missing a user’s movement.

For the template matching process, we assume the following features:

1. A nose is located at the center of a face.
2. There is abrupt gradient change at the nose area because of nostrils.
3. There is no sudden change during rotation and translation of a face.

The usual difference measure is the MAD (Mean Absolute Difference) or MSE
(Mean Square Error), but these measures are just comparing gray level differ-
ence. Therefore, we applied NGC (Normalized Gray-level Correlation) for the
matching process, that can compensate the gray level after subtracting the av-
erage gray value from the image itself as defined by Eq.1.

r =
α · β

|α| · |β| =

∑M
i=0

∑N
j=0 α(i, j)β(i, j)√∑M

i=0
∑N

j=0 α(i, j)2
∑M

i=0
∑N

j=0 β(i, j)2
(1)

where N, M are sizes of the templates, α(i, j) = s(i, j) − s, β(i, j) = t(i, j) − t,
and s, t are the part of image and the template with its averages s, t, respectively.

We select a template at the center of the screen, which is 16×16 pixels. After
registering the nose image as a template, the input image is scanned from top-left
to bottom-right to find out the best matching position between the nose template
image and the input face-image. To save searching process time, the search region
is restricted within three times wider than the template image, which is therefore
48×48 pixels wide. Because the input image sequence is sampled fast enough,
it can be guaranteed that the best matching position can be found within the
search region.

2.2 Dual Template Matching

The template matching process is relatively stable if the head movement happens
within a search region. However, if there is a sudden change of head movement,
such as if a user turns around, the matching rate may drop rapidly. Therefore,
we designed another small template, 10×10 pixels, as a supplement inside the
original template image. The small template is for the tip of the nose and can
be used in case the matching rate using the original template drops suddenly
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below 0.6. With a dual template matching process, using nose and tip-of-the-
nose templates, we can track head movements more accurately even if there is a
sudden head movement.

2.3 Clicking

We have utilized the gray level difference between two consecutive image frames
to find out blink movements that can be translated to a click process. When a
user blinks, there is a gray level difference around the eye areas, so we can find out
whether or not a user blinks. The position of one eye may be determined, using
the relative distance from the nose position as a reference, which is registered at
the initial stage. Here the relative distance means that we can find local positions
of the nose, eyes, and mouth in a face depends on human race.

We convert a color image that comes from a PC camera to a gray level im-
age first, and then make it a binary image, using a pre-defined threshold value.
Therefore, we can easily check the blink action by checking the amount of black
portion around the eye area. When a user blinks, eyes close momentarily, so the
iris area disappears briefly. We may check the black portion between two con-
secutive image frames and recognize a user’s blink action. However, a user may
blink unconsciously, so to discriminate an unconscious blink from an intentional
blink, we treat double blinks within a short period of time as a one-click action.
We have used the time interval difference to discriminate between normal blink
movements and blink movements that should cause a click.

3 Motion Vector Estimation by Search Region Prediction

We propose a new method for estimating motion vectors in an image sequence.
The proposed method predicts the search region by neural network vector quan-
tization (VQ) and evaluates distortion for the predicted points. The simplest
method of temporal prediction is to use the previous frame as the predictor for
the current frame. Block Matching Algorithms (BMA) are utilized to estimate
motion at a block of pixels (size of (M × N)), for example, the location of the
block in the present frame compared to that of the block in the previous frame.
This block of pixels is compared with a corresponding block within a search re-
gion in the previous frame. The process of BMA divides an image into fixed size
sub-images, and then finds one best match for the previous frame by maximizing
cross correlation.

We define a function D(·) to locate the best match:

D(i, j) =
1

NM

M∑
m=1

N∑
n=1

G(U(m, n) − Ur(m + i, n + j)), − p ≤ i, j ≤ p (2)

where G(·) is a nonlinear function to evaluate error power, U is a block of size
M × N in the current frame, Ur is a search area of size (M + 2p) × (N + 2p)
in the previous frame, and p is the maximum displacement allowed. The value
(i, j) is displacement which minimizes the D(i, j) [9].
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Fig. 2. Block diagram of the motion vector estimation system

The performance of motion vector detection can be increased because motion
vectors usually have high spatiotemporal correlation. We propose a new motion
vector estimation technique using this correlation. Fig. 2 shows the block dia-
gram of the proposed motion vector estimation method using a neural networks
vector quantizer. First, we find motion vectors using the full search method from
the training images and then, train the neural network vector quantizer code-
book using these motion vectors. Second, a motion vector can be estimated using
the codebook as a motion prediction region. The codewords in the codebook rep-
resent the motion vectors for the input image sequences. Since the codebook is
used as the search region for estimating the motion vectors, the search points
and computation can be reduced compared with the full search BMA. The code-
book is designed with the neural network vector quantizer utilizing the FSCL
(Frequency Sensitive Competitive Learning) using the above motion vectors as
the training input data [10].

4 Usage of the System

When a user runs the setup process, the user can put user’s nose at the cross
point on the screen and click the Test button as shown in Fig 3. It registers

Fig. 3. Example of the setup process
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Fig. 4. Example of tracking head movements

a user’s nose image as a template image. The system automatically detects a
user’s nose area and uses it for template matching as well as double template
matching. When a user presses the Start button, the user can see a rectangular
window around the right eye area with a red dot on the user’s nose. This means
the system is ready to trace his movement. When a user moves user’s head, the
rectangular window and the red dot follow user’s movement as shown in Fig 4.
If the user wants to single click or double click, the user blinks one eye twice or
three times, respectively.

5 Conclusions and Future Works

We have designed a system that can be an alternative to a classic mouse, using
a PC camera to track head movements, then translating these movements into
cursor movements onto a computer screen. The proposed system was originally
designed for the disabled to accommodate their usage of a PC. However, it can be
applied to not only the disabled but also for any user because of its extensibility
to PC games or ATM machines. The system cost is very low since there are no
special devices required, except a standard USB PC camera. It is very simple,
efficient, and easy to use. The proposed system recognizes the head position and
interprets eye blinks as an ordinary mouse-click action. It also can be applied to
an on-screen keyboard or a remote system to control on-off switches of electric
equipment.

The points at issue of the proposed system are as follows: First, the system
should register a user’s nose image for the template image whenever a new user
wants to use it, and it can be cumbersome work. We may apply an artificial
intelligence algorithm to train the nose recognition process not to register a
nose image as a reference. Second, when a user’s face turns fast enough, the
recognition rate drops. We may need special vectors for describing the position
of the nose effectively. We have been working to resolve these problems. At the
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present it is possible to control a PC using the proposed system similarly to a
standard PC mouse.
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Abstract. An e-healthcare service with ubiquitous sensor network (USN) for 
the disabled and elderly people was studied, considering the current technology 
as well as forthcoming technology and service in the ubiquitous computing and 
networking environment. We introduce the USN for e-healthcare service for the 
disabled and elderly in smart environments. Beyond e-healthcare service, as a 
primitive application for ubiquitous healthcare service using mobile Internet, 
we studied the real-time health-monitoring service for the disabled and elderly 
people with an inexpensive and effective Web server. We considered the 
health-monitoring sensors in the wrist phone, as a future product for ubiquitous 
healthcare service. For quality of service (QoS), we studied an evaluation 
scheme for U-healthcare service for the disabled in smart environments, consid-
ering diversity of technologies and services. 

1   Introduction 

E-healthcare is a new paradigm in medical care on the basis of Internet and IT tech-
nologies, and it will improve our quality of life, especially in the Aged Society. Be-
yond e-healthcare service, the ubiquitous healthcare (U-healthcare) service will be 
more evolved and advanced medical service in the emerging ubiquitous society. 

Let’s discuss some researches related to smart environments and e-healthcare. For 
the visually impaired in educational environment, the use of the bar code and the 
RFID with reader-writer attached to a PDA was studied by Tatsumi et al. [1] as a 
promising step toward building an information ensured area, especially to get infor-
mation from a bar code or from RFID tags attached to equipment or surroundings. 
‘Smart environments for all’ was introduced to the special thematic session by Nuss-
baum [2], and he stressed that smart environments have a lot of potential to increase 
the quality as well as the efficiency of healthcare. Development of smart home tech-
nologies dedicated to people with disabilities provides a challenge in determining ac-
curate requirements and needs in dynamic situations; and Feki et al. [3] introduced the 
integration of context awareness and multimodal functionalities in the smart environ-
ments. Information such as the availability of resources, user profiles, location, input 
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controls and services can be used to improve the interaction between users and their 
environments. 

As a promising technology that enables ubiquitous computing and leads IT (Infor-
mation Technology) industries of next generation, the exciting new field of sensor 
networks is attracting so much attention and considered to be one of the hottest re-
search topics these days. Today’s sensor nodes (small devices with integrated sensor 
capabilities) can be efficiently powered with batteries or solar cells and run bi-
directional communication to other devices forming ad-hoc networks which cooperate 
in data gathering and processing. In the emerging USN, sensor devices could be se-
verely miniaturized, harvest energy from the environment and communicate with other 
networks and devices integrated in our homes or our cities as smart environments. 

Recently, the new application of health monitoring and medical care based on USN 
is gaining popularity amongst researchers and gives good promises for future practical 
uses. We will introduce briefly this new field of work and the most active research in 
this area. We will also introduce a framework of USN for e-healthcare service in 
smart environments. We will describe some of the research in USN architecture illus-
trating how the work will contribute to the field of USN in general and e-healthcare 
for the disabled and elderly people in particular. 

The five basic functions (5C) of e-healthcare service are content, community, clini-
cal care, connectivity, and commerce. Ubiquitous healthcare can be included in a 
ubiquitous commerce in the future, on the basis of health information, tele-medicine, 
and tele-healthcare [4]. 

The following chapters are organized as follows. We will discuss the applications 
of USN in the field of health monitoring and e-healthcare in the evolving computing 
and networking environment, providing a brief introduction and a summary of the 
most important ongoing research. We will present USN architecture as a platform for 
e-healthcare service in smart environments, and discuss its functionalities and its ap-
plications. Beyond e-healthcare service, as a primitive application for ubiquitous 
healthcare service, we introduce the real-time health monitoring service using health-
monitoring sensors and health information Web server in the mobile Internet before 
the proliferation of ubiquitous computing and networking environment. For quality of 
service (QoS), we introduce an evaluation scheme for U-healthcare service for the 
disabled in smart environments. Finally we conclude our study with consideration for 
further research. 

2   e-Healthcare Applications 

The need for health monitoring in e-healthcare service is gradually increasing and its 
application is becoming feasible with wireless sensor network technology. By adopt-
ing tiny wireless sensor network devices in the ubiquitous networking environment 
with some specific health monitoring system, regular patients and disabled people can 
be observed at smart environments providing e-healthcare service. For this purpose, 
wearable vital sign sensors can be attached to people's body, allowing continuous 
communication transferring people's sensed physical status. Health monitoring with 
ubiquitous sensor networks (USN) in the ubiquitous networking environment has 
some outstanding features comparing with traditional medical healthcare systems. 
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On the other hand, health monitoring based on USN in the ubiquitous networking 
environment provides a totally different healthcare system scenario. Sensor nodes are 
initially small and generally use battery rather than annoying power cables. In spite of 
their handy or tiny size, they can communicate with other sensor nodes, and conse-
quently data from attached sensors is easily transferred to health monitoring systems 
in the mobile Internet. Monitoring of body status can be sensed and checked in a real-
time manner without any notification or administrative managements. As an example, 
if the monitored patient becomes in a sudden emergency state, programmed sensor 
network actuators might automatically make emergency calls and the monitoring sys-
tem would start sending video image along with sensed vital sign data to relevant 
medical doctor using wireless Internet. If required, sensor node networks can become 
large enough to cover whole hospital buildings or home areas with thousands of sen-
sor nodes, in smart environments. 

Sensor network’s general features such as tiny sensor nodes, network construction 
and self-configuration make it possible to be used in medical care monitoring applica-
tion. We present important requirements for healthcare monitoring sensor networks as 
follow. 

- Reliable data communication: Most importantly, data communication should be 
reliable to send patient vital signs in real-time.  

- Wearable sensor nodes: After combining health sensors into a hardware node, 
its size should be small enough to keep it convenient for wearable use. 

- Security: Sensed data reveals personal information such as people’s health in-
formation, habit and residential movements; for personal data reliable security 
mechanisms are required. 

- Sensor nodes mobility: Along with user movements, sensor network topology 
will be dynamically changed. Thus sensor mobility needs to be considered 
suitably. 

Before we introduce a USN as a platform for e-healthcare in next section, we dis-
cuss briefly some research projects related to healthcare. CodeBlue [5] is a famous 
health monitoring system using wireless sensor networks. CodeBlue integrates sensor 
nodes and other wireless devices into a disaster response setting to provide medical 
care monitoring. Another related research project is the wireless body area network 
for health monitoring developed by Jovanov et al. [6]. Their work aims to support 
ubiquitous and affordable healthcare. The main architecture consists of a three-tier 
ubiquitous monitoring system: wireless body area network, personal server and 
healthcare providing server. 

3   A Platform for e-Healthcare Applications 

A USN platform for e-healthcare service, an evolvable network of tiny sensors, con-
stitutes the particular USN design for smart environments of healthcare service to ad-
dress the challenges imposed by a dynamic future based on personal mobility. Con-
trary to other architectures which rely on static behaviors, ANTS (an evolvable 
network of tiny sensors by ICU in Korea) [7] is built with the idea of providing 
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adaptability for dynamically changing environment, particularly coupling with the 
needs of the inherently dynamic healthcare monitoring systems with advanced fea-
tures in medical care environments. 

ANTS research team has been involved in several medical care research projects, 
such as the e-health project developed at the Information and Communications Uni-
versity in Korea. The system was designed to include wireless sensor networks at 
home environment to collect ECG data from the patient. In order to convey the data 
from wireless sensor networks at home to the Internet and to analyze and process the 
data, the project used wired and wireless networks including Internet. 

The ANTS research team developed the sensor network field. The host attached to 
the ECG collector gets patient status information and forwards it to the sensor node, 
which sends the data to other sensor nodes across sensor network via RF. Similarly, 
another host receives the data from the sensor network and forwards it to the Web 
server using TCP/IP protocol suite in the Internet environment. 

�

Fig. 1. (from left to right) Interface board, CPU board and Sensor board 

ANTS architecture includes, besides software considerations, its own hardware 
support (as in Fig. 1) based on four different hardware designs suitable for different 
sensor network requirements. CPU board is responsible for monitoring and processing 
signals from devices such as ECG signal and heartbeat from Sensor board. For wire-
less communication to transmit personal health information, the design includes the 
802.15.4 standard for radio communication, used in the Zigbee specification and of-
fering promising reductions in power consumption. Sensors such as ECG, heartbeat, 
light, accelerometer and magnetometer are integrated into Sensor board. All these 
sensors can be operated individually or in collaboration with other sensors. If we want 
to use external health sensor or transmit collected health information to local com-
puter system connected to Internet, we can use Interface board. It supports Se-
rial/Parallel communication to communicate with external sensors or computers con-
nected to Internet, i.e. wireless Internet or mobile Internet. 

The operating system in USN is the core of the platform and coordinates the struc-
tural design to provide evolvable services. With low-power consumption, small code, 
small data size and evolvable architecture as design criteria, the operating system in 
USN platform was designed for wireless sensor network applications. 
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4   Ubiquitous Health-Monitoring Service 

In the new and exciting field of Ubiquitous Sensor Networks (USN) we introduced, e-
healthcare services for medical care applications appear as a promising research area 
with a wide range of possibilities. Beyond e-healthcare service, we introduce ubiqui-
tous healthcare service. We introduce the health monitoring sensor network based on 
mobile Internet [8] as a primitive application for ubiquitous healthcare service. 

4.1   Health-Monitoring Sensors 

We can consider various types of health monitoring sensors for real application in the 
future, but here we considered the wrist phone as one of the future products to 
measure health data. Because oriental medical science is using information in the 
wrist to diagnose personal health, and we considered the real-time health-monitoring 
network based on mobile Internet. The accuracy and usability of the health-
monitoring sensors will increase based on the evolution of the U-health technologies 
as well as on the evolution of MEMS (Micro Electronic Mechanical System) and 
USN technologies. 

Glitho et al. [9] introduced a case study about the mobile agents and their use for 
information retrieval; the following health-monitoring sensors on wrist phones may 
be considered as mobile agents. Here instead of plain client-server, we need the opti-
mized client server or the mobile agent approach for performance of our health-
monitoring sensor network with health information Web server. 

The performance analysis for the real-time health monitoring system may be dif-
ferent from the conventional analysis methodologies of non-real-time applications. 
We considered this type of evaluation, because the real-time health-monitoring net-
work may be applicable to many new applications for the disabled and elderly in per-
vasive healthcare [10]. We studied the real-time health-monitoring application, get-
ting frequently personal information as well as writing analyzed information as a 
response to the request by clients or health-monitoring agents in the mobile Internet 
environment. 

For the real-time health-monitoring network using mobile Internet, the dominating 
factor and the standard deviation of that random variable should be bounded within 
the deterministic response time. To be deterministic for real-time application, the es-
timation time should be bounded within deterministic time, the interchange of data 
between the watch phone and the server should be automatic except the requested  
information by the user; therefore the Web server should be efficient and have high 
performance for the dedicated application if possible, and the exchanged data and 
analyzed information should be as simple as possible with a simplified and efficient 
format. If possible, the bandwidth requirement for wireless or mobile Internet should 
be immune to network traffic conditions; also that will be ideal in case of the degrada-
tion caused by the other rich multimedia contents sharing the same network and 
server. The spent time in the Web server may be considered to be immune to the net-
work and server condition. This system is based on wired or mobile Internet, and the 
monitored health data from sensors in a watch phone can be registered at any time us-
ing mobile Internet. 
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4.2   Health Information Web Server 

For the consistency of health-monitoring information and for a convenient user inter-
face, we need a unified health-monitoring Web server for wired Internet and mobile 
Internet. We need to consider the health-information center accessibility to the doctor 
or nurse as well as to the disabled and elderly even with different formats of health in-
formation. 

We used a single Web server as a health information Web server for cost-
effectiveness and the simplicity of management. This method offers effectiveness and 
efficiency for the real-time health-monitoring network and utilization of resources, 
e.g. the bandwidth for communication and the size of disk storage of health informa-
tion Web server for the disabled and elderly. 

We assume that the wrist phone with health-monitoring sensors writes the health 
information regularly, which should be chosen carefully in further research, to the 
health information Web server through the mobile Internet, and processes the data and 
analyzes for the request of the results in real-time way. Depending upon the frequency 
of writing the health information, the workload of the health Web server may change, 
and the interval of regular writing may be considered as an arrival rate in the queuing 
performance analysis model for health-monitoring. The transmission packet unit for 
billing by mobile communication service provider is about 0.6 Cents (U.S.); the 
packet size is 512 Bytes, which is the minimum packet size for billing in Korea. 
Therefore, if possible, the health-monitoring data for the wrist phone to the server 
through mobile Internet should be below 512 Bytes, and this size is also bounded 
much below 1.5Kbytes that is one emulated WML deck for performance evaluation of 
the health-monitoring Web server discussed later. As a reference, one SMS (Short 
Message Service) data, i.e. 80 Bytes, costs around 2.5 Cents (U.S.) in Korea. There-
fore, we can see that one WML packet is much cheaper than on SMS message in 
terms of cost for wireless communication. 

The health Web server should have the capability to show the appropriate health 
contents, i.e. the HTML contents for wired Internet as well as the mobile contents for 
many different kinds of mobile devices, e.g. WML, mHTML, etc. For the unified ser-
vice, there are several constraints, compared to the contents for the wired Internet. 
First of all, we should consider the various kinds of mobile devices as well as brows-
ers for the mobile Internet, and each of those devices may have different capabilities 
in terms of images. The environment of the development and application is very dif-
ferent from the existing wired Internet, i.e. mainly based on MS Explorer. Therefore, 
we considered only text-based health-monitoring information from the wrist phone to 
the health-monitoring Web server and vice versa, to be immune to any type of Inter-
net traffic load as well as to minimize the mobile communication cost for cost-
effective health-monitoring services. 

We suggest the minimum requirements as capabilities of health information Web 
server instead of superfluous capabilities because of the cost-effectiveness and low 
cost/performance ratio. To provide the minimum requirements for the wired Internet 
using a PC and for the mobile Internet using the wireless mobile devices, e.g. hand-
held devices and mobile phones, we can provide the simplest functionality with the 
less capable mobile Internet phones. We implemented the similar Web server of In-
formation Network for the wired Internet with a PC as well as for the wireless Internet 
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with mobile devices; however we considered the Web server as a health information 
Web server. 

5   Evaluation Scheme for U-healthcare Service 

We studied the important performance metric, delay, from the user’s perspectives for 
the disabled. The preparation time for the disabled to get a service (e.g. medical de-
vice, mobile device, etc.) is E (environment time metric); the time spent by the dis-
abled with medical device to do appropriate action for service is D (device time met-
ric); the aggregate time to the medical healthcare server after the medical device for 
medical service is S (service time metric for communication and Web server); the 
time depending upon medical contents is C (contents time metric). If iteration of each 
variable is required, then subscript i,j,k,l,m can be used as Ei, Dj, Sk, Cl, Pm. Depending 
upon environment, device, service, and patient the iteration i,j,k,l,m may be different. 

Among the above random variables, i.e. the performance metrics, (E, D, S, C, P)
for the disabled, the most dominating factor, i.e. the random variable, may be differ-
ent depending upon U-healthcare environment, device, service, contents, and patient. 
We can represent the statistical values (i.e. mean, deviation, etc.) of random variables 
as performance metrics for QoS (quality of service) of real-time medical service, and 
the quality of U-healthcare service can be compared with the performance metrics. 
Each performance metric can be used to enhance the QoS as follows. Environment 
time metric E will be shortened depending upon the proliferation of smart environ-
ment for U-healthcare. Device time metric D, i.e. handling speed of medical device, is 
one of important performance factors in any medical services for the disabled. Service 
time metric S can be shortened according to the communication facility and Web 
server with DB in e-hospital. Contents time metric C can be shortened considering 
accessibility in contents design for U-healthcare service. Patient time metric P may be 
different from person to person depending upon the disability of the disabled. 

We can order the dominating factors in the overall performance at the user’s per-
spective. The user interface design for the disabled with a medical device in a ubiqui-
tous e-healthcare environment (i.e. E becomes smaller as the ubiquity increases) is 
important to decrease the device time metric D that is heavily related to the UI (user 
interface) convenience of medical device for the disabled and handicapped users. 

With the performance metrics (E, D, S, C, P), we can estimate another metrics for 
QoS as follows: for example, total service time for a patient, Tm . We can use mean 
values of the random variables for simplicity of metrics as follows: , , , ,E D S C P

and T E D S C= + + + .

6   Conclusions 

We introduced the USN and a framework for e-healthcare service. A real-time health-
monitoring network for the disabled and elderly people was also discussed for ubiqui-
tous healthcare service on the basis of currently available service based on wired and 
mobile Internet. The evaluation of the health-monitoring Web server for the wired and 
mobile Internet can be applied to efficient investment for worldwide health-monitoring 
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services for the disabled and elderly with the health-monitoring sensors in the wrist 
phone as a future product. For quality of service (QoS), we introduce an evaluation 
scheme for U-healthcare service for the disabled in smart environments. Ubiquitous 
healthcare service based on USN will be studied further for real-time monitoring and 
diagnosis for the disabled and elderly in the Aged Society. 
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Abstract. We face the support to finding the way in an unknown build-
ing, such as hospital or city-hall for people with special needs (reduced
vision, cognitive disabilities, physical disabilities), which forces not only
to find the way, but to find the suitable one for specific capacities. Our
goal is to enhance accessibility to public services and leisure in an au-
tonomous and easier way. The system design uses building and personal
context to find an adequate way to his/her destiny. Then it will guide
the person through the way, monitoring the route followed, re-conducting
when needed and giving the chance to change destination. This paper
shows a brief description of the system and the two evaluation stages
performed with their conclusions. A multidisciplinary team with engi-
neers, gerontologists, psychologist and two special education schools are
involved in specification, development and evaluation.

1 Introduction

Wayfinding is the process by which a person makes use of his/her spatial orien-
tation to maintain a heading towards her/his target, regardless of the need to
avoid or move around obstacles as walls or people. The successful coordination
of actions within the perceived surroundings of a dynamic setting (e.g., a public
building) usually requires the continuous wayfinding guidance provided from the
environment with landmarks, signs and other references.

People with any kind of disability need to find their way in an unknown build-
ing, like hospital or city council. Commonly, signs indicate the target floor, but
usually do not indicate how to get to it when having navigation restrictions (e.g.
elevator for physical disabilities). If cognitive disability is present, it becomes
an unapproachable challenge. Automatic guiding assistant could ‘go along’ with
the person, providing guiding messages to users as they progress on their route.
Computer “social assistants” can be used to simplify daily living and to enhance
autonomy: GUIA, our guiding system, has this goal. Thus, we focus on affordable
and effective computer technology.

GUIA calculates the best option depending on the building status and user
abilities. If more than one viable path is found, it chooses the most secure. Many
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researches have offered their results in the area of training for navigation either
in virtual reality [1,2,3] or in human reality [4]. Other experiments designed for
evaluating several interfaces [4] and methods for navigation training [5] have
been used as base of the field experiment we have designed.

As in the Goodman’s work on landmarks [6], field studies are necessary be-
cause guidance systems performance depends upon the landmarks, the building’s
structure and other surrounding factors and cannot be tested in a laboratory
setting. In this direction, Goodman also describes several quantitative and qual-
itative variables to measure the goal of the experiment [7]. Kjeldskov shows
the advantages of field experiment evaluating the efficiency of those systems by
conducting experiments in realistic use settings [8].

This paper also explores the efficiency of GUIA as an automatic guiding sys-
tem which provides an aged and/or disabled person with independence and
autonomy in unfamiliar buildings. First our indoors guiding system, GUIA, is
described. Then the methodology and performance of evaluation experiments
is specified. Finally, results and conclusions are shown, making proposals for
further work.

2 GUIA’s Description

GUIA is an indoors guiding system. It is designed to work with any kind of
people and in any building, but our first focus —and most exigent too— is to
guide people with cognitive, age, sensitive or physical disabilities.

GUIA needs to know the complete building map together with the special and
common landmarks it has. We will call common landmarks those we can find at
any public building, like signs and directories. Special landmarks will be those
things in the building which are not thought as landmark itself but which may
result appropriate for guiding, such as vending machines or doors in different
colors or styles (glass, wood. . . ).

The inputs to the guidance system will be the target place (or places) and
the abilities of the individual to be guided.

GUIA uses an indoors position and orientation system developed and tested
by the University of Zaragoza, which gives about 10 cm accuracy in absolute po-
sition and less than 10o accuracy of user’s head orientation: BLUPS (BLuetooth
and Ultrasound Positioning System). However its design is independent of this
system, so it could be used with any other emerging positioning technology.

With all this data GUIA calculates the path that the user can follow looking
for feasibility and comfort. As the user goes on through the building the system
sends guiding messages according to user’s needs (so far voice and text messages
are implemented) until s/he gets the target. During the guidance several special
situations can happen, GUIA is prepared to cope with the following ones: (a)
User loses her/his way – goes away from expected path: GUIA reorients the user
from the current place so s/he reaches the right path or recalculates a new path
from the current situation and guides the user through it. (b) User asks for an
unexpected place to go before getting to the target: GUIA calculates a new path
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Fig. 1. GUIA’s Block diagram

from the current place to the new target and from there to the main target.
(c) User asks for repetition of last instruction: GUIA repeats last message. (d)
An emergency situation happens in the building: GUIA guides the user to the
nearest emergency exit. In Fig. 1 we show a block diagram of the system.

3 Experimental Method

We believe GUIA has a high potential to be used both as a guiding system and
as a spatial orientation education tool. New experiments are being design to-
gether with special education teachers to provide a training tool in autonomous
navigation. We want to find out the strong and weak features of GUIA. Besides,
the users opinion will be important to evaluate the convenience of the guiding
messages along the path, its temporal ratio (frequency) and how much under-
standable they were. This information is valuable for a further study on guiding
messages.

Two experiments are designed and conducted: First emulates the system with
a commonly used technique in sociological studies: an observer walking together
with the user. The way was followed correctly, but we could not test the confi-
dence the system generates in the user, for he/she feels accompanied along the
path. Second experiment incorporates modifications that allow guided user to
walk alone and receive recorded voice instructions, eliminating in such a way
human contact, enhancing real autonomous feeling and allowing the test of the
confidence the system may provide.

3.1 Scenario Description: Routes, Landmarks and Time of Day

Torres Quevedo Building is a three floor building with classrooms, offices and
laboratories (Fig. 1, 2 and 3). We have designed a trip with three stages, to
cover different considered difficulties. In Fig. 2, we show the following route and
objectives.

First stage combines decision of route in open spaces and in confluences of
corridors with 4 options, using stairs and elevator to change floor level twice,
following long corridors. Goal is marked in Fig. 2 as “1”, on the first floor (culture
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Fig. 2. Torres Quevedo Building. -0.5, ground and 0.5 floors with the routes marked.

room where many people students and from outside come to practice cultural
and sports activities (dancing, meditation, aerobic). From the building front
door the subjects come into an open space where they must find the elevator,
get to the second floor, look for a sign pointing a door, follow a corridor and
then, at the other side of the building, downstairs to first floor. Once again
they come into an open space where they must find the door of the Culture
room.

Second stage is chosen to walk through narrow and somehow labyrinth-like
spaces, with many stairs that lead through three different ground levels (“1”,
“0,5” and “-0,5”) with turns and short straight paths in between. Goal to reach
is the precision mechanics workshop, visited by people from the building and
“outsiders” as it is a research service. The subjects must follow a corridor,
go across one door, downstairs to 0,5 level, turn, decide among three options,
walk straight a bit and downstairs again to the hall on the -0,5 level where the
workshop is.

The third stage leads to cafeteria, near the front door. Once again it is needed
to find a sign which indicate ‘EXIT’, go upstairs, follow a corridor, find the
elevator in a wide hall (open space) and then down to the ground floor. Finally
in another wide hall they must find the cafeteria.

As example of changing dynamically the route, if any of the participants would
want to go the WC there are several options all along the route.

We walked the entire route looking for elements which could be used as “guid-
ing landmarks”. The Torres Quevedo building has its own signs pointing the
different dependencies. We decided to use these signs as well as architectural
references. As some of them are repeated in a short distance the guiding mes-
sage talks about ‘some EXIT signs’ and then ‘we choose the first one’. Some
other elements were found too specific to be identified by common subjects, as
an access control device, so they were refused as guiding landmark.

The experiments were performed in an active time of day, when lectures were
in session and there were people moving around the building. Clearly making
the experiment with an empty building would minimize external disturbances,
but this way GUIA’s efficiency is tested in a more real situation inside a public
building.
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3.2 Testing the Concept: People Emulating Technology – First
Experimental Setup

First experiment was conducted to prove GUIA’s efficiency as a personal au-
tomatic indoors navigation system which can help a person navigate through
an unknown building. Participants that took part in first evaluation test were
chosen to cover a wide spectrum of ages, from eight to seventy five, to test dif-
ferences in perceptions and decisions taken by adults and children. Nevertheless
none of them had disabilities and all were Spanish. Conclusions do neither test
intercultural nor language differences. As Eckmann proposes, they are people
who do not know at all the building [4]. Moreover, none of the subjects are
involved in the development of GUIA.

Experimental Setup and System Emulation. Main objective of this trial
is to test efficiency of GUIA in guiding, getting people to the goal minimizing
spare paths and time out of the route. This building has neither location system
nor communication network installed, so our experimental set up included the
emulation of their performance with two persons:

– One experimenter —called “the system”— emulates the performance of
GUIA’s interface: he is inside the building with a computer running GUIA’s
algorithms that calculate the best path. He reproduces messages to the user
when the system indicates and does not have visual contact with the subject
GUIA is guiding. He speaks out the messages through a walkie-talkie to the
guided subject. Two-way communication is enabled to allow specific requests
considered in GUIA, as “repeat please”, or “take me to the closest toilet”.

– Another experimenter —called “the locator”— walks near the subject in-
forming the system about the position and orientation of the user. As “the
locator” cannot give the position of the subject with the same ratio and ac-
curacy as BLUPS does (every 3 seconds, centimetres accuracy), all along the
building there are numbered predefined positions. The messages the locator
tells the system are like: ‘leaving point 1, heading twelve o’clock’, ‘stop near
point 3 heading six o’clock’, ‘going from point 7 to point 9’ and so on. Twelve
is north orientation, six is south. No other type of message is allowed to avoid
transfer of emotional or additional information that GUIA won’t have access
to. Those messages are transmitted via another walkie-talkie pair that has
only one way enabled.

Other experimenter —“the observer”— walks near the subject scoring the
experiment and taking note of every significant person’s spoken or nonverbal
expression, timing, hesitating moments and whatever happens which may result
relevant. This investigator does not mediate on the GUIA, he remains deaf-dumb
all through the experiment.

This implementation of GUIA agrees to Goodman’s rule “Take care to give
experimenter too many tasks” [7]. “System”, “locator” and “observer” do differ-
ent simple tasks and none of them is overloaded. With a common set of maps of
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Fig. 3. a) PDA where the locator indicates and transmits the current user’s position.
b) user’s PDA able to reproduce and record voice messages, process users’ orders and
save data from accelerometer and compass.

the building with special marks all along the trip, “the locator” reads the posi-
tion of the subject, “the system” obtains the guiding message from the computer
and “the observer” marks relevant events with place and time marks.

3.3 Testing Confidence: Only Technological Interfaces – Second
Experiment

First experiment was conducted to prove GUIA’s efficiency as a personal auto-
matic indoors navigation system which can help a person navigate through an
unknown building. Conclusions were considered valid as far as functional solu-
tion of the system, but not as far as confidence sensed by the user, for he/she had
a person talking to him and this communication was felt as a personal relation
with person “the system”. Questionnaires showed they trusted the person could
help them out in case it was needed. So a more technological tool was developed
in which no human contact —even remote one— exists.

Experimental Setup and System Evaluation. In this experimental proce-
dure participant’s selection criteria and routes are the same as in former experi-
mental setup. Observer was not present. The user brings a realistic interface that
GUIA could have: a PDA where the guiding software runs (Fig. 3.b). Depending
on his/her location and the received instructions (repeat message, new destinies
—to the bathroom—, exit or take me out), it emits the appropriated voice mes-
sages. The user’s interface has been designed the simplest possible: three colored
buttons that input the former instructions to GIUA. The PDA also has a com-
pass circuit and a 3 axis acceleration sensor connected to its serial port. All this
allows recording the time, location, orientation and value of sensors in order to
infer times of walking and stops, hesitations and differences in speed. The user is
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also asked to speak out loud specific comments or thoughts, which are recorded
in the PDA for later analysis.

Location was communicated to the user’s PDA via Bluetooth. A researcher
was walking several meters behind with another PDA where he continuously
set the user’s location and orientation (Fig. 3.a). A wireless serial port among
both PDAs was set in order to transmit all the information live. To make the
experiment realistic, the person guided was not told about this person and he
tried not to be related.

4 Results

According to Goodman’s taxonomy [7], the wayfinding activity was scored using:

Timings: (a) Total time required to complete the entire path. In fact GUIA
must guide the user to the target in a safe way, not as quick as possible.
Thus, at the moment this is not a relevant measure, but it is easy to take
and can be used in further studies. (b) Time taken to get the right way again
if the user walks out of it.

Errors: (a) Number of times the subject leaves the correct path and comes back
to it by her/himself. (b) Number of times the subject leaves the correct path
and the system must correct the way. (c) Number of messages misunderstood.
It is to say, messages that the subject mistakenly understands resulting in
a different direction movement which message says. (d) Number of times
reaching incorrect destination. We disagree with Parush and Berman because
the natural end of using GUIA is reaching the correct target, so we must
take note of the wrong ends [3]. If the user says ‘Here I am’ but s/he is
not in the place the experimenters told her/him to reach, means the user
has misunderstood some message or s/he is lost and GUIA has failed to get
her/him where s/he wants to go.

Route taken: (a) Number of backtracking when the subject thought s/he was
in the right way. (b) Alternative routes the system has offered when the
subject has left the original route.

Other variables of interest: (a) Number of times the subject hesitates look-
ing for the landmark the system is pointing. (b) Number of times the subject
needs extra help and demands another message. (c) User comments: subject
is told to think aloud while the experiment goes on and after the experiment is
asked to complete a questionnaire. (d) Various experimenters’ observations.

Major result is all the subjects reached the three targets. Latency in instruc-
tion arrival was observed in first experiment, what forced users to decide on
their own or wait. Some re-conductions were debt to this factor. Only due to
lateralization problems was route non-following detected, but it was quickly re-
conducted by GUIA. To increase non-following, wrong messages were tested and
once the users were out of the way, GUIA took them back easily to the planned
route. In one point the wrong message was impossible (walking into a wall): The
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subjects stopped a bit surprised and waited for the right message. Most requests
for repetition of guiding message were due to noise in communications.

In both experiments, and despite of intended wrong messages and misunder-
standings, none of the subject felt lost at any moment and they expressed they
relied on GUIA to get the planned targets. They also expressed the landmarks
GUIA used were enough and appropriate. The talking PDA with three colored
buttons to capture user preferences proved to be a valid interface even for the
elderly people.

5 Conclusions

We have shown the description of our guiding system for people with disabilities
including a location system and the special context information of landmarks to
reference routes to the user. Also, how it has been emulated for testing in two
experimental setups to gradually acquire data of efficiency and specific changes
needed in design. First experiment gave conclusion of reliability in guiding, but
lack of data in user confidence in the system, crucial for usability. Second exper-
imental setup allowed detecting confidence status and orient changes if needed,
before definitive implementation. Although elderly people took part in the ex-
periments, confidence is to be proved also with people with disabilities. Then
we may have a useful tool for special schools spatial education training and sup-
port to dependencies finding in large or complex buildings, which we trust will
improve quality of life for people with disabilities and normalized people.
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Abstract. At the clinical department of Dermatology at the Medical University 
Hospital in Graz, approximately 30 outpatients consult the pigmented lesion 
clinic each day. During the visit, the patients are asked to complete a 
questionnaire, which is necessary, both for the clinical information system and 
for a scientific database for research in skin cancer. However, motorically and 
visually handicapped people usually have problems in completing paper based 
questionnaires. Consequently, a system was built, using a mobile touch 
computer with a specially designed interface, in order to assist these people and 
to allow full mobility within the clinical department, as well as the possibility of 
completing questionnaires, for example: during a cancer survey even in the 
open-air swimming resort. The system was developed by applying a User 
Centered Design including four levels: paper mock-up studies, low-fi 
prototypes, hi-fi prototypes and the system in real life. Scientifically this work 
provided insights into the technical possibilities, Human-Computer Interaction 
and Usability Engineering, user acceptance in the clinical field and the possible 
optimization potential of clinical workflows. 

Keywords: Human-Computer Interaction & Usability Engineering, Mobile 
Computing, Information Interfaces, Input Devices and Strategies (mobile 
touchscreen), Screen design, User-centered Design & Development (UCD). 

"Human-Computer Interfaces should not only support more effective and efficient 
user interaction, but also address the individual end-user requirements and 
expectations in the variety of contexts of use to be encountered”. [1] 

1   Introduction 

Mobile computers generally present a number of challenges in Human-Computer 
Interaction (HCI) including the interplay between the appropriate user interface 
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design, the device and the social context of the device’s use [2,3]. The usefulness of 
mobile applications in Health Care is commonly accepted [4,5].  

To achieve maximum benefits by making both useful and good usable applications,  
particularly in light of new devices, it is strongly recommended to apply a User-
Centered Design (UCD) approach [6]. Some key principles of UCD methods include 
understanding the users and analyzing their tasks; setting measurable goals and 
involving the end-users from the very beginning. Based on the experiences within this 
project and on previous work [7,8,9] we found again that UCD is of particular 
importance to realize usable and useful applications, especially for mobile devices in 
such a difficult environment as an outpatient clinic. We cannot too often emphasize, 
that simple, cheap and easy-to-use solutions can be a step closer to the information 
society for all, where people are assisted by Information Technology [10].  

2   MoCoMed-Graz: Technological Background 

As part project of the project Melanoma Pre-care/Prevention Documentation (in 
German: Melanomvorsorgedokumentation), which is an important step toward 
fighting skin cancer, the project MoCoMed dealt with the design, development and 
implementation of a fully functional mobile solution to assist patient data surveys. 
The initial problem was, that the paper based questionnaires had several 
disadvantages; including the necessity of retyping them manually into the database, 
most of all, they were awkward to fill out by elderly and partially sighted patients, or 
for example by patients with tremor.  

Fig. 1. The original paper questionnaire before this study took place 

The initial idea of the use of mobile computers was to ensure that the data 
acquisition within the clinical department runs smoothly and also that the cancer 
researcher is allowed to collect data away from the clinic, for example during a survey 
study in an outdoor swimming pool.  
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We used an XML interface as the technical protocol, because the data collected by 
MoCoMed are directly transferred into the countrywide Hospital Information System 
(which is called MEDOCS and is a customized SAP-product [11]).  

The workflow: The patient reports to the central administration desk of the 
outpatient clinic of the dermatology department. There, they are registered via the 
MEDOCS administration program into the pigmented lesion outpatient clinic. 

At the clinical workplace, an overview of the waiting patients, who have been 
registered already in the system, but not yet released by a medical doctor, can be seen. 
In the corresponding column on the clinical workplace, there is an indication of 
whether or not they have already filled out a questionnaire. This is indicated by means 
of text and/or a symbol and makes the following differences visible: A questionnaire 
was filled out on the current day; A questionnaire has been made available to the 
patient, but not yet completed; A questionnaire, completed by the patient during a 
previous treatment is available (not from the current day); No questionnaire is 
available (column is empty). Now the medical doctor or the nursing staff of the clinic 
can decide whether this patient is to fill out a questionnaire and/or which 
questionnaire to provide to the patient. After the decision to ask the patient to fill out a 
questionnaire, an empty questionnaire is created in MEDOCS, by pushing a button. 
The questionnaire in MEDOCS is registered with a definite user and a unique 
identification code, so that it is clearly evident that it corresponds to a version from 
the patient and not the medical doctor. Using an XML communication, the patient 
identification number (PID), the unique number of the document (document number 
at the top of the questionnaire) and any further data (e.g. name, date of birth) 
considered necessary by MoCoMed, are transmitted.  

At the terminal, the patient is equipped with a touch based Tablet PC and a code, 
with which he/she can login to MoCoMed and complete the questionnaire following a 
touch based application. The authentication at MoCoMed is necessary for data 
security reasons, so that no patient can access other data and patients avoid mistakes 
or errors. After the questions have been answered and the questionnaire is completed, 
MoCoMed transfers the questionnaire into MEDOCS. The corresponding column in 
MEDOCS now shows the status “questionnaire was filled out on the current day”. 
This process must take place with the minimum possible delay, in order that the 
workflow of the outpatient clinic can continue undisturbed. As soon as the patient 
completed the questionnaire the XML file containing the answered is stored on the 
server, subsequently transferred to MEDOCS by using a remote function call (RFC). 
The XML document containing all answers of a patient includes of course the unique 
identification of each question. Further technical background of MoCoMed is not 
described in detail here, since we concentrate in this paper on the user-centered 
development including the scientific experiments and their findings. 

3   MoCoMed-Graz: User Centered Design and Development 

The first step in this project was to determine the project requirements and the clinical 
context. This is highly important in order to identify the end users. It is necessary to 
differentiate between the primary end-users, the secondary end-users and the 
stakeholders. However, the stakeholders influence, or are influenced by, the system 
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but are not the actual users. A precise specification of end users is unavoidable, which 
includes the typical end user characteristics, e.g. age range, computer literacy and 
physical limitations (disabilities). Within a clinical development it is necessary to 
adapt the usability of the system to the lowest common denominator. 

Technical Environment. At first we proposed the use of touch based Tablet PCs; 
however, the fear of problems, including petty larceny, destruction, misuse or 
misunderstanding, emerged immediately, particularly with regard to the lack of 
keyboard. Stakeholders proposed to solve this by installing a kiosk touch-station [12]; 
however, while this would solve some problems, it would totally disable our goal of 
total mobility. The solution was a trade-off, which later proved to be an absolute 
optimum: We decided to build a client-server system with a thin client solution at the 
front-end using a highly mobile device (Skeye-Webpanel). In order to reduce the 
danger of theft, the mobile device was mounted on a specially designed adjustable 
wheel table, whenever the medical staff leaves the patient to complete the 
questionnaire in private. 

Physical Surrounding. The aim was to capture as much as possible information 
about the future workplace and physical conditions. Actually, the work atmosphere 
within an outpatient clinic is difficult, hectic and chaotic. For example, the noise level 
made several ideas of providing audio feedback inappropriate. Also, both low and 
high levels of lighting have an impact on end-users (office versus outdoor swimming 
pool, where sunlight is always a problem and causes glare on the screen). However, 
we also considered room and furniture because the characteristics of the installation 
place must be studied in order to operate the system safely and comfortably. We also 
carefully studied user posture; in our case it is possible to use the mobile device 
within a total mobile setting or on the adjustable wheel table (e.g. sitting versus 
standing and looking down at a display). 

Context. The social and organizational context is most often neglected but is essential 
for the success of any system. Some factors within our project included general 
structure (e.g. hours of work, group working, job function, working practices, 
assistance, interruptions, management structure, communications structure, IT policy, 
organizational aims), and also attitudes towards the system, as well as work 
characteristics (e.g. job flexibility, performance monitoring and feedback, discretion, 
valued skills). 

It is important to consider the staff and management structures in which the 
(proposed) system will operate.  

Especially, the role of the end users must be considered, especially with respect to 
new procedures associated with the system, thereby maintaining level of status and 
activity satisfaction. When a new system is implemented, users often require support 
in learning how to use it and in solving problems. The possibility of offering support 
should be calculated and suitable support mechanisms should become part of the user 
requirements specification.  

In our case privacy was also a key issue, and considerations that end users want to 
feel safe and secure in performing their tasks. If the system does not give the 
impression of safety (avoidance of loss of privacy) and security (assurance that only 
the medical staff is accessing the information provided) users will not perform well. 
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Level 1: Lo-Fi Prototyping: Paper Mock-Up. The term paper mock-up means “to 
prototype the screen designs and dialogue elements on paper” [13,14,9]. It again 
proved itself an easy and efficient method. With standard office supplies, each 
interface element (e.g. dialog boxes, menus, error messages, sliders (see figure 3)) has 
been sketched. This led to an easy creation of alternatives since it encouraged more 
suggestions due to the ease of alteration. We performed studies at this level with 
N=10 different people (see e.g. figure 2), the experiments were continued until no 
further findings were to be gained. 

Fig. 2./3. One of our elderly patients is operating the paper mock-up (left), various input 
possibilities have been tested on paper (right) 

Level 2: Hi-Fi Prototyping. In their experiments, Virzi, Sokolov and Karis (1996), 
[15] discovered that low-fidelity and high-fidelity prototypes have substantially the 
same set of usability problems. We can only partly agree: during the paper mock-up 
studies, we discovered more interaction difficulties than during the hi-fi level, where 
we found more difficulties and problems concerning the content, i.e. the wording and 
understanding of the questions. However, we can recommend low-fidelity prototypes 
unless performance measures are required. 

Level 3: Real-Life. It is essential to test the final version in full operation within 
real-life. 

Fig. 4./5. An elderly patient is operating a Hi-Fi Prototype with full functionality; (left), Finally 
the SkeyePad in real-life operation (right) 
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4   Lessons Learned: Designing for Elderly and Partially Sighted 

Although developing applications for mobile computers is considered to be different 
than for desktop computers [16,17,18,19], many general guidelines and experiences 
from desktop interfaces, especially experiences from touch-based interfaces [7,12,9] 
as well as and general usability engineering methods [20] are applicable.  

The intensive study of end users by the application of paper mock-ups resulted in a 
great advantage and clear benefit. Some advantages were that the first sketches 
allowed immediate usability feedback. In the beginning of our project we were able to 
concentrate on abstract interface concepts and not on technological details. It further 
proved to be inexpensive to produce with a maximum feedback for minimum effort. 
However, as usual, some disadvantages also appeared: It was relatively difficult to 
simulate interface behavior and, in combination with the applied thinking-aloud and 
video-analysis, it needed far more time than was theoretically predicted e.g. according 
to Beaudouin & Mackay (2003) [21], because they failed to include the preparation 
time and the post-editing and post-processing time as well.  

The high-fidelity prototyping had the advantage, that the end users could be 
studied in a more realistic setting (users could work with it directly), however, this 
scenario still does not adequately represent the final system. Concerning the design of 
the content of the questionnaire, we found that until the final experiments there were 
iterative improvements possible, including words, phrases and familiar - in the sense 
of intuition - concepts. It was interesting to observe that the end users chose system 
functions by mistake. Consequently, they also needed a clearly marked emergency 
exit button to leave the unwanted screen. We also made everything consistent 
avoiding different interface elements including words and actions. However, we 
followed an aesthetic and minimalist design: all dialogues contained no irrelevant 
information whatsoever.  

According to the insights into end users behavior, we also built a special help 
function (figure 5), wherein, if there is no user input for a certain amount of time, a 
graphical hint (red arrow) encored the end users to touch the next button. Initially, we 
thought about audio feedback but the noise within the clinical environment made this 
inadvisable. The method Thinking Aloud (TA) revealed – with a fairly small number 
of end users (N=10) – why end users preferred certain interactions, consequently we 
could optimize both interaction and content. Especially early clues definitely helped 
to anticipate and trace the source of problems in the early stage of designs in order to 
avoid later misconceptions and confusion. Disadvantages included: nearly all the 
people investigated perceived this method as strenuous, it took a lot of time and 
preparation, and still more than 50% refused to voice valuable information out loud. 
With this method, there is always the danger that previously computer illiterate end 
users generally feel inhibited, which consequently slows down the thought processes, 
thus increasing mindfulness (which is normally good, but creates a bias because it 
may prevent errors which otherwise would have occurred in actual use). Generally 
these experiments were time consuming since it was necessary to prepare the end user 
with a careful briefing. Here, it is interesting to note that some elderly end users 
refused even to take part in the experiments when they heard the word “computer”; 
however, if we emphasized that we only wanted to test a newly developed 
questionnaire, the people were more likely to take part. This is possibly due to the fact 
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that elderly people have had less exposure to computers and therefore have a total 
misconception of the capability of computers. Generally users interact differently with 
mobile devices than with PCs (see for example [22,23,24]). This does not quite apply 
to our case, since we used in our application a device with a resolution of 800 x 600 
pixels. However, it is absolutely necessary to reduce the text input to a minimum, it is 
much easier to select values from a list rather than enter text in an input field.  

Final example: One elderly lady within an experiment first were very frightened 
and said that she does not like computers at all – after she touched-through the 
application, she asked carefully: “This was a computer?”, as we replied yes, she said 
“… but this was really funny”. This proves that the work we do, is important in order 
to support an information society for all … however there is still much work to do! 

Acknowledgements 

We are most grateful for the technical support of Siegbert Kaiser, Herbert Kogler, 
Rene Malek, Peter Krasser, Andre Perchthaler, Daniel Zenz and Udo Pichl.  

References 

1. Stephanidis, C., ed. User Interfaces for All: Concepts, Methods and Tools. 2001, Lawrence 
Erlbaum: Mahway (NJ). 

2. Myers, B., et al., Strategic directions in human-computer interaction. ACM Computing 
Surveys (CSUR), 1996. 28(4): p. 794-809. 

3. Holzinger, A. and M. Errath, Designing Web-Applications for Mobile Computers: 
Experiences with Applications to Medicine, in User-Centered Interaction Paradigms for 
Universal Access in the Information Society. LNCS Vol. 3196, C. Stephanidis and C. 
Stary, Editors. 2004, Springer: Berlin, Heidelberg, New York. p. 262-267. 

4. Bludau, H.-B. and A. Koop, Mobile Computing in Medicine, Second Conference on 
Mobile Computing in Medicine. Lecture Notes of Informatics. 2002, Heidelberg: GI. 

5. Hameed, K., The application of mobile computing and technology to health care services. 
Telematics and Informatics, 2003. 20(2): p. 99-106. 

6. Norman, D.A. and S. Draper, User Centered System Design. 1986, Hillsdale (NY): 
Erlbaum. 

7. Holzinger, A., User-Centered Interface Design for disabled and elderly people: First 
experiences with designing a patient communication system (PACOSY), in Lecture Notes 
in Computer Science. Vol 2398, K. Miesenberger, J. Klaus, and W. Zagler, Editors. 2002, 
Springer: Berlin et al. p. 34-41. 

8. Holzinger, A., Experiences with User Centered Development (UCD) for the Front End of the 
Virtual Medical Campus Graz, in Human-Computer Interaction, Theory and Practice, J.A. 
Jacko and C. Stephanidis, Editors. 2003, Lawrence Erlbaum: Mahwah (NJ). p. 123-127. 

9. Holzinger, A., Application of Rapid Prototyping to the User Interface Development for a 
Virtual Medical Campus. IEEE Software, 2004. 21(1): p. 92-99. 

10. Stephanidis, C. and A. Savidis, Universal Access in the Information Society: Methods, 
Tools and Interaction Technologies. Universal Access in the Information Society, 2001. 
1(1): p. 40-55. 

11. Gell, G., et al., HIS purchase projects in public hospitals of Styria, Austria. International 
Journal of Medical Informatics, 2000. 58-59: p. 147-155. 



 Mobile Computing in Medicine 739 

12. Holzinger, A., Finger Instead of Mouse: Touch Screens as a means of enhancing Universal 
Access, in Universal Access, Theoretical Perspectives, Practice, and Experience. Lecture 
Notes in Computer Science Vol. 2615, N. Carbonell and C. Stephanidis, Editors. 2002, 
Springer: Berlin, Heidelberg, New York. p. 387-397. 

13. Wilson, J. and D. Rosenberg, Rapid Prototyping for User Interface Design, in Human-
Computer Interaction, M. Helander, Editor. 1988, North Holland: Amsterdam. p. 859-875. 

14. Rettig, M., Prototyping for tiny fingers. Communications of the ACM, 1994. 37(4): 
p. 21-27. 

15. Virzi, R.A., J.L. Sokolov, and D. Karis, Usability problem identification using both low- 
and high-fidelity prototypes. CHI Conference on Human Factors in Computing Systems, 
1996: p. 236-243. 

16. Weiss, S., Handheld Usability. 2002, New York: John Wiley and Sons. 292. 
17. Karampelas, P., D. Akoumianakis, and C. Stephanidis, eds. User Interface Design for 

PDAs: Lessons and Experiences with the WARD-IN-HAND prototype. User Interfaces for 
All. Lecture Notes of Computer Science Vol. 2615, ed. N. Carbonell and C. Stephanidis. 
2003, Springer: Berlin, Heidelberg, New York. 474-485. 

18. Buchanan, G., et al. Improving mobile internet usability. in International World Wide Web 
Conference. 2001. Hong Kong. 

19. Holzinger, A., Multimedia Basics, Volume 3: Design. Developmental Fundamentals of 
multimedial Information Systems. 2002, New Delhi: Laxmi Publications. 

20. Holzinger, A., Usability Engineering for Software Developers. Communications of the 
ACM, 2005. 48(1): p. 71-74. 

21. Beaudouin-Lafon, M. and W. Mackay, Prototyping Tools and Techniques, in The Human-
Computer Interaction Handbook: Fundamentals, Evolving Technologies and Emerging 
Applications, J.A. Jacko & A. Sears, Eds. 2003, Erlbaum: Mahwah (NJ). 

22. Chittaro, L.E. Human-Computer Interaction with Mobile Devices and Services. in 5th 
International Symposium, Mobile HCI 2003, Lecture Notes in Computer Science, 
Vol. 2795. 2003. Udine, Italy. 

23. Jessup, L.M. and D. Robey, Issues and challenges in mobile computing: The relevance of 
social issues in ubiquitous computing environments. 2002. 45(12): p. 88-91. 

24. Brewster, S., Overcoming the Lack of Screen Space on Mobile Computers. Personal and 
Ubiquitous Computing, 2002. 6(3): p. 188-205. 



NeurOSS — Open Source Software
for Neuropsychological Rehabilitation

Jyrki Rissanen

Media Lab
University of Art and Design Helsinki UIAH,
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Abstract. In recent years hundreds of successful community-driven
open source software projects have incarnated. However, it is quite hard
to find similar success stories in the field of neuropsychological rehabili-
tation. This paper describes the core ideas of the NeurOSS project. The
project aims at building an open source software platform for developing
tools for neuropsychological rehabilitation, and gathering up a commu-
nity of people from all over the world to contribute to shared collection of
open source plug-in components extending and utilizing the core services
of the platform.

1 Introduction and Aims of the Project

It is justified to say that there is hardly any multi-purpose open source software
platforms available in the field of neuropsychological rehabilitation. Most of the
products in the market have been made by U.S. companies, and those companies
have localized their products only for the biggest market areas. Almost all the
available products are like black boxes without any possibility for localizing
software for different languages, or to modifying and extending the functionality
of it. It is worth mentioning that most of such products are simply too expensive
for the health care organizations in 3rd world countries [1].

The main motivation for initiating the NeurOSS project has been to address
above problems by creating a carefully documented open source platform of-
fering a well-known, widely used plug-in architecture for developers to extend
the functionality of the platform for needs of the neuropsychological rehabilita-
tion. The first version of the platform will be available for public by the end of
2006. At the same time, a few freely modifiable plug-ins related to dyslexia will
be published, demonstrating the possibilities of the NeurOSS platform in real
neuropsychological rehabilitation tasks.

The NeurOSS platform with appropriate plug-in components forms an appli-
cation for certain neuropsychological rehabilitation tasks. If developers document
the programming interfaces of their plug-in components as carefully as the Neu-
rOSS platform will be documented, this will create interesting possibilities for
component reuse in various other applications.

K. Miesenberger et al. (Eds.): ICCHP 2006, LNCS 4061, pp. 740–743, 2006.
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2 Open Source Software, Community Aspects and the
3rd World

The Open Source Initiative (OSI) [2] defines open source this way: “The basic
idea behind open source is very simple: When programmers can read, redistrib-
ute, and modify the source code for a piece of software, the software evolves.
People improve it, people adapt it, people fix bugs. And this can happen at a
speed that, if one is used to the slow pace of conventional software development,
seems astonishing.” It is up to the community how the NeurOSS project will
succeed. If a fair amount of the projects creating software for neuropsychological
tasks share their components for common use, the platform will reach the state
of real importance to neuropsychological rehabilitation.

The idea of Open Source Software is especially tempting when one considers
the health care sector where a large amount of research results are available
and waiting to be implemented for the real-world usage. Most of the research is
universal, which means that the results are equally valid everywhere. In devel-
oping countries [1] health care system has very limited resources for purchasing
software products abroad, for example. However, many of those countries have
succeeded in creating a working education system that trains highly skilled pro-
fessionals. They could easily localize and adapt free open source products to
local needs — if only there were such software products available.

3 Technical Overview

The NeurOSS could be described technically as a plug-in platform offering well-
designed core services for neuropsychological rehabilitation software develop-
ment, which enables easy integration of new innovative modules to the system.
The NeurOSS system uses controlled blackboard approach [3] for interprocess
communication, which allows plug-in programmers to easily pass data to other
components of the system. However, to improve the efficiency of the system,
the direct parameter passing from a component to another is possible. Direct
signaling can be used as well. The first version of the NeurOSS platform has
been written using Java programming language [4,5]. It allows also plug-ins,
written by other programming languages, by using wrappers [5]. Java program-
ming language was selected because it is highly platform independent and widely
known by developer community. Additionally, high quality development tools are
available for free. NeurOSS servers will offer limited possibility for distributed
processing which means that NeurOSS servers can access each other´s black-
board and servers can send signaling messages with each other.

4 Plug-In Architechture

It is not a new idea to approach challenges of expandability by using plug-
in architecture. The key idea of such architectures is to provide an organized
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Fig. 1. Interconnected NeurOSS plug-in servers and some example plug-ins

way for developers to add new functionality to platform without knowing too
much about the internals of the platform. There are quite a few existing plug-
in frameworks available, e.g. Apache containers [6] and Eclipse [7] development
environment. In the NeurOSS project we have selected to use widely known
plug-in framework PicoContainer [8], because the framework makes it easy to
modularize how dependencies between parts of an application are laced up by
dependency injection [9]. It does not require a developer to implement any special
APIs but just ordinary Plain Old Java Objects [10].

5 Platform Services

The inner core of the NeurOSS platform contains only lightweight memory man-
agement routines offering methods related to blackboard [3] which is used for
interprocess communication, PicoContainer [8] framework handling plug-ins and
their dependencies, and routines for communicating with other NeurOSS servers.

The outer core of the platform offers some content related services, so essen-
tial for neuropsychological rehabilitation applications that it has, for efficiency
reasons, been reasonable to implement the functionality as core services. This
level of services contains e.g. routines handling external database access, timing,
basic mass-storage operations, basic input/output routines and simple network
related routines.

All other functionality will be implemented as plug-in components if there is
no clear reason to do otherwise. Everything related to application login, adaptiv-
ity, statistics, data analysis, and input and output routines for special devices,
for example, will be implemented as plug-ins.

If there is a need for real-time user interfaces requiring very precise control
of time, such components should be created as separate applications using only
services offered by the NeurOSS platform. This is because real-time features
of Java programming language are not included to the Java Standard Edition,
which can be downloaded free of charge.
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6 Discussion

As careful reader might notice, the architecture of the NeurOSS platform is
equally well suitable for other kinds of application areas, not only for neu-
ropsychological rehabilitation. The reason for narrowing the application area
to neuropsychology relates mainly to the question of critical mass. As already
mentioned, the main key for success is community. If the developer community
can create enough open source components for different tasks, it will be possible
to reach the critical amount of usefulness, which also draws other projects to
use the NeurOSS platform. Project´s homepage at http://www.neuross.net/
will be opened by May 2006. At the first phase the homepage will contain latest
information about the development of the platform and a discussion forum.
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Abstract. This paper presents a location aware alarm system devel-
oped to give each person greater and safer mobility by automatically
detecting risk situations. Location awareness has been possible thanks
to an indoors positioning system (IPS) based on Bluetooth and ultra-
sounds, developed by the authors. The IPS is able to give accuracies of
several centimetres, using a reduced infrastructure (6 fixed beacons every
100 m2). The alarm system has been implemented in several stances of
a special education school. Preliminary evaluation results show its relia-
bility and usability.

1 Introduction

Life expectancy is continuously growing, the same as the probability of survival
after accidents or diseases. In both cases, people usually decrease their capacities
becoming more dependent. If we add the disintegration of the traditional family
structure in many countries, this leads to more people with disabilities living
alone, in residences, or simply less attended. Adapting the environment to ca-
pacities of the individuals is being demanded from the society. Most people want
to keep their independence and stay at home the longer time possible instead of
living in residences [1]. Another important point is the thrift that this care inside
the community allows to both, the official institutions and the person itself and
his/her family [2].

Alarm systems have become key pieces inside assistive technology, because
they enable people to extend the time living alone at home. Alarms increase
the personal security of the individuals warning about several situations. Thus,
people’s quality of life is improved because their self-confidence increases and
the anguish to be unattended diminishes; people know that in case of a crisis
situation, they can contact immediately and be attended by someone able to
manage the emergency situation [3].

Awareness of their possible disadvantages is also important. Isolation from the
society of the individuals is the biggest risk, because of being more independent,
people are less visited and attended. In many cases, a big part of the social
contact of many elderly and people with disabilities is reduced to the caretaker
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who periodically visits them; here, the reduction of social contact can make
alarm systems unadvisable.

This paper is organized as follows. First, the basics of alarm systems and
how they can be enhanced through location is discussed. Then DALMA, a lo-
cation aware alarm system, is presented detailing its insides, how some privacy
issues have been implemented and its evaluation with real users. Finally, some
conclusions are exposed.

2 Alarm Systems

The main objective of alarm systems is to inform the adequate entity that some-
thing is going wrong. This involves detecting the situation and giving a warning
to get the attention of the responsible person or system. With regards to the
detection, it can be passive —activated by the user— or active. First ones are
widely used today; they are usually enabled by pressing a button in a pendant.
Lamentably, there are many situations where these alarms are unusable: when
the person does not have the capacity to recognize the emergency condition (e.g.
mental disorientation access), when is not able to press the button (e.g. fall or
unconsciousness) or just when the person never wants to disturb the caretaker [2].

Active alarms rely on technology to detect the emergency situations overcom-
ing human factors. The habitual fire or gas leakage detectors would be in this
category. More sophisticated sensors able to monitor bio-signals (pulse, ECG,
skin impedance, etc.) are very useful to detect faints, infarcts and other health
problems. Many authors also propose different devices to detect falls, overriding
one of the biggest fears of the elderly [4,5]. Ambient intelligence extends the
perceiving capabilities of the systems one step further than just using sensors.
Cuddihy proposes merging information from motion, door and window sensors
to detect activity patterns and alert the family when the home is unusually quiet
[6]. In the same line, BT Exact is developing sensors to monitor activities such
as preparing food, sleeping, playing, etc. [7].

Once the warning is generated, the system can head it to the user, caretaker,
relatives or itself. In any case, its purpose is to reach an entity who can execute
the actions needed to correct the alarm situation. The warning is sent to the user
when he/she is presumably unaware of a detected risk, for example a gas leakage.
Obviously this would only be applicable when the user is able to understand the
information and act consequently: decide what to do or call another person. This
is the most desirable situation because the user decides on his/her privacy every
moment. Warning the caretaker or a relative is more common, it happens due to
the user’s incapacity to decide, urgency of the necessity, or because a chained call
takes place (system warns the user and the user calls the caretaker). Warning
entities external to the system as user or caretaker may reduce effectiveness,
needed in emergencies. In some circumstances the system acts first (cuts the gas
supply) and then warns the user or the caretaker if the user does not respond.
Totally delegate in a machine, actions that affect a person, is not recommended.
Nevertheless, machines are good executing support actions in the resolution of
the warning and performing tasks of feedback to the user; for example informing
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a person that has fallen that the alarm situation has been detected and the
caretaker has received the warning, i.e. somebody is coming.

Location awareness inside an alarm system increases the sort of situations
detected. Detection of people lost or in dangerous places is the most evident
application; there are commercial devices that integrate GPS in a mobile phone
in order to warn the family when a person gets lost [8]. When moving into
a private dwelling, location with door sensors, movement detectors or pressure
mats is used to detect wanderings at night and stances in places where the person
may be at risk [2]. All these applications, do not need accurate location nor
identification of the person tracked. With an affordable system able to give this
information indoors, the possibilities dramatically increase. Analyzing a person’s
movements can be useful for the identification of precursory patterns of an alarm
situation. For example, if we determine that a person starts to describe circular
trajectories before having an anxiety crisis, we could act on the crisis before
it starts. Of course, merging this information with other obtained for example
from bio-sensors, greatly empowers the detection capacities. If the positioning
system is also able to locate multiple users, it can be used in scenarios such as
residences where each person has different needs. Not only it enables detecting
situations such as escapism or night wandering (big concerns in that places), it
also informs about the situation of the person in case of another alarm occurs.
For example, instead of solely detecting that a person has fallen down, it is
possible to determine his/her position in order to provide faster assistance. All
this results in an enlargement of the user’s personal independence; people can
move freely in a greater area being sure that they will be quickly found when an
alarm occurs. One example of this would be a confused person walking in the
gardens without companion. In principle, risk of disorientation, escapism or falls
exists, but thanks to monitoring, these situations are detected and solved.

3 DALMA System

DALMA is a location aware alarm system; it senses several parameters such as
temperature or falls and combines them with indoor positioning of people to
detect various risk situations. DALMA shows its usefulness in big environments
with several users having different disabilities, i.e. residences, hospitals and pub-
lic or private centres. The positioning system we have developed is able to pre-
cisely locate and identify a person. As every user has different circumstances, the
system personalizes the data analysis being able to detect the following location
alarms:

– Risk due to stance in a room that supposes risk for that person without
his/her caretaker (kitchen, healing room, etc.).

– Stance or wandering to be corrected (nocturnal stance in the dining room).
– Stance duration greater than the specified one (staying in the bath longer

than half an hour can indicate that he/she has undergone some type of acci-
dent or that simply is disoriented and does not know how to leave the room).

– Absence or contact loss (the user is leaving or has left the building).
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Fig. 1. UML model of DALMA system

– Conducts that denote anxiety, escapism or other pathologies (small repeti-
tive itineraries).

– No movement for too long in a nonhabitual place (no movement for five
minutes in the middle of the corridor).

Upon the detection of any kind of alarm —location, fall, button pulsation,
etc.—, as the system knows where it has happened, it will trigger a warning to
the most appropriate person able to solve it. The notified person will depend
on the sort of situation detected and on the person itself. For example, if fast
assistance is required, i.e. because of a fall or an escape attempt, the system
will warn the nearest caretaker (or caretakers). It can go to the person itself
that can overcome the situation because he/she just did not realize about it.
In other cases, the person may have a favourite carer or, because of his/her
characteristics, need the assistance of various at the same time; in all cases, the
system will analyse the situation and personal preferences to solve the situation
the best possible way.

3.1 DALMA Insides

DALMA’s core is a central processor that performs an elaborated analysis of data
coming from several sensing systems and databases to detect alarm situations
which are solved warning the appropriate people. Fig. 1 represents a UML model
of DALMA showing all the subsystems inside.

We have developed an indoor positioning system that works with Bluetooth
and ultrasounds: BLUPS [9,10]. It consists of several beacons fixed in the ceiling
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and mobile tags to be located. The beacons successively broadcast ultrasonic
pulses that are received by the tags, which measure the ultrasound time of flight.
Every tag sends its identity and the time of flight data to a central control
(personal computer) via Bluetooth, to compute the tag position. BLUPS is able
to locate up to 100 tags, with an accuracy of 5 cm, and a maximum temporal
resolution of one new location every second. The beacons have been implemented
with the USI UB1-1112 Bluetooth module and a PIC 16F73 microcontroller that
generates the 40 kHz signals for the ultrasound driver and manages the Bluetooth
module using a simplified Host Controller Interface.

All this information is used in two ways: it is stored in the location data-
base and sent to the central processor via TCP. The database is used by the
positioning processor that computes the trajectories of people and, when match-
ing a predefined one, informs the central processor. It can also compute speed,
acceleration or orientation if they would be needed.

Other inputs to the system are those coming from several sensors. Our im-
plementation can measure the ambient temperature (to detect extreme tem-
peratures), sense falls with an accelerometer and capture keystrokes to ask for
assistance. All this information, when demanded, is sent via Bluetooth to the
central processor. Fig. 2 shows a photograph of the implemented tag for location,
sensing and Bluetooth communication.

The central processor has also access to databases of all the users to check the
situations to be detected and the preferences in case of alarm. It also uses a map
database containing the information about the covered area, needed because the
location system gives the position in absolute coordinates and the alarms are
specified in terms of rooms.

When any kind of alarm is detected, the central processor determines who
should be notified. This notification is made via an interface; in the caretakers’
case, is something similar to a beeper with an LCD display where a description
of the alarm appears. In case the destination is the person itself (or another
companion that could help), we are working in a voice interface that allows to
establish a bidirectional communication.

Fig. 2. Sensing, location and communications tag
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3.2 Privacy in DALMA

Location of people not only has a big impact on the individual’s privacy rights,
it can also have very important psychological effects. If the location conditions
are not clearly stated, it is easy to think we are being spied at any moment, with
the stress this can suppose.

The use of a positioning system entails an obvious utility for them. Neverthe-
less, due to their special characteristics, a reflection becomes necessary on the
ethical aspects related to the invasion of the private life and the restriction of
freedom that it could suppose. Considering the abilities of the person, we can
distinguish two different assumptions. If the person is able to understand the
situation and show her/his consent, he/she accepts or rejects the service [11]. In
this case the ethical requirements refer to the treatment given to the data issued
by the system and the validity of the way of informing the user to ask his/her
consent. It would be necessary to establish a protocol detailing the information
to be gathered, the use planned for it, how and how long it is going to be stored
or destroyed, who will have access to it, etc. This protocol would have to be
explained to the user clearly in order to have his/her informed consent.

When the person is not able to declare his/her consent, a conflict between two
rights is established: in the one hand the right to the intimacy and by another
one the right to the health and even to the personal well-being [12]. This could
be solved, like it happens in the medical ambit, prioritizing the protection of
the person over the privacy right. Although we are always looking to protect
the person, it would be necessary that the one holding the legal guardianship
on the person with disability gives his/her consent. In the OMA guidelines an
analogue problem is stated: the tracking of the under aged children by their
parents. They indicate that only the informed consent of legal tutor is necessary,
but recommend at least the notification to the minor [11].

Applying the above privacy concepts to DALMA, we distinguish different user
profiles from the stakeholders’ point of view. The caretakers, as employees, could
be located provided a signed explicit consent [13]. However, in order to reduce
the stress caused by the “big brother” effect, they are only located when an
alarm occurs. People having sporadic crisis that can be detected by the system
or people with accident risks (elderly) are only located when the system detects
an alarm situation (fall, disorientation. . . ) or when they request help voluntarily.
In this case the positioning information is not stored; it is used solely to deal
with the situations effectively. Finally we have the people who are periodically
positioned in order to detect risk situations (repetitive itineraries, stances in
dangerous places. . . ). Usually this people will not be able to give an informed
consent, so their legal tutor should sign it, but always paying attention to protect
them. In this case, the location information could be stored the time necessary
to be analyzed and then it should be destroyed.

The technology provides adequate security in data management and com-
munications. Concretely, as the location system is centralized, we use database
encryption, security access controlled by passwords and pseudonyms [14] to help
on keeping the anonymity of the people.
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3.3 System Evaluation

DALMA has been installed in a special education school in Spain, Los Pueyos. It
covered some classrooms, corridors, the office and the gymnasium. Ten students
carried the tags while developing their normal activities and two caretakers had
a beeper. The system perfectly tracked all the students, warning when enter-
ing the office without any caretaker and staying in the corridor for more than
three minutes (the programmed warning situations). It also detected falls (they
were simulated in the gymnasium) and keystrokes. Depending on the user, the
warnings went to his/her favourite caretaker except when fallings. The interface
was considered good enough by the caretakers, but the messages and informa-
tion appearing in the displays should be enhanced. The analysis of trajectories
was not enough to correctly identify them, now we are developing an improved
analyzer using neuronal networks.

The global evaluation of the system is good, but it is needed to test it in a
bigger scenario. Thus, we are going to install it in a residence for people with
disabilities that is currently under construction.

4 Conclusion

This paper has presented DALMA, a location aware alarm system specially de-
veloped for elderly or disabled people. Its main aim is giving each person greater
and safer mobility by automatically detecting risk situations. Thanks to it, the
personal environments can be enlarged; it is possible to diminish coercive physi-
cal barriers (locked doors, closed dependencies, etc.) while allowing the person to
make activities that may have a risk which can be detected through monitoring.
The system extends the individual’s capacity and independence and reduces the
time of suffering due to long delays waiting for assistance in case of accident. In
many cases the system can also suppose a psychological reinforcement for the
person, who feels safer to undertake actions alone. From the caretakers’ point
of view, this system alleviates the stress they usually feel when caring several
people at the same time.
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Abstract. Electrical household appliances and IT (information technology) are 
believed to increase the QOL and well-being of the people who use them. The 
benefits of electronic devices for elderly people would be more evident than for 
younger people because it is assumed that such equipment would compensate 
for the decline of functional ability in the elderly. However, there has been only 
very limited research on the actual usage and influence of such devices in 
relation to generation and age. The purposes of the present study were to clarify 
the actual situation with regard to the use of IT and electronic devices by 
community-dwelling elderly, and to characterize individuals according to their 
familiarity with such devices. 

1   Introduction 

The use of IT and electronic devices in daily life is now commonplace and has 
brought various benefits [1,2]. For example, household appliances reduce the time 
spent on housework, and create time for leisure activity. In particular, popularization 
of the Internet has revolutionized accessibility to various sources of information and 
offers a wide range of choices from multiple options [1,3]. The popularization of 
these devices has undoubtedly been due to the resulting contribution they make to the 
quality of life (QOL) and well-being of the users. It is expected that the remarkable 
progress currently being made in IT and electronic devices will bring further benefits 
to society [1]. 

Recently, however, the issue of the “digital divide” between members of society 
who have benefited from advances in IT and those who have not, has begun to receive 
attention. Elderly people are considered to represent a section of society who have 
been bypassed by the IT revolution, most likely because of their reduced peripheral 
sensory and cognitive function, and lack of mobility or sufficient literacy or familiarity 
with IT and electronic devices [4,5]. Developed countries are now heading towards an 
aged society in which people of very advanced age will not be exceptional. 
Information technology changes at a rapid pace, but the digital divide still exists [3]. 
Therefore, it is expected that the problem of the "digital divide" in the elderly 
population will become more acute. 
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Our research has been aimed at developing a program for promoting the use of new 
devices by the elderly. Two issues are intrinsic to this aim. The first is to improve 
devices such as interfaces, and the second is to remove environmental and 
psychological barriers. This report addresses the latter issue. Here we describe, firstly, 
the actual situation with regard to the use of IT and electronic devices by community-
dwelling elderly, and secondly, we characterize individuals in terms of their use of IT 
and electronic devices. We believe this work will help to clarify the factors that 
promote or inhibit the use of IT and electronic devices by the elderly. 

2   Method 

2.1   Participants 

This study was carried out as part of a longitudinal follow-up project to investigate 
the impact of life events on the psychological well-being of elderly individuals. In the 
first year (1991), 3,097 community-dwelling middle-aged to elderly people (1,362 
males and 1,735 females, aged 50-74 yr) participated. A follow-up survey was carried 
out every year until 2000 [6]. At the last examination in 2005, 1,169 (456 males and 
713 females, aged 65-89 yr) individuals participated. We used the data for 1,121 
people (431 males and 690 females) with a mean age of 73.7 6.2 yr (male: 73.5
6.1 yr, female: 73.7 6.3 yr). Table 1 shows the background characteristics of the 
participants. 

2.2   Procedure 

We used two discrete research methods – a visit survey and an invitation survey – 
according to the participants’ age and preference. Basically, we interviewed the parti-
cipants themselves. Each individual was interviewed by a trained university student who 
 

Table 1. Background characteristics of participants 

 N  %men 

Age group    
65-69 330 29.4 37.6  
70-74 314 28.0 39.5  
75-79 266 23.7 41.4  
80-84 152 13.6 31.6  
85-89 59 5.3 42.4  

Education  
no education 46 4.1 34.8  
elementary education 295 26.3 34.6  
secondary education 485 43.3 30.5  
higher education 270 24.1 57.4  
unknown 25 2.2 40.0  
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was studying psychology or gerontology and trained adult interviewer. The interview 
took about one and a half hours. The study was approved by the ethics committee of 
Tokyo Metropolitan Institute of Gerontology and each participant gave written 
informed consent. 

2.3   Measurement 

In addition to the use of a questionnaire on physical function, psychological function 
and cognitive function, we asked the participants about the frequency of use and 
degree to which they had mastered the operation procedure for 21 items of IT and 
electronic devices. The use frequency and degree were expressed as one of four 
choices: 1. “I think I use it well and have mastered it”, 2. “I use it, but only its 
fundamental function”, 3. “I’ve used it before, but have stopped using it now”, and 4. 
“I’ve never used it before”. Table 2 lists these 21 devices and the percentages of 
individuals who use them (who answered 1 or 2 to the above question). Furthermore, 
we asked about the reasons for use or non-use of individual devices. 

3   Results 

Table 2 shows the average frequency of use of each device. As can be seen, “analog 
TV” (98.8%) and “air-conditioning equipment” (91.0%) had a high frequency of use, 
and “L-mode” (2.1%) and “Internet bank” (1.8%) had a low frequency of use. 
Because of their low frequency, we excluded the latter two items from further 
analysis. 

For the first analysis, to classify IT and electronic devices, we carried out a 
hierarchical cluster analysis of the 19 items. As a result, three categories emerged: “IT 
and digital devices” (digital TV, DVD player, video camera, digital camera, personal 
computer, word processor, Internet), “Classical household appliances” (microwave 
oven, automatic washing machine, rice cooker, air-conditioning equipment, analog 
TV), “Quasi-household appliances+ATM” (radio, component stereo set, video tape 
recorder/HDD recorder/DVD recorder, answering machine, fax, cellular phone, 
ATM)(Table 2). 

We used two-way ANOVA to compare the frequency of use in all items and each 
of the three categories for sex and age group (65-69 yr, 70-74 yr, 75-79 yr, 80-84 yr 
and 85-89 yr) as independent variables. As a result, there was a significant main effect 
of sex and age group in terms of all items and the three categories. Further multiple 
comparisons indicated that the critical age at which a decrease in use became evident 
differed among the categories and sexes. As a whole, older age groups and women 
used devices significantly less frequently than younger age groups and men, and the 
trend of the decrease was linear. For “IT and digital devices”, a linear decrease 
according to age was seen for men, while a large difference was observed between the 
ages of 60 years and 70 years for women. For “Classical household appliances” the 
decreasing trend was the same in total for both men and women. For “Quasi-household 
appliances+ATM”, a large difference was observed between individuals aged less than 
75 years and those aged 75 years and older, while a linear decrease with age was seen 
for women. Figure 1 shows the percentage of device use by sex and age group. 
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Table 2. Three clusters of devices and their total percentage of use 

items total % of use 

IT and digital devices 
digital camera 18.7 
digital TV 17.4 
DVD player 17.2 
personal computer 16.8 
word processor 16.6 
internet 11.8 
video camera 10.1 

Classical household appliances 
analog TV 98.8 
air-conditioning equipment 91.0 
microwave oven 89.3 
rice cooker 83.2 
automatic washing machine 70.3 

Quasi-household appliances+ATM 
answering machine 66.4 
ATM 65.3 
radio 61.1 
component stereo set 45.8 
video tape recorder/HDD recorder/DVD recorder 40.9 
fax  39.4 
cellular phone 37.4 

Other items  
L-mode (e-mail and information service by analog 
telephone) 

  2.1 

Internet bank   1.8 

For the second analysis, we classified the participants by hierarchical cluster 
analysis according to use of the 19 devices. As a result, five groups emerged. Table 3 
shows the mean age, sex and average number of devices used in each group. To 
describe the characteristics of those five groups, we compared the use of the devices 
among the groups. One-way ANOVA revealed the main effect in each group 
category, and further multiple comparisons in each device category showed that “All 
items” and “IT and digital devices” were used markedly less frequently by groups 4 
and 5 than by the other three groups. “Classical household appliances” were used 
markedly less frequently by group 5 than by the other four groups. “Quasi-household 
appliances+ATM” were used markedly less frequently by groups 3, 4, and 5 than by 
the other two groups. 
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Fig. 1. Percentage of device use by sex and age group 

We named these five groups “advanced”, “developing”, “stagnation”, “conservative” 
and “non-use”, respectively, based on the characteristics of their device use. The 
characteristics of these group are as follows, the first group (“advanced”) comprised 
individuals who used all three categories, had the lowest average age, and had a high 
male ratio. The second group (“developing”) comprised individuals who used “Classical 
household appliances” and “Quasi- household appliances+ATM”, had a comparatively 
low average age, and a roughly equal male:female ratio. The third group (“stagnation”) 
comprised individuals who used mainly “Classical household appliances” but used 
“Quasi-household appliances+ATM” to a low degree, had a comparatively low average 
age, and were predominantly female. The fourth group (“conservative”) comprised 
individuals who used only “Classical household appliances”, had a comparatively high 
average age, and were predominantly female. The fifth group (“non-use”) comprised 
individuals who did not use any IT and electronic devices, had the highest average age, 
and showed a roughly equal male:female ratio. 

4   Discussion 

The purpose of this study was to investigate elderly people in terms of their use of IT 
and electronic devices and to clarify their characteristics in order to provide basic data 
for developing a program to promote the use of such devices. We interviewed 1,121 
community-dwelling elderly people and succeeded in classifying both the devices and 
the individuals who used them into distinct groups. 
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Table 3. Background and means of number of use, mean age and sex ratio as a factor of 
categorized use grouping 

 1 2 3 4 5 
 advanced stagnation non-use 
 developing conservative 

Mean age 69.7 71.6 73.1 76.0 76.5 
Sex (%men) 68.3 41.9 34.0 20.7 50.5 
Average number of use 

All items 14.9 12.3 9.0 6.3 5.2 
IT and digital devices 4.9 1.7 0.5 0.1 0.3 
Classical 

Household appliances 4.3 4.7 4.6 4.6 3.0 
Quasi-household 
   appliances+ATM 5.7 5.8 3.9 1.6 2.0 

First, the IT and electronic devices were classified into three categories: “IT and 
digital devices”, “Classical household appliances” and “Quasi- household 
appliances+ATM”. “IT and digital devices” included digital appliances, such as the 
PC and Internet, which have appeared on the market in recent years. “Classical 
household appliances” included household electrical appliances with high diffusion 
rates that have been commonly use for many years, such as the microwave oven and 
analog TV. “Quasi-household appliances+ATM” included home electronic 
appliances, such as the video and answering machine, which have already been in use 
for a relatively long period. We speculated that the combination of subject age and the 
diffusion rate of a given device would have a strong influence on whether the device 
was used or not used. For example the diffusion rate of the TV, which is a 
representative “Classical household appliance”, surpassed 50% as long ago as 1972. 
On the other hand, the diffusion rate of the VTR, which is a representative of “Quasi-
household appliances+ATM”, did not surpass 50% until 1988.  The individuals in the 
oldest age group (85+) would have been in their late 50s during the early 1970s and 
they were almost 70s in the late 1980s. This age difference would have influenced 
both their motivation as well as their competency to use the device. Detailed analysis 
of the relationship between the diffusion rate for each item and the age of individuals 
who use it will be required. 

Secondly, we succeeded in classifying the participants into five groups: 
“advanced”, “developing”, “stagnation”, “conservative” and “non-use”. A simple 
analysis indicated that age and sex were strongly associated with each group category. 
The present study did not include analysis focusing on functional status such as 
vision, hearing and mobility, or cognitive status. In addition, we hypothesized that 
other factors such as educational attainment, job history, living situation and 
personality would also influence the use or non-use of IT and electronics devices. To 
clarify the detailed pathway determining use or non-use, we are planning to perform 
joint analysis incorporating previously corrected longitudinal datasets. 
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Abstract. Research on non-pharmacological therapies (cognitive rehabilitation) 
in old age has been very limited, and most has not considered the effect of 
intervention of this type over extended periods of time. The aim of Donostia 
Longitudinal Study was to investigate a new cognitive therapy in a randomized, 
placebo-controlled group of elderly people over 65 years of age without 
cognitive deterioration or expressed AAMI (Age Associated Memory 
Impairment) and patients with a Alzheimer’s Disease (AD). The efficacy of this 
therapy was evaluated by means of post-hoc analysis of 390 people using 
biomedical, neuropsy-chological, affective, and personality assessments. In the 
GDS 1-2 grouping, scores for learning potential and different types of memory 
for the treatment group improved significantly relative to the untreated controls. 
While, subjects with a GDS 3-4 showed significantly better performance on 
Neuropsychiatric inventory (NPI) scores in all domains (anxiety, depression, 
apathy, sleep disturbances). Finally subjects with a GDS 5-6, showed a 
maintenance of cognitive capacities. In the GDS 1-2 grouping, the most 
significant result found is that learning potential of trained people enhances 
within two years of intervention, this involves a successful ageing sign and 
plays a preventive role in dementia development. On the other hand, in the GDS 
3-4 and GDS 5-6 grouping, the behavioral disturbances diminished within this 
intervention, so this type of training program could be beneficial on them. 

1   Introduction 

The rising population of older people is a fact of twenty-first century life. In Europe 
there were 74 million people over the age of 65 in 2003, compared with just 38 million 
in 1960. Today, senior citizens make up 16% of the total population, and this percentage 
is expected to climb to 27% in 2010 [1]. Although cognitive decline in advanced age 
has been recognized throughout history, the understanding that it represents the result of 
specific disease states is more recent. Longer life spans and increasing knowledge of the 
causes of cognitive decline, particularly Alzheimer's disease, has led to the prediction of 
dementia as an epidemic extending into the 21st century. 
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Prevalence rates of Alzheimer's Disease (AD) were calculated for the community 
population from the sample undergoing clinical evaluation. Of those over the age of 
65 years, an estimated 10.3% (95% confidence limits, 8.1% and 12.5%) had probable 
Alzheimer's disease. This prevalence rate was strongly associated with age. Of those 
65 to 74 years old, 3.0% (95% confidence limits, 0.8 and 5.2) had probable 
Alzheimer's disease, compared with 18.7% (95% confidence limits, 13.2 and 24.2) of 
those 75 to 84 years old and 47.2% (95% confidence limits, 37.0 and 63.2) of those 
over 85 years [2].  

2   State of the Art 

Numerous studies have demonstrated the important role played by cognitive training 
in averting age-associated memory alterations. Therefore, it is likely that brain 
plasticity is distinctly possible in the elderly [3]. The ACTIVE (Advanced Cognitive 
Training for Independent and Vital Elderly) group has published a longitudinal study 
on cognitive training and older people [4]. Their results showed that cognitive 
interventions helped older people to improve their cognitive yield (episodic memory, 
reasoning, and processing speed) over two years. Cappa et al. [5] studied the 
effectiveness of non-pharmacological treatments in improving older people's memory 
in the framework of the recommendations of the European Federation of Neurological 
Societies (EFNS), and they concluded that memory improved significantly following 
cognitive training.   

The neuropsychological rehabilitation of patients with Alzheimer’s Disease (AD) 
have been focused in the development of neurostimulating programs that strengthen 
or maintain the nodeteriorated abilities. Davis, Massman and Doody [6] analyze the 
efficacy of a cognitive intervention consisting on training in face-name 
associations, spaced retrieval and cognitive stimulation. Thirty seven patients with 
AD received cognitive intervention for 5 weeks. Results suggested that face-name 
training, spaced retrieval and cognitive stimulation may produce small gains in 
learning personal information and on a measure of attention. Another study analyze 
the effect of cognitive stimulation training on older people with the diagnosis of 
dementia of Alzheimer’s type. The 78 community-dwelling patients were assessed 
on cognitive and behavioural functioning and randomly assigned to three 
conditions. The experimental group improved in cognitive and behavioral 
performance with treatment, but returned to former level functioning by the 9th 
month.  

Still, very few studies have maintained follow-up for more protracted periods 
and/or have employed sufficiently large samples to enable their findings to be viewed 
with confidence, and hence the results must be considered with caution [7].For all 
these reasons, the Donostia Longitudinal Study (DLS) was designed to determine the 
benefits of cognitive intervention in a large sample of subjects divided into three 
separate GDS (Global Deterioration Scale) groupings, namely, GDS 1-2 (normal 
aging), GDS 3-4 (mild-moderate AD), and GDS 5-6 (severe AD) [8]. 
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The principal DLS objective was to study the effectiveness of non-pharmacological 
cognitive intervention in older people who either exhibited no cognitive deterioration 
or expressed AAMI (Age Associated Memory Impairment) and in patients with 
probable Alzheimer’s disease. Effectiveness being measured as objective improve-
ment in the scores for the cognitive functions tested, both after treatment and without 
treatment.  

3   Methods 

3.1   Design 

The DLS employed a quasi-experimental, double-blind design that included different 
treatment conditions, namely, an experimental, a placebo, and a control group. In 
assigning subjects to the respective groups, gender, age, and cardiovascular risk were 
taken into account. 

3.2   Subjects 

Most of the 390 participants were recruited at various retirement homes in the 
Guipuzcoa region in Spain and delivered form the Neurology Service of the Basque 
Health Service. Written informed consent or witnessed oral consent to participate in 
the programme was obtained from each patient before the beginning of the study. The 
requirements for inclusion in the study were to be over 65 years of age without 
cognitive deterioration or expressed AAMI (Age Associated Memory impairment ) 
and patients with a Alzheimer’s Disease (AD). The main causes of exclusion from the 
study were: (a) any degenerative neurological disorder other than AD (Parkinson's 
disease, epilepsy, progressive supranuclear paralysis, subdural bruise or other injury, 
convulsive disorders, multiple sclerosis, etc.); (b) severe psychotic traits, depression, 
agitation or behavioural problems that might prevent successful completion of the 
programme; (c) a history of alcohol or substance abuse; (d) schizophrenia; (e) 
systemic disease estimated as being likely to yield a life expectancy of less than one 
year. 

The total sample was then divided into three separate GDS (Global Deterioration 
Scale) groupings namely; GDS 1-2 (Normal aging. This group was divided in three 
treatment groupings: experimental, placebo, control), GDS 3-4 (Mild-moderate AD. 
This group was divided in three subgroups and GDS 5-6 (Severe AD. This group was 
divided in two treatment groups).  

3.3   Programme 

The Donostia Longitudinal Study (DLS) lasted two years, during which time each 
patient underwent six evaluations, an initial assessment followed by another every six 
months. This intervention grew out of a theoretical model developed by the authors 
based on Braak & Braak's model of Alzheimer's staging [9, 10, 11], which recognizes  
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the existence of pathological anatomical correlates that affect different areas of the 
brain at the various stages of Alzheimer's disease (AD), with a specific disease  
course. 

Training in the experimental and placebo groups took place in a group context. 
Session frequency was twice weekly and session length was one hour and a half in 
the GDS1-2 group. There were a total of 180 sessions during the two years of 
intervention some of them focused on cognitive training and others in health related 
issues. In GDS 3-4 group, the session’s frequency was three days per week and 
lasted for two hours. In the experimental group a same function along sessions in a 
week were trained, with the objective to reinforce these functions. On the other 
hand, in a weekly structure, one of the three sessions was related with cognitive 
functioning, the second session was related to well-being or Activities of Daily 
Living and finally, the third session integrated the contents of the cognitive and 
functional capacities. Finally in GDS 5-6 group, the session frequency was four 
times per week and session duration was of thirty minutes. The session contents 
were focused on the cognitive stimulation on preserved cognitive functions and the 
maintaining of the Activities of Daily Living. 

3.4   Measurement 

Over the course of this study six assessments were carried out per subject. Of these, 
four followed an established protocol set out in Table 1 and 2, and two were control 
assessments using the ADAS-COG test [12]. Except in the GDS 5-6 (severe AD) 
group, where the control assessments were carried out using the SCIP test [13]. First, 
a multicomponent assessment was performed by an interdisciplinary team made up of 
a neurologist, four neuropsychologists, a gerontologist, and a social worker, all 
suitably experienced and specifically trained for this study. The assessment was 
approved by the Matia Foundation Ethics Committee. Only behavioral and cognitive 
evaluations are presented here.  

Table 1. Behavioral assessment protocol 

ASSESMENT VARIABLE TEST REFERENCE 

Behavioural 
Assessment 

Behavioural 
disturbances  

Neuropsychiatric 
inventory 

[17] 

3.5   Statistical Methods 

Statistical analysis was carried out using the SPSS program, version 12.0 using a 
level of significance of less than 0.05. Values are the mean and the standard 
deviation. The Kruskal-Wallis test was used to establish differences within each 
group over time. 
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Table 2. Cognitive assessment protocol 

Temporal, spatial 
and personal orientation

Information and 
orientation of WMS-R 

[18] 

-Attention and 
working memory 

 

Direct and inverse 
digits of WMS-R 

[18] 

-Immediate 
execution memory 

-Logic memory 

Logic memory of 
WMS-R 

[18] 

-Recent word list 
memory 

-Short term memory 
-Learning potential 

Auditory verbal 
learning test (AVLT) 

[19] 

Designation 
language 

Boston  
Vocabulary test 

[20] 

-Repetition language 
-Audit Compression 
-Written 

compression 
-Written language 
-Reading language 

-Boston Diagnostic 
Aphasia examination 
(BDAE) 

[20] 

Visuconstructive 
ability 

WaisIII(BLOCKS) [21] 

Planning Clock drawing 
(order and copy) 

[22] 

-Bimanual 
coordination 

-Pre-motor function 

Motor sequences of 
Luria 

[23] 

-Visomanual 
coordination speed 

-Visomanual 
coordination execution  

Trail Making Test, 
Part A 

[24] 

Phonetic fluency 
Semantic fluency 

FAS [25] 

Abstraction Proverbs  

Categorization Similarities of 
WAIS-III 

[21] 

 
 
 
 
 
 
 
 
 
 
Cognitive 
Assessment 
(GDS 1-2 and 
GDS 3-4) 

 
 

ICPR 
IMPR 

Motor Sequences of 
Luria 

[23] 

Cognitive 
Assessment 
(GDS 5-6) 

Cognitive 
functioning 

SCIP-Severe 
cognitive impairment 
profile 

[13] 
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4   Results 

In the GDS 1-2 grouping, scores for learning potential and different types of memory 
(working memory, immediate memory and logic memory) for the treatment group 
improved significantly relative to the untreated controls. Subjects with a GDS 3-4, 
showed significantly (P<0.001) better performance on Neuropsychiatric inventory 
(NPI) scores in all domains (anxiety, depression, apathy, sleep disturbances) and 
premotor function. In addition, post hoc analyses demonstrated no changes of 
experimental over placebo group in cognitive functions. Finally GDS 5-6 grouping, 
showed a maintenance of cognitive capacities of patients with severe cognitive 
impairment, the cognitive functions that obtained better results were attention, long 
term memory, language, visoconstructive capacity and categorization ability. 

5   Conclusions 

- In the GDS 1-2 grouping, the most significant result found is that learning 
potential of trained people enhances within two years of intervention, this involves 
a successful ageing sign and plays a preventive role in dementia development. 

- Subjects with a GDS 3-4, the behavioural disturbances diminished within this 
intervention, so this type of training program could be beneficial on them.  

- Finally, Subjects with GDS 5-6, the results show the effectiveness of this kind of 
interventions on patients with severe cognitive deterioration not only on cognitive 
functions also in functional capacities. 

The information that we have get among the Donostia Longitudinal Study about 
the progressive loss of cognitive function caused by aging and Alzheimer´s disease 
and the effectiveness of non-pharmacological cognitive interventions in some of the 
cognitive functions, may be useful for the development of cognitive skills that will 
improve the well-being and independence of people suffering from Alzheimer´s 
disease In addition, this information will be useful for the development of specific 
tools such as interactive computer-based cognitive training, cognitive aids 
(reminders), smart phones offering services like shopping. 
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Abstract. This paper focuses on diverse adaptive benefits of computer use by 
frail elders in the U.S.A. who are attempting to maintain independent lifestyles. 
Case studies are presented based on data from an ongoing longitudinal study 
(N=1000) of older adults living in a retirement community [12]. It is argued that 
technology may extend the autonomy and independence that older people value, 
which may be threatened as they encounter functional decline, especially in 
very old age. The data lend support to theoretical models proposed by Baltes 
and colleagues regarding selective optimization with compensation, as cha-
racterizing successful adaptation to late life disability. Furthermore, results 
demonstrate that technology is increasingly utilized by old-old adults and that 
the flexibility afforded by computer-supported health communication presents a 
useful resource for older adults.  

This paper will focus on diverse adaptive benefits of computer use by frail elders in 
the U.S.A. who are attempting to maintain independent lifestyles. Case studies are 
presented from a large panel study (N=1000) of older adults living in a retirement 
community that does not provide formal services for the elderly. These case studies 
lend support to theoretical models proposed by Baltes and colleagues regarding 
selective optimization with compensation, as characterizing successful adaptation to 
late life disability [1].  

It has been argued that new technologies offer hope for the elderly to remain 
independent and to continue engagement in meaningful activities even after they 
encounter physical and cognitive limitations [2]. New computer technologies and 
user-friendly gadgets could lead to extending independent living and delaying 
institutionalization of the elderly [3]. Cell phones, that have become ubiquitous even 
among older adults, may hold particular promise through use of global positioning 
systems for assisting elderly persons in finding their way should they get lost due to 
the onset of cognitive impairment. Sensor-based technology is also being developed 
to help remind elderly patients to check their blood pressure or take needed 
medications [4]. 

Technology use thereby could extend the autonomy and independence that older 
people value, which is threatened as they encounter functional decline that is brought 
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about by the disability cascade, especially in very old age [5]. A critical determinant 
of acceptance and satisfaction with technological advances relates to the degree of 
autonomy and privacy that they ultimately provide to the aging individual. 
Accordingly, there may be concerns with technologically sophisticated monitoring 
systems that are marketed with the promise of enhancing independence. Older 
persons may consider these devices to infringe on their autonomy and may decline to 
use them [6]. In contrast those technological advances that clearly put the older 
person in the "driver's seat" are likely to be far more rapidly adopted by the elderly. 

A particularly important example of consumer directed technology is reflected in 
the increasing use of email for maintaining communication with significant family 
members, friends and health-care providers. In our model of successful aging that is 
described in greater detail in a paper presented at this conference by Eva Kahana, 
computer use for information gathering and for communication is considered an 
emergent form of proactive adaptation that contributes to successful aging [7]. We 
have been particularly impressed by the opportunities afforded through computer use 
to remain in contact with family members for older adults living in retirement 
communities at a significant distance from members of their family. 

Another important function of computer technology arises as older people face 
stressful life situations because they are diagnosed with life-threatening illnesses such 
as cancer [8]. Our research focusing on cancer patients has demonstrated that online 
discussion and support groups can serve as important resources, particularly for 
educated older adults that help them cope with both instrumental and emotional 
challenges posed by a cancer diagnosis [9]. Older patients, who may feel particularly 
stigmatized by having a life threatening illness, could derive special benefits from 
going on line. Interestingly, our findings reveal that patients increasingly 
communicate information they obtain from the Internet to their physicians and reports 
that physicians are welcoming of such discussions.  

In today's increasingly complex health-care environment the ability of health-care 
consumers to become active partners in their care has become increasingly important. 
It has been documented that older adults are an underserved group in terms of 
physician communication, both in terms of preventive services and in care [10]. 

Patient initiatives and assertiveness in communicating with the doctors can 
facilitate obtaining better health-care [11]. Specifically older patients who become 
more assertive in their interactions with physicians may experience better health 
outcomes. In this regard our research reveals that older age of patient represents a 
deterrent to cancer screening recommendations by physicians. However those patients 
who were willing to remind their physicians that they need to be referred for cancer 
screening were found to receive more recommendations and referrals for cancer 
screening then their more passive counterparts regardless of age. With extensive 
media and Internet coverage about the benefits of cancer screening, technologically 
savvy seniors are more likely to derive health benefits. 

Among respondents in our longitudinal study of successful aging, we found notable 
cohort differences in computer use [12]. Whereas in 1996, only 12% of older adults in 
our longitudinal study reported using computers, ten years later the proportion of 
computer users reached 48%. It is important to note that we are reporting cross 
sectional differences and are not suggesting that the same individuals increased their 
likelihood of using computers as they aged. Rather, we find evidence that individuals 
reaching old age at present have been socialized into use of computers. 
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Data is available on technology use of 123 individuals currently participating in 
our ongoing longitudinal study of successful aging (mean age=75.6; SD=7.7). This 
sample is subdivided into an urban component (n=67) and a retirement community-
based component (n=56). There appears to be evidence of prevalent technology use 
but in the context of a digital divide. The use of computers and other technologies 
such as cell phones are far more prevalent for the more educated and affluent 
retirement community-based sample than for urban elderly [13]. Thus for example, 
cell phones were owned by 84% of retirement community-based residents but only 
33% of urban dwellers. Those older adults who owned cell phones were reported 
being frequent users with the majority using their cell phones daily or weekly.  

Similar patterns were observed in reported computer use and ownership. Eighty-nine 
percent of retirement community-based owned a computer with 36% of urban dwellers 
reporting ownership. About one-fifth of the sample gained access to computers 
associated with their work. It is notable that even in this old-old population ownership 
was clearly associated with frequent (almost daily) computer use. Interestingly, most of 
the elderly report that they are self-taught in the use of computers, thereby illustrating 
initiative on the part of older adults in adopting technology.  

The most frequent goal in use of a computer appears to be that of e-mail and 
accessing the internet. Seventy-two percent of those using a computer report that they 
use e-mail and 58% report using the internet. The vast majority of internet users 
subscribe to an internet service. Urban elderly predominately use the internet for 
checking on news, weather and sports thereby accessing information of general 
interest. Older adult living in the retirement community are more likely to use the 
internet as a resource for obtaining targeted health information and managing their 
day-to-day lives through use of the internet (e.g., shopping and banking). This data 
suggests that technology is increasingly utilized by old-old adults. However, those in 
greatest need of supports may be slower to learn about the potential of computer 
technology in enhancing their independence than are their more educated and more 
affluent counterparts.  

Considering qualitative comments made by study respondents, computer use was 
reported to serve a useful function for older adults whose handwriting had deteriorated 
due to loss of fine motor control. These elderly could maintain communication with 
friends, family and even physicians via e-mail. Older adults facing newly diagnosed 
illnesses such as cancer, found it helpful to access information on the internet. Computer 
use was also reported by older adults with limited mobility to foster connectedness to 
their informal support network. Moreover, computers also served as helpful tools for 
health monitoring by older adults and, in some cases, by distant family members and 
healthcare providers who could be informed about changing health conditions. The most 
prevalent direct use of computers by frail elders was for obtaining health relevant 
information. This use allowed for finding health care experts, to learn about drug 
interactions, and to explore new or alternative therapies for chronic health problems. 
Respondents reported that their physicians were increasingly willing to reply to patient 
inquiries via e-mail. For disabled older adults, who may not have adequate access to 
transportation, the flexibility afforded by computer supported health communication 
presents a useful resource.  
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Abstract. The purposes of this study are to assess the aided effects of computer 
in cognitive and vocational rehabilitation of clients with psychiatric disabilities 
and to follow up their employment status. All participants from a community 
mental rehabilitation unit take a three-month computer skill training program. 
Participants complete computer key-in test and attention test at the beginning 
and at the end of the computer skill training program. The researcher assesses 
all participants’ behaviors in class by using observation in every session. After 
six months, ten participants are still employed and their works are related to 
computer skills. The significant cognitive improvements of these participants 
are attention focus ability, problem solving skills, and memory retention ability. 
In addition, participants completing computer training program can use learned 
computer skills to obtain more work opportunities. Therefore, applying com-
puter skill training programs to psychiatric disabled clients can improve not 
only their cognitive abilities but also vocational skills. 

1   Introduction 

It is to the psychiatric patients’ best interest to have prevocational rehabilitation program 
designed to meet modern job market needs and strengthen their working skills in order 
                                                           
* Corresponding author. 
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to better enhance their chances of obtaining job offers [1]. There are several job types 
suitable for psychiatric patients including cleaning service, beauty treatment for auto-
mobile, food industry, janitorial, newspaper dispatcher, gardener, production worker, 
assistant to the secretary, and computer processing related occupations.  With the ad-
vance of computer in everyday life, not only will it be found in work related environ-
ment but also in academic learning, financial systems, national defense, and medical 
services. Those with knowledge in computer stand a better chance of obtaining job 
offers and promotions.  It is therefore beneficial to psychiatric patients to have computer 
knowledge and skills in order to obtain higher rate of employment and job diversity [2]. 

The most common problem faced by in-service psychiatric patients is interference 
of symptoms that ultimately affect their work performance. In all psychiatric disor-
ders the degeneration of schizophrenia is most eminent. And the general symptoms of 
schizophrenia can be divided into positive and negative ones. The positive ones in-
clude delusion, hallucination, loosening of association, over excitement and exaggera-
tion …etc. The negative ones incorporate affection sluggishness, coldness, socially 
withdrawal, difficulty in abstract thinking, and non-fluent speech … etc. Generally 
speaking, psychiatric disorders will interfere with patients’ social and occupational 
functions. Patients with positive symptoms react to the medication better than nega-
tive ones. Patients with negative symptoms are more susceptible to lacking of work 
drive, inability to establish stable intimacy relationships with others rendering inad-
aptability to family and work life. Many residual symptoms of chronic schizophrenia 
patients will affect their work performance [3-5]. 

The major cognitive deficits affecting schizophrenic are attention focus ability, 
memory retention ability, learning ability and executing ability [6]. In recent years, 
the focus of psychiatric rehabilitation is the intervention of cognitive rehabilitation.  
Using individual intervention in clients with cognitive problems improves their cogni-
tive abilities and vocational abilities [6, 7]. In addition, attention plays an important 
role in work performance. Clients with better attention can relatively meet the meticu-
lous working projects, their work endurance and efficiency will also be better. On the 
contrary, clients with worse attention are prone to making mistakes at work; their 
endurance is limited, so is their efficiency. Besides their probabilities of accident 
happening at work are greater than others [8-10]. 

If psychiatric disabled clients take the planned prevocational training programs, their 
job retention rate will be higher and so will their work efficiency [11-13]. Bell [6] uses 
computers as learning devices in training cognitive functions and work skills of psychi-
atric disabled clients and gets satisfying results with the training programs. Bell [6] 
considers that cognitive training courses based on computer skills can improve not only 
psychosocial functions but also learning behaviors. The best result of vocational reha-
bilitation will be reached by using computers as assistant devices [6, 14]. 

Therefore, psychiatric rehabilitation professionals need to plan computer courses in 
clients’ vocational rehabilitation programs in order to assist stable psychiatric patients 
in increasing their work obtaining rates. Computer skill training programs for psychi-
atric patients need to be designed to meet modern job market demands and strengthen 
patients’ work abilities. In designing a computer learning course, motivation and 
course design appropriate to patients’ level of competence are extremely emphasized 
at first. The second point worth considering is how to increase learning outcomes and 
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train their working behaviors at the same time. Finally, clients can apply their learned 
computer skills in their job and maintain work stability [2, 15]. 

The purposes of this study are to assess the aided effects of computer in cognitive 
and vocational rehabilitation for psychiatric disabled clients and to follow up their 
employment status. Clients with psychiatric disabilities, in this study, participate in 
computer skill training courses in order to prepare for successful employments. 

2   Methods 

There are 24 participants in this study. All participants from a community mental reha-
bilitation unit take the computer skill training program for three months (see table 1). 

Table 1. The computer skills training programs in this study 

Basic concepts of computer , mouse operation, turn on/off 
Basic understanding of windows 
File management, English/Chinese key in 
The printer install, set up and printing 
WordPad learning course 
Microsoft Word learning course 
Microsoft Excel learning course 
PowerPoint learning course 
General review 

Table 2. The criteria of class performance assessment 

SCORE 
 

ITEM 
3 2 1 0 

Present On time late Leave early Absent 
Emotional 

disturbance 
Stable(0) Mild(1-2) 

Moderate (3-
4) 

Serious 
(above5) 

Cognition 
disturbance 

Non(0) Mild(1-2) 
Moderate (3-

4) 
Serious 

(above5) 
Meaningless
behavior 

Never(0) 
Sometimes 

(1-2) 
Usually(3-4)

Always 
(above5) 

Tolerance 
capacity 

Voluntary 5 5 Avoid 

Comprehen-
sion 

Description 1 Description 2 Description 3
Description 

3 

Responsibility On time Above  50% 50% Fail 
Sustention 3hours 2hours 1hour <1hour 

Obey obey pretend cold reject 

Participants completed computer key-in test and attention test at the beginning and 
at the end of the computer skill training program.  The researcher assesses all partici-
pants’ behaviors in class by using observation – class performance assessment  (see 
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table 2) in every session. The class performance assessment is based on comprehen-
sive occupational therapy evaluation scale (COTES) [16,17]. 

CAI key-in software is used in both the first and the last session of this study to as-
sess key-in skill.  The software can record accuracy and total number of word counts 
for English or Chinese typing.  In addition, Chu’s attention test is used in this study as 
well to assess participants’ attention [17-19]. 

3   Results 

Participants’ information in this study is shown in table 3.  In addition, the difference 
of pre/post test for subjects’ computer skill training is shown in table 4. 

Table 3. The information of subjects n=24  

Age M=31.75 SD=5.86 
Sexual 

Male 
                    Female 

 
N=10 
N=14 

 
41.7% 
58.3% 

Marry status 
Married 

                    Single 

 
N=1 
N=23 

 
4.2% 

95.8% 
Work experience 

Non 
                    Yes 

 
N=20 
N=4 

 
83.3% 
16.7% 

Computer-learning 
Non 

                     Yes 

 
N=14 
N=10 

 
58.3% 
41.7% 

Diagnosis 
Schizophrenia 

              Emotional disturbance 

 
N=18 
N=6 

 
75% 
25% 

Educational level 
Junior high school 
Senior high school 

College 

 
N=2 
N=11 
N=11 

 
8.4% 

45.8% 
45.8% 

After descriptive statistical method data analysis and comparison of pre/post train-
ing assessment, we find that 79.17% (N=19) of participants gain noticeable improve-
ment on computer key-in skill (both accuracy and total number of word counts for 
English and Chinese typing increase). 

With more in-depth analysis, we find that 95.83% of participants’ Chinese typing 
word counts steps up (two words for the least improved, 206 words for the most im-
proved, M=80.54, SD=66.24); 95.83% of the participants’ Chinese typing accuracy 
raises from 1% to 5% (M=1.88%, SD=1.73%) variously; 95.83% of the participants’ 
English typing word counts augments (fifteen words for the least improved and 221 
words for the most improved, M=115.63, SD=66.92); 83.33% of the participants’ 
English typing accuracy grows from 1% to 17% variously (M=1.54%, SD=6.33%). 
(see table 5).  
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Table 4. Difference of pre/post test for subjects’ computer skills training N=24  

Content Paired t-test P value 

Attention -2.246 .035* 

Chinese key-in -5.957 .000** 

Accuracy of Chinese key-in -5.318 .000** 

English key-in -8.464 .000** 

Accuracy of English key-in -1.193 .245** 

*p<0.02, **p<0.01 

Table 5. The change of subjects’ computer key-in skills N=24  

Increasing item Increasing percentage Mean SD 

Chinese key-in 96.10%(N=23) 80.54 66.24 

Accuracy of Chinese key-
in 

96.10%(N=23) 1.88% 1.73% 

English key-in 96.10%(N=23) 115.63 66.92 

Accuracy of English key-in 83.10%(N=20) 1.54% 6.33% 

The results of this study have 66.67% (N=16) of participants get improved in their 
attention ability and 79.17% (N=19) of participants perform improved key-in skills.  
The researcher assesses all participants’ behaviors in class by using observation in 
every session. The three most significant improvements of participants’ behaviors are 
comprehension (N=21), frustration tolerance (N=19), and endurance (N=17). 

4   Discussion 

We find that both attention focus ability and computer key-in skill are improved 
enormously for one married participant after receiving the training program; four 
participants with work experience previously gain improvement on computer key-in 
skill; and nine out of ten participants who have prior knowledge about computer also 
improve a lot after the training.  However, participants with no work experience or 
prior knowledge about computer perform fairly well on key-in skill after the training, 
rendering inability to find crucial factor affecting computer key-in skill performance.  
Besides, there’s no prominent relation observed in the study between good key-in 
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performance and attention focus improvement regardless of participants’ gender, 
education background, marital status, age, and diagnosis. 

Ten participants are employed and lots of their work duties are related to computer 
skills. Therefore, applying computer skills training to psychiatric disabled clients can 
increase not only computer skills but also job choices. After six month’s training, ten 
participants are still employed and their works are related to computer skills (see table 6). 

Table 6. Work status after completing computer-training course (N=10) 

Job type N Description 

Computer-related job 7 computer assistant, medical administrator, assistants, bus center 

Cleaning company 2 Worker assistant 

Cable TV company 1 Self-working 
 

The significant cognitive improvements of these participants are attention focus, 
problem solving skills, and memory retention.  In addition, participants completing 
the computer training program can use learned computer skills to obtain more work 
opportunities. 

Psychiatric disabled clients receiving computer skill training stand a better chance 
of obtaining works and work diversities.  Furthermore, during follow-up visits to the 
twenty-four subjects receiving the training, we find that the four most significant 
improvements psychiatric disabled clients experienced are (1) work endurance im-
provement (37.5%, N=9); (2) self-affirmation improvement (33.3%, N=8); (3) prob-
lem-solving ability improvement (25%, N=6); (4) reaction ability improvement 
(20.8%, N=5). 

The limitation of this study is addressed as follows.  Since only one community 
mental rehabilitation unit is studied, and the sampling number is quite limited, and 
there are no other controlled groups to compare to, the result of this study can not be 
generalized to all psychiatric patients’ computer-related skill training application. 

However, the study results provide clinical psychiatric rehabilitation professionals 
with diversity for inclusion of computer skill training with patients in their rehabilita-
tion programs in the future. 

5   Conclusion 

After receiving the training, not only their attention and computer skills are improved 
also their comprehension abilities, frustration tolerance, and endurance are enhanced 
tremendously. The conclusion of this study can provide medical rehabilitation profes-
sionals with some ideas which can help incorporate computer learning courses for 
stable patients in vocational rehabilitation processes. It can provide clients with spe-
cialized training opportunities to strengthen their capabilities of obtaining works in 
the future as well as to increase their rate of returning to society in a shorter duration. 
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José I. Artigas1, and Julio Abascal2

1 TecnoDiscap Group,
University of Zaragoza
50018 Zaragoza, Spain

{rcasas, amarco, jfalco, jiartigas}@unizar.es
http://diec.unizar.es/~gtd/

2 Laboratory of HCI for Special Needs,
University of the Basque Country – Euskal Herriko Unibertsitatea

20018 Donostia, Spain
julio.abascal@ehu.es

http://www.sc.ehu.es/acwbbpke/

Abstract. This paper presents an experience of ethically aware design
of a location service intended to monitor residents in an institution for
people with dementia. As location systems have a direct impact over
privacy and personal autonomy, the system design was preceded by a
deep study of ethical and social impact. Among its contributions it can
be emphasized that this study was extended both to patients and also to
caregivers that were located in order to provide urgent assistance. The
conclusions of this experience were compiled as design guidelines and
used for the technological design.

1 Introduction

Assistive Technology has frequently a large impact over ethical and social issues.
Designers usually concentrate on technological aspects and tend to ignore the
impact of their designs. It is claimed that social and ethical issues are not under
the responsability of scientific staff and should be taken into account by policy
makers, caretakers, social workers, etc. Nevertheless, it is well known that the
technical design of many devices and services include characteristics affecting
the rights of the users that can not be removed because are substantially rooted
in the conception of the application.

In order to avoid eventual negative impact over the user rights caused by
Assistive Technology, the design process should include the following conditions:

Designers should
– be aware of the possibility of producing technology having side effects over

social and personal issues.
– know how to identify and face ethical issues, or be able to contact experts

that can do this task.

K. Miesenberger et al. (Eds.): ICCHP 2006, LNCS 4061, pp. 777–784, 2006.
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– have at their disposal design methodologies and tools that do no impede
ethical aware design.

– master methodologies and tools for evaluation and test of the results includ-
ing evaluation of ethical impact.

Let us deeper describe these conditions.

1.1 Awareness of Technology Ethical Side Effects

The first condition to avoid ethical impact is that designers are aware of the pos-
sibility of creating products that have undesired negative effects over the privacy,
autonomy, security, etc., of the users. Technologists have to know the importance
of the ethical issues and to understand that most frequently side ethical effects
are involuntarily included in the design for technological reasons. In addition,
they must know that when these issues are part of the design, it is almost im-
possible to remove them after the completion of the process.

Ethically aware design guidelines are very helpful to assist designers with short
experience in this field [1].

1.2 Identification and Solution of Ethical Issues

The analysis of the potential ethical impact requires social expertise that may
be obtained from external experts and sometimes from caregivers, users and
relatives. Participation of multidisciplinary teams can be required in order to
combine technological and sociological backgrounds. The exhaustive analysis of
application scenarios can help to understand the future effect of the designed
technology. In this way a sorted list of potential ethical impacts can be produced.
A detailed description would be useful in order to help designers to avoid the
detected dangers.

1.3 Design Methodologies and Tools Ethically Respectful

It frequently happens that the own methodology used for the design (or the
tool that gives support to it) forces to decisions that are ethically doubtful. For
instance, the type and quantity of data gathered and stored, the way they are
obtained and processed, the possibility of controlling who has access to them,
etc., may be conditioned by the tool or the platform adopted by the development
team, and can make impossible to establish controls to avoid ethical side effects.
Therefore, it is necessary to develop methodologies and tools to support them,
which are flexible in how to process sensible data, and do not impose a specific
approach.

1.4 Methodologies and Tools for Evaluation and Test of the
Ethical Impact

When the design is completed, a thorough test of the possible ethical impact
should be carried out. At this stage, evaluation guidelines are required to help
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the evaluator in the analysis. Large applications may require tools that support
the evaluation, collection of the results and redaction of the report.

Ethical impact evaluation may sometimes be combined with usability and
accessibility evaluations.

2 Privacy Issues in Location Systems

Location services have a characteristic impact over the user rights that affects
not only to people with disability, but any person carrying a locatable device,
such as a mobile phone, for instance.

2.1 Considerations for General Location Services

Focusing on people location systems, the most evident ethical impacts are related
to privacy and autonomy. Apart from legal aspects, it is also necessary to consider
that the fact to know the location of a person in a precise way may have a very
important psychological effect; the users can associate it with the “big brother”
phenomenon [2]. This feeling usually decreases when the users receive an added
service or when they know the advantages in security through being temporary
or permanently located. On the other side, caregivers or other workers —that
could be located to enhance their service— normally reject to be permanently
located. It is evident that acceptation is related to the benefits that the person
expect from the location system. Even that, acceptation by patients can be in
some cases forced because rejection would means the loss of other services.

There is a debate due to the relatively recent emergence of commercial location
systems. This discussion has been intensified by the EU [4] and US [5] Directives
that request the location of the mobile terminals calling to the emergency ser-
vices. The European Directives 95/46/EC and 2002/58/EC [3,4] distinguishes
location and content data, but some authors, such as Escudero [6] opine that
they have the same sensitivity. Using simple analysis techniques from location
data, it is easy to determine where, when, how long and with whom the people
have been. In other words, obtain behavioural patterns, consumption habits, etc.
that is to say, personal information.

These directives states that location data may only be processed when there is
an explicit consent by the located person, when the data harvesting is anonymous
(it is not possible to relate the person and its location) or when the service is
applied by organizations dealing with emergency calls. This last point coincides
with the Federal Communications Commission Directive of the United States
requesting that the mobile terminals calling to the emergency service 911 can
be located [5].

An important contribution comes from Location working group of Open Mo-
bile Alliance (OMA) (former Location Interoperability Forum), the leading in-
dustry forum for developing market driven, interoperable mobile service enablers.
Considering the indications of the European directives in terms of data protec-
tion, they propose recommendations for a location services designer to rely on. It
is absolutely necessary that the harvesting of the location information is known
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and understood by all the users of the system, who must give explicit consent.
In the same way, the use that the information is going to have and the time that
is going to be kept must be clear. Obviously, the security has to be adapted to
the importance and sensitivity of the data. They also indicate that when the
location is a legal requirement, privacy considerations can be avoided [7].

In order to guarantee the location privacy, security in information storage
medias and communication channel —mainly wireless— are subjects of great
practical importance. Beresford and Stajano [8] review the state of the art on
this subject and suggest diverse directions of future investigation. They propose
to increase security by using pseudonyms in such a way that only the user knows
her/his own identity. It is also proposed to increase the entropy of the information
to make the valid data extraction more difficult, for example with the use of many
fictitious users.Myles et al. [9] suggest another approach through systems that
offer the location data based on configurable parameters: the identification of the
user who demands the information, the hour of the day, location and preferences
of the user, etc. They propose a middleware level that operates in between the
positioning system and the applications using the location service, validating
their requests.

2.2 Specific Considerations for Assistive Technology

Pompano [10], shows that the designed laws to protect the people with dis-
abilities, often reduce their privacy. The use of a positioning system entails an
obvious utility for the people using it, but due to their special characteristics, a
reflection becomes necessary on the ethical aspects related to the invasion of the
private life and the restriction of freedom that it could suppose. Even more, if we
thought that in many cases, although the informed consent could be signed, we
realize that the person does not completely understand the privacy implications
of location.

As in other technology fields (voice recorders, camcorders, etc.), the problem is
not in the positioning system, but in the misuse of the information it offers. In the
same way that the location of mobile phones is not the same if the information
is used with commercial aims or to locate an emergency situation, within the
assistive technology, there is a great dependence on the way to manage each
situation depending on the application and personal circumstances.

Taking into account the capacities of the person, we can distinguish two dif-
ferent assumptions:

– If the person is able to understand the situation and show her/his consent,
the own person accepts or rejects the service. In this case the ethical re-
quirements refer to the treatment given to the data issued by the system
and the validity of the way of informing the user to ask his/her consent. It
would be necessary to establish a protocol detailing the information to be
gathered, the use planned for it, how and how long it is going to be stored
or destroyed, who will have access to it, etc. This protocol would have to be
explained to the user clearly in order to have his/her informed consent.
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– When the person is not able to declare his/her consent, a conflict between
two rights is established: in the one hand the right to the intimacy and
by another one the right to the health and even to the personal well-being
[10]. This could be solved, like it happens in the medical ambit, prioritizing
the protection of the person over the privacy right. Although to the main
objecvtive is the protection of the person, it would be necessary that the
one holding the legal guardianship on the user with disability gives his/her
consent. In the OMA guidelines an analogue problem is stated: the tracking
of the under aged children by their parents. They indicate that only the
informed consent of legal tutor is necessary, but recommend at least the
notification to the minor [7].

3 Case Study

Systems used to locate individuals have a high impact on rights to privacy,
including the invasion of private life and the restriction of personal freedom.
Among other conditions, awareness and explicit consent are claimed to be the
main ways to protect users from privacy invasive systems [11], but when users
are people with cognitive disabilities, consent and awareness are frequently not
possible.

This section presents a study conducted within the Dalma project to detect
ethical problems and to generate criteria for an ethically aware technical design.

Dalma project developed an alarm and event notification system with location
capacity, for use in residences, hospitals and other public or private institutions
[12]. The designed location system achieves a precision of a few centimetres based
on small wearable devices using radio-frequency and ultrasonic technologies. This
system was enhanced with the sensing of body parameters, and the integration
into a Smart Home in two separate projects, Heterorred I and II [13].

The main benefit of Dalma is to provide safer and greater mobility to the per-
son by detecting risk situations, such as staying at a dangerous place for too long
time (leading to a risk of falling), wandering (the possibility of disorientation),
absence or lost contact (missing from the residence), repetitive actions (possible
behaviour denoting anxiety, escapism or other pathologies), etc. Indirect bene-
fits are the extension of surroundings that are considered safe for the person,
psychological reinforcement, and the reduction of time waiting for assistance.

3.1 First Technical Design

Rooted in previous experiences [14,15], a first design of the Dalma system took
into account only technological issues. In this way, an indoors location system
using radio-frequency and ultrasonic technologies was specified, which was able
to detect the location of a small device worn by each user.

The developed positioning system consist of several cells covering location
areas, each one composed by several fixed devices denoted beacons, and several
mobile devices denoted tags. To perform localization, the beacons successively
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send ultrasonic pulses, and the tags receive them and measure the time of flight
of these chirps. After that, the times of flight stored by each tag are collected via
radio-frequency (Bluetooth) and sent to a central control unit (PC), where the
position of each tag is calculated. The system was able to locate typically around
20 tags in cells of 100 m2, with an accuracy of 5-10 cm, and a temporal resolution
of one new location every second. These features are enough to the alarm system
requirements, allowing location and tracking of the users with good reliability.

3.2 Ethical Design Guidelines

Ubiquitous technology allows logging many human parameters such as location,
movements, communication tasks, body parameters, etc., without the consent
or even the awareness of the observed person. As we have stated in section 2,
this situation requires a suitable legal frame, but relevant legislation is different,
and sometimes insufficient, in each country. There are several studies [2,7,8,9,16]
about privacy issues for location systems, but they are not always applicable
when users have cognitive disability. In this particular case (and also frequently
in the development of other Assistive Technologies) Pompano [10] argues that
the laws issued to protect the people with disabilities often reduce their privacy.

The use of a positioning system provides an obvious utility for the located
person, but due to their special characteristics and dependencies, it is even more
critical to consider the ethical aspects related to the invasion of private life and
the restriction of freedom. General guidelines cannot be applied because, for
instance, many users cannot provide their consent. And even when the informed
consent can be signed, it is possible that the user does not completely understand
their rights to privacy and the implications of location devices.

Dalma designers understood the potential and danger of this technology and
decided to develop internal ethical design guidelines to help themselves to drive
technology into a responsible and socially acceptable direction. Following the
general privacy protection guidelines stated in section 2, we agreed the following
guidelines for technical design criteria:

Consent for location: Signature of explicit consent is an unavoidable require-
ment that should be fulfilled. As the users will have different cognitive ca-
pacities, we distinguish different user profiles:
– Caretakers, as employees, could be positioned provided a signed explicit

consent [7]. However, in order to reduce the stress caused by the “big
brother” effect, they are only located when an alarm occurs.

– People having sporadic crisis that can be detected by the system or
people with accident risks (elderly) are only located when the system
detects an alarm situation (fall, disorientation...) or when they request
help voluntarily. In this case the positioning information is not stored;
it is used solely to deal with the situations effectively.

– Finally we have the people who are periodically positioned in order to de-
tect risk situations (repetitive itineraries, stances in dangerous places...).
Usually this people will not be able to give an informed consent, so their
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legal tutor should sign it, but always paying attention to protect them.
In this case, the location information could be stored the time necessary
to be analyzed and then it should be destroyed.

Storing: The location information of caretakers and people having sporadic
crises should not be stored indefinitely; instead, it may be used solely to deal
effectively with the risky situation at hand. Location information relevant
to people who were continuously being located could be stored only for the
time necessary to be analysed and then it should be destroyed.

Data protection: As the location system is centralised, database encryption
and security access controlled by passwords must be used.

3.3 Redesign of the Proposed System

The implemented version of the Dalma system has all the requested location
functions. In addition, privacy and security matters have been enhanced: the
inclusion of database encryption and passwords for centralised information; use
of pseudonyms to keep the anonymity of the located people; use of secure wireless
protocols (implemented in Bluetooth specification) and 128 bits data encryption
for wired data through Ethernet, to avoid personal information data hacking.
Location monitoring was limited to the following situations: detected risk by
alarm systems, or requested by the individual user. User profiles, specifying a
different treatment of location information for each type of profile, were defined
for caretakers, people with accident risks, and people with cognitive disabilities.

The Dalma system has been deployed in the institution Virgen del Pueyo in
Zaragoza (Spain). Several forms were designed to identify and collect technical
and ethical issues, but no ethical issues were raised during the evaluation phase
of the technology.

4 Conclusions

Devices and services designed for people with cognitive disabilities frequently
have impacts over the privacy and autonomy of the users. These effects are
deeply rooted in the technological design and can hardly be removed after the
development of the system. Nevertheless, technologists tend to ignore these is-
sues, due frequently to the lack of knowledge and supporting methodologies,
guidelines, tools, etc.

This paper shows an experience to demonstrate that interested technologists
can face this problem analyzing the possible impact of the system, collecting
guidelines to assist the design and adopting a ethically aware development ap-
proach.
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Abstract. Children with autism exhibit a deficit in the comprehension and crea-
tion of narrative which impacts their social world. Our ongoing research agenda 
is to find ways of developing interactive learning environments which enhance 
the ability of individual children with autism to deal with narrative and thus the 
social world. The study reported here involved 12 children in a longitudinal 
study which focussed on identifying the particular aspects of narrative which 
individual children found difficult. Our aim was to investigate each individual 
child’s understanding of ‘primitive’ components of narrative by means of an  
interactive software game called TouchStory which we developed for this pur-
pose. Our results show, for most of the children, an ongoing and clear distinc-
tion in their understanding of the various narrative components, which relates 
their narrative comprehension as shown by a picture-story based narrative com-
prehension task. 

1   Introduction 

Autism is a lifelong pervasive developmental disorder affecting social ability; people 
with autism exhibit impaired social interaction and communication, and have a lim-
ited range of imaginative activities, collectively referred to as the triad of impairments 
[1-3]. In addition, research has shown that children with autism exhibit a deficit in the 
comprehension and creation of narrative; particularly in understanding the motives 
and emotions of characters, and the reasons why events happen [4-6]. It is argued that 
this narrative deficit underlies the social difficulties found in autism [7-9]. Our ongo-
ing research agenda is to find ways of developing interactive learning environments 
which enhance the ability of individual children with autism to deal with narrative and 
thus the social world. The study reported here involved 12 children in a longitudinal 
study which focussed on identifying the particular aspects of narrative which individ-
ual children found difficult. Our aim was to investigate each individual child’s under-
standing of the ‘primitive’ components of narrative by means of an interactive  
software game called TouchStory which we developed for this purpose. The work 
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falls under the umbrella of the Aurora project [10] which investigates the potential 
enhancement of the everyday lives of children with autism through the use of  robots 
and other interactive systems as therapeutic or educational ‘toys’. 

2   The Longitudinal Study: Concepts and Methodology 

Our overall aim is to enhance the abilities of children with autism to understand 
straightforward narrative.  That is, the recounting of a sequence of events involving 
purposeful characters, such that there is some break in the scenario which makes the 
story worth telling [11]. Our aim in this study was to investigate children’s under-
standing of primitive components of narrative. We identified these as the characters, 
the settings or background, and the sequence of events; further, we argue that a narra-
tive sequence is a special form of temporal sequence therefore we include both tem-
poral sequences and sequences with no temporal dimension which we call reversible 
sequences. This gives narrative and proto-narrative types as follows: 

• type c which addresses character variability and continuity; 
• type b which addresses background or setting variability and continuity; 
• type rs which addresses the sequencing aspects of narrative in the simplified form 

of a reversible sequence; 
• type ts which addresses temporal aspects of narrative; 
• type ns which are complete mini-narratives. 

We are concerned with the children’s understanding of narrative per se, we are not 
concerned with literacy; therefore we work with picture narratives. We introduce the 
term t-story to mean a picture narrative or proto-narrative presented by TouchStory. 
T-stories were prepared for each primitive type, an example of the type rs is shown in 
Fig. 1. The study used a set of 56 t-stories moderated for correctness and lack of am-
biguity by a panel of 10 adults. The panel consisted of 7 men and 3 women, with a 
range of technical experience in using computers; they had no previous involvement 
with the project or knowledge of the children involved.  

The longitudinal study took place in a day school unit for children with impaired 
communication. All 12 children of the unit were involved, 10 of whom, all boys, were 
diagnosed either with autism, or behaviours suggestive of autism. We do not claim 
that these children are representative of all children with autism, but consider them as 
individual cases, from which some generalisations may be made. Of the remaining 
children, both girls, one diagnosis was ‘general developmental delay’ and the other 
‘social interaction difficulties’. The children were aged between 5 and 11 years.  

Twelve visits were made to the unit between February and June 2005; of these one 
visit was devoted to a paper-based picture-story comprehension task based on the 
work of Paris & Paris [12], and one to ensuring the children realized the study was at 
an end. TouchStory was used on the other visits. The longitudinal study uses an adap-
tive phase where the stories presented by the system varied depending on the interac-
tion history of the child, i.e. the scores that child had achieved on previous visits. The 
goal of this adaptation was to tailor the system towards each child’s individual learn-
ing needs, while still providing and enjoyable and rewarding experience. More details 
on the overall motivation for the adaptation and initial observations are described by 
Davis et al in [13]. 
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Fig. 1. TouchStory displaying a t-story from the category ‘reversible sequence’ 

Children with autism typically have difficulty with generalising from one context 
to another, and with remote object references (both relevant to using a mouse), and so 
TouchStory was presented using a touch sensitive screen. Additionally the children 
prefer highly predictable environments, therefore new t-stories and new t-story types 
were introduced gradually as the study progressed. A typical session would consist of 
12 to 14 t-stories. For each t-story the task is to select from the bottom row (see Fig.1) 
the most appropriate picture to complete the top row, and drag it into place. The re-
ward for a correct answer is simply that the bottom row is removed, leaving just the 
completed sequence. Thus the reward re-enforces the correct answer and does not in-
troduce extraneous sounds or effects; this we consider important in the case of soft-
ware designed for children with autism as they are particularly likely to focus on 
seemingly irrelevant details. TouchStory allowed the children controlled autonomy 
during a session; for example children could use the ‘next’ button to move on to the 
next t-story, but repeated clicking of ‘next’ had no effect, in this way seemingly 
meaningless repetition, commonly observed in children with autism, was avoided.  

Our approach was to incorporate TouchStory sessions into the child’s school rou-
tine, in a natural, child-centred way. The emphasis throughout the study was on a 
playful and enjoyable context. The children’s communication therapist was present 
during sessions and gave help or autonomy as appropriate to the individual child. Her 
advice on whether it was appropriate to terminate a child’s session early was followed 
without question. This approach ensures that TouchStory sessions integrate well with 
the children’s previous experience, that the children’s immediate and changing needs 
are addressed, and that results obtained are relevant to later general classroom-based 
use of TouchStory. 

3   Results  

The results presented here focus on the children’s individual abilities within the 
‘primitive’ narrative categories. The number of t-stories seen differs from child to 
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child because of: the adaptive nature of the software; early termination of some ses-
sions for some children; and absence from school, and so analysis was carried out on 
the proportion of t-stories answered correctly in each category. The median number 
of t-stories seen by a child (including repeated t-stories) was 100, and the median 
number of distinct t-stories seen was 45.  

A cluster analysis, using single linkage Euclidian distance, of the proportion of t-
stories answered correctly in each category, during the study as a whole, is presented 
in Fig2.  
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Fig. 2. Cluster analysis of the children’s scores in each narrative category 

This cluster analysis is used to structure the presentation of the children’s under-
standing of the narrative components presented by TouchStory. To ground the results 
in activities relevant to everyday school life, results are also presented from the paper-
based picture-story comprehension task (NCT), this was scored by two raters inde-
pendently and the inter-rater reliability was found to be high. The maximum score 
available for the NCT task was 20; the score for each child is presented as a number 
out of 20. 

The first cluster presented is the {ch1, ch9, ch6, ch10, ch4} cluster. The children in 
this cluster do well with background and character t-stories and least well with the 
temporal sequence category. All the children in this cluster were diagnosed with au-
tism or behaviors suggestive of autism. Table 1 presents a graph for each child in this 
cluster showing, for each session which the child attended, the proportion of t-stories 
answered correctly in each category. The graphs show a clear distinction in perform-
ance in different categories, and, in comparison with cluster 2, low variance within 
categories.  

The second cluster presented is the {ch2, ch3, ch11} cluster. Although these chil-
dren were at their best with the background and character t-stories they did not have 
the high scores typical of children in cluster1, also, in contrast to cluster 1, they did 
least well with the narrative category. Two of these children do not have diagnoses of 
autism; the third, at the time of the trial was diagnosed with autism, but this has re-
cently been questioned. He certainly has other issues including dyspraxia and a short 
attention span. The graphs for these children can be found in Table 2. They show 
much greater variance within each category than the first cluster and less differentia-
tion among categories.  
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Table 1. For each session attended the proportion of t-stories answered correctly in each 
category by each child in cluster 1 
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  child ch6: NCT score 5 

0

0.2

0.4

0.6

0.8

1

1 2 3 4 5 6 7 8 9

pr
op

or
tio

n 
co

rr
ec

t

 
session 

  child ch10: NCT score 4.25 
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The third cluster presented is the {ch5, ch7} cluster. These children were compe-
tent in all categories. As these children generally got the answers right, the graphs 
show low differentiation between categories, and low variance within them; see Table 
3. Both children had a diagnosis of autism; however child ch7 seems to have a sound 
grasp of narrative, he scored highly on the NCT task, he enjoys stories and his teach-
ers find him an empathetic child. He left the unit to rejoin mainstream schooling dur-
ing the study. Child ch5 did not find TouchStory trivial, he took extreme care over his 
answers; getting the right answer was very important to him.  

Lastly Table 4 shows graphs for the two children with results which do not cluster 
closely with any other. These two children are special cases; child 12 was generally  
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unhappy throughout the study and was not interested in TouchStory, although in a 
previous prototype study he had been engaged and successful. Child 8 often found it 
difficult to focus, additionally although he was able to drag pictures across the screen 
he was not able to place them as the task required. In his case the first picture he 
moved in a definite manner was taken as his intended answer. 

Table 2. For each session attended the proprotion of t-stories answered correctly in each 
category by each child in cluster 2 
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Table 3. For each session attended the proportion of t-stories answered correctly in each 
category by each child in cluster 3, for legend please see Table 2 
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Table 4. For each session attended the proportion of t-stories answered correctly in each 
category by child 8 and child 12. For legend please see Table 2. 
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4   Discussion 

Our results show that TouchStory can identify those aspects of narrative which indi-
vidual children find difficult. Most of the children fall into three clusters; there is a 
correspondence between these clusters and the children’s scores on the paper-based 
picture narrative comprehension task (NCT). The children in cluster 2 have the lowest 
NCT scores, in the range 0.5 to 2.5; those in cluster 1 are in the range 3 to 6.5, and 
those in cluster 3 are in the range 8.5 to 18.5. The children in cluster 1 show the clear-
est differentiation among proto-narrative categories, those in cluster 3 (who are very 
successful with TouchStory) show a similar but compressed differentiation. The chil-
dren in cluster 2 show less differentiation. Interestingly cluster 2 includes both chil-
dren who have diagnoses other than autism. Note, it is not our purpose to demonstrate 
that children with autism differ from those without; rather we take this result as an en-
couraging indication that our proto-narrative approach is particularly appropriate for 
children with autism.  

Any improvement in the abilities of individual children with autism to deal with 
narrative in a way that illuminates their social world can only occur over an extended 
elapsed time. Therefore the results presented here will inform the design of a second 
longitudinal study which we plan for next year. The focus of the new study will be to 
investigate whether children with autism can learn about narrative from an adaptive 
interactive system such as TouchStory in a way which improves their understanding 
of stories in general. In particular we note that an adaptive system - which identifies 
those aspects of narrative which the child finds difficult and then adapts itself to focus 
on those aspects to provide an enjoyable but challenging game - is appropriate for 
children such as those in cluster 1. For children such as those in cluster 2, who present 
a more amorphous profile, we consider it might be more appropriate to focus on one 
aspect of narrative and investigate improvement in that one particular area. Although 
the children in cluster 3 perform similarly in the TouchStory study, their understand-
ing of narrative differs greatly, their NCT scores differ, and their teacher’s reports on 
their understanding of stories differ. This indicates that there are some aspects or 
complexities of narrative which TouchStory is not currently addressing. The next 
study will address these issues while preserving the emphasis on an enjoyable context. 
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Abstract. This paper outlines the analysis, design, development, de-
ployment and evaluation stages of Computer-Assisted Language Learn-
ing (CALL) software aimed at dyslexic learners. CALL is traditionally
aimed at second language acquisition. The research presented here is
different because the target group are students with first language dif-
ficulties. Dyslexia is a specific learning disorder, which affects roughly
eight percent of the population in Ireland [5]. This research identifies the
lack of support for dyslexic teenagers in Irish secondary schools and es-
tablishes their particular needs. The paper describes CALL courseware
development in progress, which aims to aid the reading, organisation
and exam skills of dyslexic students through the use of online authentic
Junior Certificate history curriculum texts. The final evaluation phase
of the project will assess the efficacy of the software and investigate the
question of whether dedicated software can improve the reading skills of
teenage dyslexic students at word, sentence and text level.

1 Introduction

This paper identifies a lack of learning support for dyslexic teenagers in Irish
secondary schools and provides a basis for catering to their needs through the
use of curriculum-focused CALL comprehension software. Section 2 briefly in-
troduces the state-of-the-art in research and application for dyslexic students.
Section 3 discusses the research and methodological approach adopted. Section 4
presents the findings from the Analysis Phase of my research. Section 5 presents
the Design phase output. Section 6 discusses future plans. This is followed by
the conclusion and references.

2 State-of-the-Art in R&D and Application

Teaching experience and teacher and student surveys carried out within this
research point to three main categories of tool-technology that are being used
by dyslexic students in Irish schools: (I) general-purpose ICT tools (e.g. word
processors), (II) generic speech processing tools (e.g. text-to-speech) and (III)
special needs-focused tools (e.g. speech-recognition), which are usually expensive.
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In some Irish secondary schools, probably as a result of a lack of funding, CALL
materials for special needs primary school children are being used as a stopgap
for young teenagers with learning difficulties because the linguistic content (lack
of complexity) is deemed appropriate. However, the drawback to these materials
is that the content is not age-appropriate for a teenager.

Tools that allow students to access text are most often used in secondary
schools as opposed to dedicated CALL systems. Dragon Dictate [3] is a speech
recognition system, which allows students to dictate a text, but it takes a long
time to train the system to a student’s voice and therefore it is often not very
practical. Kurzweil [3] allows a student to scan in texts. However, both tools are
very expensive and most schools do not have continuous access to them.

To date, there has not been much dedicated research and development in
curriculum-focused design or development for dyslexic students. For example,
Elkind et al. [4] report on the usefulness of text-to-speech systems to improve
reading comprehension of students with dyslexia but their paper is more focused
on the area of generic educational tools to help access text rather than providing
a focused CALL environment. The Kar2ouche Shakespeare range [6] provides
programs that present text and audio from Shakespeare’s plays with the complete
character set and a variety of backgrounds, props and sound effects. Some of
these plays are options on the Junior Certificate English curriculum in Ireland.

3 Research and Methodological Approach

The research presented in this paper describes curriculum-focused comprehen-
sion software based on the Junior Cert history curriculum and popular texts,
which uses authentic texts to give dyslexic teenagers more practise with the vo-
cabulary they need in exams and socially. The research follows Colpaert’s [1]
Research-Based Research-Orientated (RBRO) design model as the theoretical
basis underlying the overall research methodology. This model, which is a work-
ing hypothesis for pedagogy-driven, research-orientated development, takes as
input all the facts, principles and requirements that the developer must take
into account before starting to develop the application.

Colpaert’s design methodology has its basis in the ADDIE (Analysis, Design,
Development, Implementation and Evaluation) model grounded in the Waterfall
model from Software Engineering [10]. This ‘waterfall’ model has successive and
verifiable stages. Each step yields an output, which then serves as input for
the next engineering phase. The idea is that each step is separate so that, for
example, the design phase is reusable for other platforms because it is code-free.

Colpaert’s Analysis phase entails gathering all possible information about rel-
evant epistemological, empirical, actorial, contextual, technological, feasibility-
related, and perceptive aspects, facts, findings, principles, and considerations
that must be taken into account for the Design and subsequent phases.

Design is considered to be a working hypothesis, which can be verified and
validated (or adjusted) after each implementation and evaluation. Each itera-
tion of the design, implementation and evaluation loops leads to new working
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hypotheses. This process is the so-called engineering loop. The RBRO design
model is divided into three stages: conceptualisation, specification and proto-
typing. Conceptualisation involves the identification of personas (learner-types
from Analysis phase), the hypothesisation of practical goals, the formulation
of scenarios, and the description of system tasks. Specification describes the
back-end and the front-end. Prototyping is testing of the system and involves
formative evaluation.

As the Design phase is quite comprehensive, this makes the Development
phase easier. Development does not involve more design issues but is simply
the execution of a plan conceived in the Design phase. In this way, educators
play a more significant role in the CALL engineering process in the code-free
Analysis and Design phases. Development involves a thorough testing process.
The requirements set out in the Analysis and Design phases should guarantee an
efficient deployment of the developed system during the Implementation phase
into the targeted learning and teaching environment.

The Evaluation phase of Colpaert’s model uses summative (after the Imple-
mentation stage) evaluation. Only after Implementation and Evaluation does the
model call for a new working hypothesis for new versions or new applications,
which will be developed based on extensive user feedback.

4 Analysis Phase Findings

This section discusses the research tasks carried out and the results established
under the Analysis phase of Colpaert’s model. The Analysis phase covers a liter-
ature review, needs analysis and matching CALL functionalities against dyslexic
needs analysis.

4.1 Literature Review

The literature review consisted of a thorough analysis of each area relating to
the research including existing courseware (see Section 2 for details), special ed-
ucation, government policy, curriculum analysis using Computational Linguis-
tic (CL) technologies, Human-Computer Interaction (HCI) and usability issues,
with the main focus on Computer-Assisted Language Learning (CALL) litera-
ture and Dyslexia.

CALL software is language-learning software (e.g., web-based, CD-Rom, inter-
active) that has lessons and exercises designed and developed for the particular
needs of a target language learner group. CALL is a means of aiding the work
done in the classroom by the teacher and can also be a means of independently
learning a language. The literature review also involved a review of CALL design
and development in both first and second language areas.

The word dyslexia is derived from the Greek ‘dys’ (meaning poor or inade-
quate) and ‘lexis’ (words or language). The word dyslexia therefore means ‘diffi-
culty with words’. The causes and characteristics of dyslexia were investigated,
as well as the needs and difficulties of dyslexic students. Research in the area of
dyslexia and software design for dyslexia was also reviewed.
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4.2 Needs Analysis

The needs analysis of dyslexic teenagers was carried out through teaching ex-
perience, training with the Dyslexia Association of Ireland (DAI) and survey
questionnaires of dyslexic teenagers and teachers. This research helped to iden-
tify the needs of dyslexic students and the learner types.

Needs analysis was carried out during teaching experience as a learning sup-
port and English as a Foreign Language (EFL) teacher (2002-03) in a secondary
school. This teaching experience helped identify dyslexic student difficulties,
needs and preferences. Professional dyslexia training with the DAI was an im-
portant component informing needs analysis e.g. ethical issues such as student
privacy.

Learner types provide the ‘personas’ in Colpaert’s [1] RBRO model. Learner-
types were identified based on research into special education, dyslexia and dis-
cussions with the DAI. Feedback from the teacher, student and tutor surveys
helped to identify these learner-types. Previous learning support teaching expe-
rience with students with learning difficulties and dyslexia proved valuable.

Survey questionnaires were carried out with special needs teachers (21 partici-
pants), dyslexia tutors (15 participants) and dyslexic teenagers (32 participants).
The aim of the questionnaires was to investigate:

– What (if any) software/ICT tools students and teachers used for schoolwork?
– What type of software/tool teachers and students would like?
– Which features would be most beneficial and useful in this software/tool?

The results from the surveys show that the majority of special needs teachers and
dyslexic students in schools use general-purpose ICT tools for their schoolwork as
opposed to dedicated systems. Respondents said much of the software for dyslexic
students is aimed at younger students and therefore not age-appropriate. Details
of the ICT materials used in schools and current research in the area can be found
in Section 2. The most often asked for (yet non-existent) software/tool from the
surveys was comprehension software working with authentic texts. Respondents
(teachers, tutors and students) pointed to dyslexic students’ need for a new
way to access the curriculum and to gain experience with exam and every-day
language.

Respondents were presented with many features that can potentially be in-
tegrated into such a system. Table 1 in section 4.3, entitled “Key Features for
Dyslexia-Focused CALL Software” shows the features chosen, how many respon-
dents chose that feature and their reason from a dyslexic student need point of
view. These results have been matched against how the CALL system could
integrate this feature.

4.3 Matching CALL Functionalities Against Dyslexic Needs
Analysis

This section takes the information gathered in my Analysis phase (following Col-
paert’s [1] model), which includes student needs, teacher needs, the survey ques-
tionnaire results and the review of CALL and related disciplines and puts them
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together in preparation for the Design phase of the model. Table 1 shows the key
features for curriculum-focused comprehension software for dyslexic teenagers
and how CALL software can cater to the needs of these students.

Table 1. Key Features for Dyslexia-Focused CALL Software

Feature Who Why CALL?
Present text in digestible
chunks

85% of learning support
(LS) teachers

Short term memory and
sequencing difficulties

Dyslexia-focused design
and layout

Pictures, audio, video,
TTS systems

96% of students & 100%
of LS teachers

Poor symbol-sound
meaning, grapheme
phoneme linking

Multi-modal activities
(audio & video)

Manipulate text like
word processor

95% of LS teachers &
93% tutors

Defective fine motor
skills, energy

Mind map, click & drag
capabilities

Language quizzes &
games

100% of students, 90%
LS teachers, 100% tutors

Thinking in pictures,
ADD, concentration

Colour, graphics, kinaes-
thetic features

Manual text summarisa-
tion

73% of dyslexia tutors Organisation, STM,
thinking in pictures

Multi-modal capabilities

Automatic text sum-
marisation

26% of dyslexia tutors Organisation, STM,
thinking in pictures

Multi-modal capabilities

Authentic texts 93% of tutors Need real texts Exam materials
Memory games 46% of tutors STM, sequencing Multi-modal games

Due to Short-Term Memory (STM) and sequencing difficulties, students can
lose their way in comprehension texts because they are not retaining impor-
tant facts and therefore do not fully understand the text. CALL courseware’s
multi-modal capabilities can present a text in small digestible chunks. STM and
defective phonological and visual access problems can make retaining grapheme-
phoneme links difficult. CALL technology can strengthen the symbol-sound-
meaning link with constant audio-visual revision because a student can click on
a word and hear what it sounds like as often as they like.

CALL can address defective fine motor skills because it allows the student
to manipulate text easily, summarise their work automatically and manually in
mind-maps with pictures and record their voice instead of typing. This will also
address organisation difficulties. CALL can address the problem of Attention
Deficit Disorder (ADD). Many tasks that other students take for granted are
difficult for dyslexic students due to the energy required to do it. Evidence from
brain imaging suggests that while children with dyslexia do not activate the
left hemisphere (language centre) in the brain as much when reading as non-
dyslexic readers [9], they use five times of the overall brain area as non-dyslexic
readers while performing a simple language task [8]. Students can lose interest
and become frustrated reading a text. CALL programs can use colour, graphics,
sound and kinaesthetic features to utilise multi-sensory paths to organisation
and retrieval [12] rather than being restricted to the textual and linear format
of textbooks. Games and quizzes can be integrated easily to give the student a
new and interesting way of accessing the curriculum.

4.4 Curriculum Analysis Using CL Technologies

The content for my web-based CALL comprehension tool for dyslexic teenage
students is provided by authentic texts from the History Junior Certificate
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curriculum. The content was determined in discussions with the DAI. Dyslexic
students find the language in the history curriculum particularly difficult. These
texts are online exam papers and online research samples of the History curricu-
lum textbooks. This integrates the software with the curriculum in a blended
CALL scenario and increases the reference of the software to students. Tag-
gers, morphological analysis and pattern matching are used to analyse the text
that students read to find words and patterns that dyslexic students find dif-
ficult, before the texts are presented to the students. Frequency lists are used
to highlight words that occur repeatedly in these history texts e.g. ‘archaeol-
ogist’. ‘Hard words’ and nouns that occur frequently in the history syllabus
are stored in a XML database, which has associated pictures, audio files, and
videos if appropriate. ‘Hard words’ are words of length >6, irregular phoneme-
grapheme matching e.g. ph, words containing pre/suffixes, words that can be
easily misinterpreted (p, b, d, q can all be seen as the same shape). There
are also authentic popular texts such as texts from online teen magazines and
online newspapers for the private newsgroup and pin board sections of the
system.

The students will be able to avail of text-to-speech (TTS) systems (Talk-
ing Dictionary 8 [11] and Logox WebSpeech [7] and a summarisation system,
Copernic Summariser [2]. These systems will be adapted to be used in my inter-
active environment so that students can access the text fully. Talking Dictionary
8 [11] is used because it is based on the Wordnet 2.1 [13] database and con-
tains over 250,000 words together with audio information. Wordnet will provide
synonyms/antonyms etc. in the multi-modal database and these words are also
available in the Talking Dictionary.

5 Design Phase Findings

This section discusses the research tasks carried out under the Design phase
following Colpaert’s model and the associated findings and results.

5.1 Conceptualisation Results

Conceptualisation involved the identification of personas (learner-types from
Analysis phase), the hypothesisation of practical goals, the formulation of sce-
narios, and the description of system tasks. Personas are types of users with
common goals that have been identified in the Analysis phase. An example of
one persona is ‘John: John has an exemption from Irish. He avoids reading out
loud in class and becomes annoyed and aggressive if pushed into reading’. Prac-
tical target goals for these personas were identified, such as improving reading
skills, motivation, organisation and presentation skills. Scenarios were drawn
up as to how personas will use the CALL tool. System tasks were described,
which involved planning out exactly what each module in the system is going
to do.
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5.2 Specification Results

Specification entails the design of the back-end and the front-end of the sys-
tem. The back-end of the system describes the system structure in terms of
components and their interaction. The front-end describes what the students
will see and how they interact with the system.

Front-End of the System. The student logs into the system and they can go
into history work, schoolwork/student newsgroups or schoolwork/student pin
boards. When the student enters the history section the appropriate level of
texts, decided by the teacher/tutor, are displayed. Each text will be presented
in small digestible chunks (including text, recorded voice, pictures, video) to ease
the load on the student’s STM. Students will be able to click on words to hear
them and access extra material: audio, text, video, antonyms, and synonyms.
The student will be able to work on the texts and associated exercises at their
own pace. The constant audio-visual revision will strengthen the symbol-sound-
meaning (grapheme-phoneme) link for the students. The student will be able to
manually summarise the text by clicking-and-dragging words from the text, and
pictures and related content from the database of history nouns into a mind-map
area for themselves, as well as record oral summaries. The teacher or tutor will
have a login so that they can see students progress throughout the system.

Back-End of the System. The back-end consists of the XML database that
contains all the information for the comprehension texts and related information.
The system has two main areas: schoolwork and a student area. The system
modules are all separate to allow content to be added easily. The small texts
that students receive have already been pre-processed in the Analysis phase and
are stored in an XML database with associated video, audio and text. Further
information can be found in Section 4.4.

5.3 Prototyping Results

The purpose of prototyping is to test discrete functionalities. Prototyping in-
volves testing sections and versions of the software on a number of different
people: fellow developers, teachers and finally when the product is ready, the
students, for the implementation and evaluation cycle. Functionalities such as
the XML database, summarisation and text-to-speech have been tested.

6 Future Plans - Development, Deployment, Evaluation

Formative evaluation of discrete functions within the system is under way. The
prototype is being developed at the moment. The software will then be deployed
with students who receive after-school dyslexia tutoring to help them with their
school and exam work. This first cycle of implementation and summative eval-
uation will provide student and teacher feedback, which will feed back into the
design phase and create new hypotheses for further development. These changes
will then be implemented and further summative evaluation carried out.
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7 Conclusion

The paper provides a background to research and development in the area of
learning software for teenage dyslexic students. My research identifies and fo-
cuses on the lack of support for dyslexic teenagers in Irish secondary schools and
establishes the particular needs of this age group. The paper describes CALL
courseware development in progress. The software aims to aid the reading, organ-
isation and exam skills of dyslexic students through the use of online authentic
Junior Certificate History curriculum texts. The final evaluation phase of the
project will assess the efficacy of the software and help answer the question of
whether dedicated software can improve the reading skills of teenage dyslexic
students at word, sentence and text level.
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Abstract. A new audio testing system was developed for the newly
blind and the learning disabled (dyslexia) who have difficulties with read-
ing braille or print-format tests. The system enables them to take the
National Center Test for University Admissions. The system was devel-
oped primarily on a tablet PC and presents not only speech sound but
also document structures and figures from the test.

1 Introduction

The National Center Test for University Admissions is the joint achievement
test for admissions into all national and local public universities as well as many
private universities in Japan. Every year, about 600,000 students take the Na-
tional Center Test. As for test-takers with disabilities, special arrangements re-
garding test media such as large print test and braille-format test have been
administered [7]. Audio tests, however, have not been administered yet. There
are difficulties in administering ordinary types of audio tests for the National
Center Test because the documents are very long and the document structure
very complicated. This study contributes to the development of a new audio
testing system for the newly blind and the learning disabled (dyslexia) who have
difficulties with reading braille or print-format tests.

Ordinarily, audio tests are administrated by means of readers [4], audio cas-
settes [2,9,10], DAISY (Digital Audio Accessible Information System) [3] or com-
puters [1]. The simplest procedure is to recruit readers and have them read
out a test booklet to a test-taker directly, but it is not easy to find enough
well-trained readers for each test-taker. And for fairness and security reason, it
might be necessary to supervise such readers by another person. Audio cassettes
make it easy for test-takers to listen to the test sequentially, but it is inconve-
nient to go directly to a particular section of the test unless rewinding and fast-
forwarding can be done easily. Recently, it has become possible to design audio
tests by means of DAISY, which is a world standard audio system for people with

K. Miesenberger et al. (Eds.): ICCHP 2006, LNCS 4061, pp. 801–808, 2006.
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visual disabilities, taking the place of audio cassettes. DAISY offers audio tests
in CD quality, and test-takers can listen to the test from any point, such as
from an underlined or blank part, without delay. They can also use the talk-
speed-control function, by which the speech sound can be adjusted from 1/2
to 3 times normal speed. As a result of the experiments with the Law School
Aptitude Test [6] and the National Bar Examination [5] of Japan, we found that
the DAISY tests were almost equal to braille-format tests for the blind in design
and administration. However, DAISY is not convenient enough for tests which
have complicated document structure. A computer test is also inappropriate for
tests written in Japanese even with advanced screen-reader software for the blind
because of the ambiguity of the reading of Kanji in Japanese sentences. Screen-
reader software can not always convert Japanese sentences into correct Japanese
speech.

We developed a new audio testing system utilizing a tablet PC which enables
the newly blind and the learning disabled to take the National Center Test
for University Admissions. This system presents the document structure of test
problems with characters or icons on a computer screen for the learning disabled
and on braille paper for the newly blind. Test-takers can take a variety of tests
by using the electronic pen of a tablet PC.

This paper is organized as follows: Section 2 contains a summary of the system;
Section 3 provides a system evaluation by experiment; and Section 4 is the
conclusion.

2 The Tablet PC Audio Testing System

2.1 Composition

We developed a new audio testing system utilizing a tablet PC. The composition
of the system for the newly blind is slightly different from the one for the learning
disabled.

For the newly blind, the composition of the system is illustrated in Fig. 1. The
system consists of a PC (FMV STYLISTIC, Fujitsu Inc.), an A3 tablet (Intuos3,
Wacom Inc.), a ten-key pad (NT-1U, Sanwa Supply Inc.), and a speaker with
amplifier (SRS-T88, Sony Corp.). On the A3 tablet, a sheet of braille paper, on
which the document structure for each problem or figure has been embossed by
a braille printer, is mounted. With just an electronic pen, test-takers can listen
to speech sound from any part of the document and answer the questions. The
ten-key pad is used to adjust the speed and volume of speech sound.

For the learning disabled, the system consists only of a tablet PC (VAIO PCV-
LX80, Sony Corp.). On the LCD (Liquid Crystal Display) screen of the tablet
PC, the document structure is displayed. Speech sound comes from speakers
mounted on both sides of the LCD screen.

The software was exclusively developed at the National Center for University
Entrance Examinations to run on Windows XP Tablet PC Edition with Visual
C++ 6.0 and Windows Media Player SDK 10 (Microsoft Corp.).
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Fig. 1. The composition of the system for the newly blind

2.2 Usage

The system displays the document structure of each problem, which enables a
test-taker to confirm the document structure throughout the answering process
and to point to any position of document to listen to the speech sound.

Fig. 2 is an example of the document structure displayed on the LCD screen
for the learning disabled. For the newly blind, on the other hand, only the
character part of the document structure was embossed by a braille printer,
which is mounted on the tablet. In Fig. 2, the first line shows the subject name
‘Gensha 1’ and the problem number ‘Q1’. The upper part shows the document
structure of the theme document of the problem. Each line ‘p1’-‘p4’ corresponds
to a paragraph in the theme document. The symbol ‘s’ represents a sentence
in a paragraph, and the symbols ‘a’-‘g’ represent underlined parts of the theme
document. The lower part shows the document structure of the questions of the
problem. Each line ‘q1’-‘q7’ corresponds to a question. The symbols ‘[]1’-‘[]7’

Fig. 2. An example of the document structure displayed on the LCD screen
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represent answer items, and the symbols ‘1’-‘6’ represent possible answers for an
answer item.

To produce speech sound, a test-taker just touches the symbol of either a
paragraph, a sentence, an underlined part of theme document, an answer item
or a possible answer with the electronic pen. To stop the sound, a test-taker
touches the blank part of the screen with the electronic pen.

To answer a question, the tail switch of the electronic pen is used. When a
test-taker successively touches the symbol of an answer item and the symbol of a
possible answer with the tail switch of the electronic pen, an answer is recorded
by the system, and a confirmation message is produced, for example, “On answer
item No. 1, choice No. 2 was selected.”

The ten-key pad is used to start the test, to suspend the test, to end the test,
and to adjust the speed and volume of speech sound. When the ten-key pad is
used, a confirmation message is produced.

The answering process of a test-taker is automatically recorded with the time
whenever the electronic pen or the ten-key pad is used.

3 Evaluation Experiment

In order to evaluate the tablet PC audio testing system, an experiment was
conducted by comparing the tablet PC audio test with other test media such as
the braille-format test, the DAISY test, and the multimodal test of braille-format
and tablet PC audio test.

3.1 Method

Two subject groups were assigned in this experiment, namely, a blind group and
a non-disabled group. The blind group consists of 12 students from a high school
for the blind, and the non-disabled group, 28 average high school students.

The experimental design for the blind group was a repeated 4x4 Latin-square
method [8] because we could not use the same problem in different test media
for the same person. The image of the experimental design for the Latin-square
method is shown on Table 1. There were 4 test media: the braille-format test,
the DAISY test, the tablet PC audio test, and the multimodal test for braille-
format and tablet PC audio test. There were 4 subject groups, i.e., the blind
group was evenly divided into 4 subgroups. Four problems were prepared from
tests in “Contemporary Social Studies” previously used in the National Center
Test. The allotment of marks, number of characters, size of figures, and quantity
of problems are shown on Table 2. The size of a figure is converted to a num-
ber of characters (the density of characters in the document × the area of the
figure).

The test procedure was administered without time limits. Blind subjects took
the braille-format test by braille booklets, the DAISY test by a DAISY player
(Plextalk Portable Recorder PTR1, Plextor Inc.), the tablet PC audio test by
our system, and the multimodal test by using both the braille booklets and the
tablet PC audio testing system. The behavior of blind subjects was observed by
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Table 1. Image of the experimental design for the Latin-square method

Subect Groups
Group 1 Group 2 Group 3 Group 4

Braille Problem 1 Problem 2 Problem 3 Problem 4
DAISY Problem 2 Problem 1 Problem 4 Problem 3Test Media
Tablet Problem 3 Problem 4 Problem 1 Problem 2
Multi Problem 4 Problem 3 Problem 2 Problem 1

Table 2. Allotment of marks, number of characters, size of figures, and quantity of
problems

Marks Characters Figures Quantity
Problem 1 20 3550 3550
Problem 2 20 3314 1196 4510
Problem 3 20 4374 4374
Problem 4 20 4141 177 4318
Total 80 15379 1373 16752

test monitors, and the answer-process time of blind subjects was recorded by
the monitors using stop watches. On the other hand, the non-disabled subjects
answered the same 4 problems using print-format tests. They recorded their own
time using stop watches.

3.2 Result

Score Distribution: For the blind group, the score distribution of the tablet
PC audio test was almost the same as those of the braille-format test, the DAISY
test and the multimodal test. The Box-and-whiskers plots [8] in Fig. 3 represent
the score distribution of each test media for the blind group, the distribution of
the total score of the four test media for the blind group, and the distribution of
the total score of the print-format test for the non-disabled group. The vertical
lines in the middle of the box plots indicate the median. The ‘+’ symbols in
the boxes are the mean. Table 3 is the result of the analysis of the variance of
the score using the repeated Latin-square design [8]. There were no significant
main effects on score regarding all three factors: test media, subject group and
problems. The three-dimensional interaction was not significant.

Though the median of the total score for the non-disabled group was about
6 marks out of 80 higher than that for the blind group, there was no significant
difference compared to the Mann-Whitney test [8].

Distribution of the Answering Speed: For the blind group, the distribution
of the answering speed for tablet PC audio test was also similar to those for
the braille-format test, the DAISY test and the multimodal test. The Box-and-
whiskers plots in Fig. 4 represent the distribution of the answering speed of each
test media for the blind group, the distribution of the total answering speed of the
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Fig. 3. Box-and-whisker plots for the score

Table 3. Result of the analysis of the variance of the score using the Latin-square
design

Source DF Sum of Square Mean Square F Value Pr > F
Group 3 59.165 19.722 1.05 0.383
Media 3 41.379 13.793 0.74 0.538
Problem 3 112.716 37.572 2.01 0.133
Group×Media×Problem 6 39.067 6.511 0.35 0.906
Error 32 599.415 18.732
Corrected Total 47 851.741

four test media for the blind group, and the distribution of the total answering
speed of print-format test for the non-disabled group. Here, answering speed
is defined as the number of characters of problems (‘quantity’ in Table 2) per
minute to answer the problems for each person. Table 4 is the result of the
analysis of the variance of the answering speed for the repeated Latin-square
design. There were no significant main effects on answering speed regarding all
three factors: test media, subject group and problems. The three-dimensional
interaction among the three factors was not significant.

We found that the median of the total answering speed for the non-disabled
group was about 2.4 times faster than that for blind subject group. There was
a significant difference in the distribution of the total answering speed between
the blind group and the non-disabled group according to the Mann-Whitney test
(p < 0.0001).

3.3 Discussion

The result of the evaluation experiment shows that the tablet PC audio test
and the DAISY test are almost equal to the braille-format test for the blind in
terms of score and answering speed without time limits. We also found that the
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Fig. 4. Box-and-whisker plots for the answering speed

Table 4. Result of the analysis of the variance on the answering speed using the
Latin-square design

Source DF Sum of Square Mean Square F Value Pr > F
Group 3 3457.613 1152.538 0.57 0.640
Media 3 3013.639 1004.546 0.50 0.688
Problem 3 4256.247 1418.749 0.70 0.559
Group×Media×Problem 6 6435.548 1072.591 0.53 0.782
Error 32 64877.108 2027.410
Corrected Total 47 82040.156

answering speed of the print-format test for non-disabled test-takers is about
2.4 times faster than of the four test media for blind test-takers provided that
both have the same achievement level. These findings are consistent with our
previous results for the DAISY test in the Law School Aptitude Test [6] and the
National Bar Examinations [5].

The tablet PC audio testing system can be introduced to the National Center
Test if the system is improved. Though the blind subjects were not trained
well, they could take the tablet PC audio test with similar scoring ability and
answering speed as with the braille-format test.

With time limits, audio test may be more useful because audio test such as
the tablet PC audio test and the DAISY test have a talk-speed-control function.
The tablet PC audio test may be a more effective test media than the DAISY
test when the document structure is complicated.

The tablet PC audio testing system enables the newly blind and the learning
disabled with reading difficulties to take tests effectively. It is, however, advisable
that blind test-takers without reading difficulties choose test media from among
audio tests and a braille-format test because they have studied with braille text-
books and taken braille-format tests in quizzes and term examinations.
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4 Conclusion

We developed this new audio testing system utilizing a tablet PC for the newly
blind and the learning disabled who have difficulty reading long documents.
In most advanced countries, audio tests are prepared for the newly blind and
the learning disabled [2,9,10]. Ordinarily, they are administered with readers,
audio cassettes, DAISY players or computers. Those methods, however, are in-
appropriate for the National Center Test for University Admissions because of
complicated document structure. Therefore, we designed this new audio testing
system that presents the document structure of a test.

As a result of the experiment for evaluation, we found that a tablet PC audio
test was almost equal to a braille-format test for the blind in terms of score and
answering speed.

To put the tablet PC audio testing system to practical use, we still have two
challenges: improvement of the management software for the electronic pen; and
development of an authoring system for the tablet PC audio tests so that anyone
can easily produce material for audio tests.
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Abstract. Given the value of face-to-face interaction in communication and 
learning, our persistent goal has been to develop, evaluate, and apply animated 
agents to produce realistic and accurate speech. We have implemented these 
agents as computer-assisted speech and language tutors for hard of hearing and 
autistic children, and other children with language challenges. Our language-
training program utilizes conversational agents, who guide students through a 
variety of exercises designed to teach vocabulary and grammar, to improve 
speech articulation, and to develop linguistic and phonological awareness. We 
report a new experiment showing its effectiveness for school children learning 
English as a new language. Some of the advantages of this pedagogy and tech-
nology include the popularity and effectiveness of computers and embodied 
conversational agents, the perpetual availability of the program, and individual-
ized instruction. Animated tutors offer a promising approach to language learn-
ing, human-machine interaction, and education. 

1   Introduction 

Language challenges are pervasive in today’s world. Given the maximum migration 
that our society has ever experienced, many individuals become members of a new 
linguistic community. Given the highly mobile society, individuals of all walks of life 
find themselves in situations in which successful education, business, and social inter-
actions require use of a nonnative language. As an obvious example, English is be-
coming increasing necessary and desirable, and the number of people in the world 
who are learning English is increasing at a rapid rate. Learning a new language, how-
ever, is a significant challenge for all individuals, whether young or old. In addition, 
there are surprisingly many individuals who have language and speech disabilities, 
and these individuals like those learning a new language require additional instruction 
in language learning. Currently, however, these needs are not being met because there 
are not enough skilled teachers and professionals to give them the one on one atten-
tion that they need. So they resort to other resources, such as books or other media, 
but the problems with these are that they are not easily personalized to the students’ 
needs, they lack the engaging capability of a teacher, they are rather expensive, and 
they are relatively ineffective. 
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In this paper, we describe several language learning applications with a virtual tu-
tor for language learning and speech training. We begin by describing research that 
demonstrates that our perception and understanding of language are influenced by a 
speaker's face and accompanying gestures, as well as the actual sound of the speech. 

1.1   State of the Art: Value of the Face in Communication  

Although traditionally speech has been viewed as solely an auditory phenomenon, 
speech as a multimodal phenomenon is supported by experiments indicating that our 
perception and understanding are enhanced by a speaker's face and accompanying 
gestures, as well as the actual sound of the speech [1,2]. There are several reasons 
why the use of auditory and visual information together is so successful. These in-
clude a) robustness of visual speech, b) complementarity of auditory and visual 
speech, and c) optimal integration of these two sources of information. Speechread-
ing, or the ability to obtain speech information from the face, is robust in that perceiv-
ers are fairly good at speechreading even when they are not looking directly at the 
talker's lips [1].  Furthermore, accuracy is not dramatically reduced when the facial 
image is blurred (because of poor vision, for example), when the face is viewed from 
above, below, or in profile, or when there is a large distance between the talker and 
the viewer. 

Complementarity of auditory and visual information simply means that one of the 
sources is strong when the other is weak. A distinction between two segments robus-
tly conveyed in one modality tends to be relatively ambiguous in the other modality. 
Two complementary sources of information make their combined use much more 
informative than would be the case if the two sources were non-complementary [1]. 

Perceivers combine or integrate the auditory and visual sources of information in 
an optimally efficient manner. Many different empirical results have been accurately 
predicted by a Fuzzy Logical Model of Perception (FLMP) that describes an opti-
mally efficient process of combination [1].  

1.2   Embodied Conversational Agents  

The value of visible speech in face-to-face communication was the primary motiva-
tion for the development of Baldi®, a 3-D computer-animated talking head. Baldi 
provides realistic visible speech that is almost as accurate as a natural speaker [1,3]. 
The goal of the visible speech synthesis carried out in the Perceptual Science Labora-
tory (PSL) has been to develop a polygon (wireframe) model with realistic motions 
(but not to duplicate the musculature of the face). Our animated face can be aligned 
with either the output of a speech synthesizer or natural auditory speech [3]. We have 
also developed the phoneme set and the corresponding target and coarticualtion val-
ues to allow synthesis of several other languages. These include Spanish (Baldero), 
Italian (Baldini), Mandarin (Bao), Arabic (Badr), French (Balduin), German 
(Balthasar), and Russian (Balda). Baldi, and his various multilingual incarnations are 
seen at: http://mambo.ucsc.edu/psl/international.html. 

In our facial animation algorithm, each segment is specified with a target value for 
each facial control parameter. Coarticulation, defined as changes in the articulation of 
a speech segment due to the influence of neighboring segments, is based on a model 
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of speech production using rules that describe the relative dominance of the character-
istics of the speech segments [1,3].  

A central and somewhat unique quality of our work is the empirical evaluation of 
the visible speech synthesis, which is carried out hand-in-hand with its development. 
The quality and intelligibility of Baldi’s visible speech has been repeatedly modified 
and evaluated to accurately simulate naturally talking humans [1,3]. The gold stan-
dard we use is how well Baldi compares to a real person. Given that viewing a natural 
face improves speech perception, we determine the extent to which Baldi provides a 
similar improvement. We repeatedly modify the control values of Baldi in order to 
meet this criterion. We modify some of the control values by hand and also use data 
from measurements of real people talking.  

Several advantages of utilizing a computer-animated agent as a language tutor are 
clear, including the popularity of computers and embodied conversational agents. 
Computer-based instruction is emerging as a prevalent method to train and develop 
vocabulary knowledge for both native and second-language learners and individuals 
with special needs [4].  An incentive to employing computer-controlled applications 
for training is the ease in which automated practice, feedback, and branching can be 
programmed. Another valuable component is the potential to present multiple sources 
of information, such as text, sound, and images in parallel. Instruction is always avail-
able to the child, 24 hours a day, 365 days a year. Furthermore, instruction occurs in a 
one-on-one learning environment for the students. Applications with animated tutors 
perceived as supportive and likeable will engage foreign language and ESL learners, 
reading impaired, autistic and other children with special needs in face-to-face com-
puterized lessons. We now review several different applications utilizing Baldi to 
carry out language tutoring, and then report a new study in the learning of vocabulary 
in a new language. 

2   Pedagogy of Language Learning 

Vocabulary knowledge is critical for understanding the world and for language com-
petence in both spoken language and in reading. There is empirical evidence that very 
young children more easily form conceptual categories when category labels are 
available than when they are not [4]. Even children experiencing language delays 
because of specific language impairment benefit once this level of word knowledge is 
obtained. It is also well-known that vocabulary knowledge is positively correlated 
with both listening and reading comprehension [5]. It follows that increasing the per-
vasiveness and effectiveness of vocabulary learning offers a timely opportunity for 
improving conceptual knowledge and language competence for all individuals, 
whether or not they are disadvantaged because of sensory limitations, learning dis-
abilities, or social condition. 

Learning and retention are positively correlated with the time spent learning. Our 
technology offers a platform for unlimited instruction, which can be initiated when-
ever and wherever the child and/or mentor chooses. Instruction can be tailored exactly 
to the student’s need, which is best implemented in a one-on-one learning environ-
ment for the students. Other benefits of our program include the ability to seamlessly 
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meld spoken and written language, and provide a semblance of a game-playing ex-
perience while actually learning. Given that education research has shown that chil-
dren can be taught new word meanings by using direct instruction methods [5], we 
implemented these basic features in an application to teach vocabulary and grammar. 

2.1   Research and Methodological Approach 

To test the effectiveness of vocabulary instruction using an embodied conversational 
agent as the instructor, we developed a series of lessons that encompass and instanti-
ate the developments in the pedagogy of how language is learned, remembered, and 
used.  

One of the principles of learning that we exploit most is the value of multiple 
sources of information in perception, recognition, learning, and retention. An interac-
tive multimedia environment is ideally suited for learning [4]. Incorporating text and 
visual images of the vocabulary to be learned along with the actual definitions and 
sound of the vocabulary facilitates learning and improves memory for the target vo-
cabulary and grammar.  Many aspects of our lessons enhance and reinforce learning. 
For example, the existing program makes it possible for the students to 1) Observe the 
words being spoken by a realistic talking interlocutor, 2) Experience the word as 
spoken as well as written, 3) See visual images of referents of the words, 4) Click on 
or point to the referent or its spelling, 5) Hear themselves say the word, followed by a 
correct pronunciation, and 6) Spell the word by typing, and 7) Observe and respond to 
the word used in context.  

2.2   Effectiveness for Hearing Loss 

It is well known that children with hearing loss have significant deficits in both spo-
ken and written vocabulary knowledge. To assess the learning of new vocabulary, we 
carried out an experiment based on a within-student multiple baseline design where 
certain words were continuously being tested while other words were being tested and 
trained [6]. Although the student's instructors and speech therapists agreed not to 
teach or use these words during our investigation, it is still possible that the words 
could be learned outside of the learning context. The single student multiple baseline 
design monitors this possibility by providing a continuous measure of the knowledge 
of words that are not being trained. Thus, any significant differences in performance 
on the trained words and untrained words can be attributed to the training program 
itself rather than some other factor.  

We studied eight children with hearing loss, who needed help with their vocabu-
lary building skills as suggested by their regular day teachers. The experimenter de-
veloped a set of lessons with a collection of vocabulary items that was individually 
composed for each student. Each collection of items was comprised of 24 items, bro-
ken down into 3 categories of 8 items each. Three lessons with 8 items each were 
made for each child. Images of the vocabulary items were presented on the screen 
next to Baldi as he spoke. Assessment was carried out on all of the items at the begin-
ning of each lesson. It included identifying and producing the vocabulary item with-
out feedback. Training on the appropriate word set followed this testing. 
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As expected, identification accuracy was always higher than production accuracy. 
This result is expected because a student would have to know the name of an item to 
pronounce it correctly. There was little knowledge of the test items without training, 
even though these items were repeatedly tested for many days. Once training began 
on a set of items, performance improved fairly quickly until asymptotic knowledge 
was obtained. This knowledge did not degrade after training on these words ended 
and training on other words took place. In addition, a reassessment test given about 4 
weeks after completion of the experiment revealed that the students retained the items 
that were learned. 

2.3   Effectiveness for Autism 

The tutoring application has also been used in evaluating vocabulary acquisition, 
retention and generalization in children with autism [7]. Although the etiology of 
autism is not known, individuals diagnosed with autism must exhibit a) delayed or 
deviant language and communication, b) impaired social and reciprocal social interac-
tions, and 3) restricted interests and repetitive behaviors. The language and communi-
cative deficits are particularly salient, with large individual variations in the degree to 
which autistic children develop the fundamental lexical, semantic, syntactic, phono-
logical, and pragmatic components of language. Vocabulary lessons were constructed, 
consisting of over 84 unique lessons with vocabulary items selected from the curricu-
lum of two schools. The participants were eight children diagnosed with autism, rang-
ing in age from 7-11 years.  

The results indicated that the children learned many new words, grammatical con-
structions and concepts, proving that the application provided a valuable learning 
environment for these children.  In addition, a delayed test given more than 30 days 
after the learning sessions took place showed that the children retained over 85% of 
the words that they learned.  This learning and retention of new vocabulary, grammar, 
and language use is a significant accomplishment for autistic children. 

Although all of the children demonstrated learning from initial assessment to final 
reassessment, it is possible that the children were learning the words outside of our 
learning program (for example, from speech therapists or in their school curriculum).  
Furthermore, it is important to know whether the vocabulary knowledge would gen-
eralize to new pictorial instances of the words.  To address these questions, a second 
investigation used the single subject multiple probe design, as was done in [6]. Once 
a student achieved 100% correct, generalization tests and training were carried out 
with novel images.  The placement of the images relative to one another was also 
random in each lesson. Assessment and training continued until the student was able 
to accurately identify at least 5 out of 6 vocabulary items across four unique sets of 
images.  

Although performance varied dramatically across the children and across the word 
sets during the pre-training sessions, training was effective for all words sets for all 
children. Given training, all of the students attained our criterion for identification 
accuracy for each word set and were also able to generalize accurate identification to 
four instances of untrained images. The students identified significantly more words 
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following implementation of training compared to pre-training performance, showing 
that the program was responsible for learning. Learning also generalized to new im-
ages in random locations, and to new interactions outside of the lesson envirronment. 
These results show that our learning program is effective for children with autism, as 
it is for children with hearing loss. 

We were gratified to learn that the same application could be used successfully 
with both autistic children and children with hearing loss [4]. Specific interactions can 
be easily modified to accommodate group and individual differences. For example, 
autistic children are much more disrupted by negative feedback, and the lesson can be 
easily designed to instantiate errorless learning. Given these successes, we carried out 
a study with English language learners (ELL). 

2.4   Effectiveness for English Language Learners (ELL) 

This study was carried out with English Language Learners (ELL) and involved the 
use of a recently-released application, Timo Vocabulary (http://animatedspeech. 
com), which instantiated the pedagogy we found in our earlier research 6,4,7]. Nine 
children ranging in age from 6-7 years were tested in the summer before first grade. 
Almost all of the children spoke Spanish in the home. The children were pretested on 
lessons in the application in order to find three lessons with vocabulary that was un-
known to the children. A session on a given day included a series of three test lessons, 
and on training days, a training lesson on one of the three sets of words. Different 
lessons were necessarily chosen for the different children because of their differences 
in vocabulary knowledge. As shown in Figure 1, the test session involved the presen-
tation of the images of a given lesson on the screen with Timo’s request to click on 
one of the items, e.g., Please click on the oven. No feedback was given to the child. 
Each item was tested once in two separate blocks to give 2 observations on each item. 
Three different lessons were tested, corresponding to the three sets of items used in 
the multiple baseline design. A training session on a given day consisted of just a 
single lesson in which the child was now given feedback on their response. Thus, if 
Timo requested the child to click on the dishwasher and the child clicked on the spice 
rack, Timo would say, “I asked for the dishwasher, you clicked on the spice rack. This 
is the dishwasher. The training session also included the Elicitation and Imitation 
sections in which the child was asked to repeat the word when it was highlighted and 
Timo said it, and the child was asked to say the item that was highlighted. Several 
days of pretesting were required to find lessons with unknown vocabulary. Once the 3 
lessons were determined, the pretesting period was followed by the training days. 
Given that the children learned at different rates, the results were averaged with re-
spect to when the different training regimens were initiated. Thus, for example, the 
results at block 3 give performance before training on Set 1 words, and the results at 
block 4 give performance after one block of training on Set 1 words. As can be seen 
in Figure 1, training was effective in teaching new vocabulary. Some of the variability 
in the figure is due to having just a few subjects at some blocks: Blocks 9 and 15 have 
just 1 subject’s data.  
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Fig. 1. The left panel shows a typical screen shot from the Timo Vocabulary application. The 
right panel gives the average percentage of correct identifications for each of the three sets of 
words. The three vertical bars indicate when training was initiated for each of the three sets, 
respectively. Performance improved on each set of words after training on that set was initiated. 

3   Future Plans and Conclusion 

Animated Speech is releasing a Lesson Creator that allows easy creation of new lan-
guage lessons. This user-friendly application allows the composition of lessons with 
minimal computer experience and instruction. Although it has many options, the pro-
gram has wizard-like features that direct the coach to explore and choose among the 
alternative implementations in the creation of a lesson. The application will include a 
curriculum of thousands of vocabulary words, and can be implemented to teach both 
individual vocabulary words and metacognitive awareness of word categorization and 
generalized usage. This application will facilitate the specialization and individualiza-
tion of vocabulary and grammar lessons by allowing teachers to create customized 
vocabulary lists from words already in the system or with new words. If a teacher is 
taking her class on a field trip to the local Aquarium, for example, she will be able to 
create lessons on the fish the children will see at the museum. A parent could prepare 
lessons on the child’s relatives, her schoolmates, and teachers. Most importantly, 
lessons can easily be easily created for the child’s most recent interest.  

We found that the Timo Vocabulary is effective in teaching vocabulary to English 
Language Learners. This result replicates previous studies carried out on hearing-
impaired and autistic children with Baldi as the animated conversational tutor. In 
other experiments, we have also observed that Baldi’s unique characteristics allow a 
novel approach to training speech production to both children with hearing loss [8] 
and adults learning a new language [9]. We look forward to new studies that continue 
to test the value of computer-animated tutors for language learning and related appli-
cations in education and human-machine interaction. 
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Abstract. This paper reports results of a workshop on the design of electronic 
content for users with Specific Learning Difficulties (SpLD), particularly 
Arabic dyslexics. First we shed some light on the nature of the Arabic language 
and discuss features that account for the unique needs of Arabic users with 
reading disorders. Then we present recommendations for accessible web design 
for Arabic content in light of existing guidelines on web design for dyslexic 
users. 

1   Introduction 

The use of electronic materials is increasing and more educational content is being 
made available to users online. Web design guidelines promoting accessibility for 
users with Specific Learning Difficulties (SpLD), dyslexics in particular, have been 
developed [1,2]. Until recently, our understanding of dyslexia was largely confined to 
research on the English language. For this reason, existing accessibility guidelines fail 
to address some issues related to non-Latin orthographies. For accessibility issues 
related to presentation and content, it is important to consider the linguistic properties 
of the content, especially for the case of users with SpLDs. Evidence in recent studies 
has shown that linguistic properties of different languages such as phonological, 
morphological, and orthographic characteristics influence the learning of reading and 
writing of that particular language [3]. A few studies have begun to appear that look 
into characteristics of dyslexia in Arabic [4,5,6]. Design guidelines for Arabic content 
need to consider features of the Arabic language that account for the unique needs of 
users with reading disorders. 

Arabic is widely spoken with an estimated 200 million native speakers. It is also 
the language of the Quran and is believed to be the second most widely used script in 
the world [7]. The spread of Islam prompted the incorporation of other cultures 
outside the Arab world and resulted in what is referred to as the "Arab scripted 
world", which includes contemporary languages such as: Farsi, Jawi, Kurdish, Pashto, 
Sindhi, Urdu, Dari, and Uyghuri [8].  

Issues related to the design of Arabic electronic content were explored in a 
workshop investigating accessibility of Arabic content for users with SpLDs, 
particularly dyslexics. The objectives of the workshop were to identify the most 
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commonly noted difficulties which dyslexics experience when reading and writing 
Arabic script, understand the needs of dyslexics for accessing Arabic electronic 
content, and present recommendations for accessible design specific to Arabic 
content. 

1.1   Arabic Orthography 

Arabic is an alphabetic language, written from right to left in cursive form, with 28 
letters. Each letter has a different form depending on its position in the word (initial, 
medial, final). Arabic script includes long vowels, but no short vowels. Short vowels 
are indicated by diacritical marks, small diagonal strokes above or below characters. 
The Arabic orthography is either shallow (short vowels appear in the writing as 
diactritics) or deep (unvowelized, diacritics are omitted). Both orthographies are used 
for electronic content made available online. However, deep orthography dominates 
the majority of websites.  While newspapers and textbooks utilize deep orthography 
aimed at skilled readers, shallow orthography is used in children's books and in 
formal texts such as the Quran [4]. Texts presented in the shallow orthography are 
easy to phonologically decode due to the consistent letter-to-sound correspondence. 
Very few websites provide content in this type of orthography for two salient reasons: 
First, a greater expansion of effort is required from the developer to include diacritics, 
especially for larger websites. Secondly, the linguistic skill required for the correct 
application of diacritics can be intimidating even to native speakers working as 
developers. 

Arabic, like other Semitic languages is also Bi-Directional (BiDi for short). Most 
of the text is written from right to left, while some of the text (like numbers) is written 
from left to right. This requires special accommodation for editors and browsers and 
only recently have products been able to address this issue and facilitate bidirectional 
support. Arabic is also a highly homographic language where the same word can 
carry many different meanings [9]. 

1.2   Dyslexia in Arabic Readers 

Very few studies have investigated dyslexia in native readers of Arabic. Common 
problems of dyslexia that have been observed and reported in the literature of Arabic 
dyslexia include (Adapted from Al-Sarhan [10] and Al-Sartawi [11]): Letter and word 
recognition for letters that are similar orthographically or phonetically, letter and 
word omissions and additions (including diacritics - short vowels), short term 
memory problems, letter and number reversals, and disturbances in visual and audio 
processing. Due to the idiosyncratic nature of dyslexia, these difficulties afflict 
individuals in varying forms and degrees of severity.   

Studies by Abu-Rabia [12,4] have investigated dyslexia in Arabic and showed 
similar characteristics to those in other languages. These studies have shown that 
Arabic dyslexics have poor phonological processing skills and working memory 
(cognitive processing) compared to normal readers. A significant difference is the 
visual processing required for diacritics in Arabic [13]. Elbehari argues that factors 
such as the cursive nature of the Arabic script, inflectional morphemes, different 
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graphemes, and discrepancy between phonology and orthography in unvowelized 
scripts could possibly be contributing to the manifestation of dyslexia in monolingual 
Arabic speakers [6]. 

2   Methods 

A workshop on assistive technology for users with specific learning difficulties 
related to reading and writing of the Arabic language, particularly dyslexics, was held 
in Riyadh, Saudi Arabia on January 3, 2006. The objective was to review guidelines 
promoting accessibility of electronic content for dyslexic readers and explore issues 
related to Arabic content. A total of fifteen participants included specialists in specific 
learning difficulties and educational software development. Four participants were 
experts in SpLDs from the college of special education in King Saud University, four 
specialists in SpLDs represented the General Secretariat of Special Education, four 
special education teachers with experience in working with dyslexic students at 
Ministry of Education public and private schools, and three computer scientists with 
experience in developing Arabic software from Prince Sultan University and the 
Ministry of Education. Issues affecting the accessibility of Arabic electronic materials 
such as readability, user control over presentation, and information architecture were 
discussed. 

To address the objectives of this workshop, an Arabic translation of the checklist 
for web design, for Dyslexic and Visually Impaired readers (DYVI), was reviewed 
[2]. Each item/guideline was presented with an example of an Arabic website or 
electronic content. For each guideline, we discussed the underlying dyslexic 
difficulties and their design implications. Furthermore, we asked participants to rate 
the significance of each guideline with relation to Arabic electronic content on a scale 
of one to five, one being not significant and five being very significant. Other issues, 
specific to Arabic script and not addressed in the published guidelines, were also 
raised and discussed in our review. 

3    Results and Discussion 

Participants were in greatest agreement about the benefits of computer-based 
materials that could provide content that is configured to users' needs. The capability 
of providing alternative methods of content presentation such as audio and video was 
believed to be helpful for dyslexic students. Audio, in particular, was reported from 
participants' practical experience (due to the availability of audio recording of some 
text based materials in the curriculum) to be a helpful aid for students in 
understanding content. It has been shown that for many users with SpLDs, "the 
accuracy of the perception of the spoken word is greater than the perception of the 
written word" [14]. It is also noted that many participants were unaware of how 
simple changes to the interface could affect the ability to read, as has already been 
demonstrated in studies on users of the English language [15,16]. In the workshop 
review of the DYVI checklist, most of the items were found to apply directly to 
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Arabic content and were rated very significant with the exception of a few. For 
example: visual contrast, minimum font size of 12pt, and avoiding light text on dark 
background had the least average rating among participants. It was also noted that 
some items, in the DYVI checklist, do not apply to Arabic content such avoiding 
capitals mid-line and using full stops for abbreviations and acronyms.  

It was agreed that alignment of text should be from right to left due to the nature of 
the script. However, fully justified text was not seen as a problem because in Arabic, 
words can be stretched to fill the width of the line instead of introducing inconsistent 
spaces between words as in English. This type of justified text was reported by 
participants, from practical experience, as being quite helpful in letter recognition and 
associated diacritics, as well as providing a visual aid when reading from right to left 
and moving from one line to the next.  

As for font types, participants rated the clarity of scripts that have flowing cursive 
form with full and deep curves and straight and vertical uprights such as Naskh much 
higher than angular types such as in Koufi and Andalus types. The preferred text font 
types, rated by participants, were Arabic Transparent followed by Simplified Arabic 
Fixed. As for text size, the preferred size was in the 16-20pt range. This is not 
surprising as Arabic script is usually presented in larger sizes than English, both in 
print and electronic form. In terms of emphasizing text, results were in agreement 
with the recommendation of using bold rather than italic or underline. Many 
suggested the use of color or a combination of both bold and color as is used in many 
Arabic textbooks for early elementary levels. This is also in agreement with the fact 
that "Adding color can increase the likelihood that the information will enter the long 
term memory" [17].  

The recommendation of using short sentences was given an average 4.7/5 
significance rating by participants. It was agreed that shorter sentences are easier to 
read and comprehend. However, adhering to this guideline might present a challenge, 
as the nature of the Arabic language allows for longer sentences that span many lines, 
a distinct contrast to English.  

Spacing between letters and words is a problem in the presentation of Arabic texts. 
Six letters in the Arabic alphabet cannot be joined, and consequently create spaces 
between letters within words in Arabic. Readers must learn to distinguish word 
boundaries (space between words) from breaks in the cursive script within a word. 
This might add to the difficulties dyslexics face in the visual processing of text. It is 
recommended that spacing between words be increased. 

Perhaps the most interesting point which arose during the review of the guidelines 
was the significance of diacritization (vowelization) when promoting accessibility of 
Arabic content. Participants agreed that the use of diacritics could improve reading 
accuracy and comprehension, especially for beginning readers. In a study on the role 
of vowels in the reading of Semitic scripts, Abu Rabia [12] states that "If texts are not 
vowelized, these short vowels must be deduced by the reader, which is a cognitively 
demanding task".  Results in another study [9] indicated that vowels had a significant 
effect on reading accuracy of poor and skilled readers. This is not an issue in English, 
as vowels are present in all text. For example, consider the English words "heard", 
"herd", "hard", and "hired". A deep, Arabic orthography would reduce these words to 
"hrd" and then leave it to the individual reader to decipher the word and add its 
missing vowels depending on the context. Furthermore, the extensive use of deep 
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orthography in Arabic electronic content adds another barrier to accessing its content 
to both visually impaired and dyslexic readers. The visually-impaired group is 
affected because screen readers are prone to mispronounce words that do not have 
diacritics, thus rendering content incomprehensible. The dyslexic group is also 
adversely affected by being forced to read without diacritics, because without them 
they must conjure a combination of contextualized cognition and visual memory, thus 
adding to their cognitive burden. While diacritics help to disambiguate words, they 
also have the negative effect of adding to the visual complexity of the script.  
Reading with diacritics requires high levels of visual discrimination and memory 
skills. This in turn reduces the reading comfort of both beginning and experienced 
readers. A suggestion was made to offer text in both formats in electronic form and 
give the user the option to view or hide the short vowels. Offering levels of 
vowelization, full or partial, would address the visual complexity of the script. Some 
assistive technologies have been developed to automatically add diacritics, such as 
Sakhr's Automatic Diacritizer [18]. However, this solution is specific to a limited 
range of commercial products and not affordable to most users. The Unicode standard 
accommodates the representation of diacritics. It is recommended to consider 
automatic diacritization of text in applications so that users can control the appearance 
of diacritics in electronic Arabic content. 

5   Conclusion 

This paper presents recommendations for promoting accessibility of Arabic content 
derived from practitioners' experience. Suggestions were made to offer diacritization 
to facilitate comprehension and to consider simple and clear Arabic typography in 
presenting text to increase readability. These recommendations need to be further 
supported by usability research and tested experimentally at a later stage with 
dyslexic users of Arabic content. It is important to consider the unique features of the 
Arabic language and orthography and their corresponding design implications in 
promoting accessibility of Arabic electronic content. Although this research is in its 
early stages, we feel that our initial findings can give some guidance to practitioners 
on how to provide accessible Arabic content. Recognizing the diversity of individual 
differences between dyslexics when providing electronic content would have a 
substantial benefit for dyslexics and consequently for a much wider section of society. 
In the Arab world today, there is a great lack of awareness about Specific Learning 
Difficulties in general, and dyslexia in particular. More research in this area is 
required to better understand the needs of the dyslexic population so that they can 
acquire literacy skills and achieve their full potential. 
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Abstract. The fear of public speaking is one of the most wide-spread social 
problems of the world today. It is present in early childhood as well as in 
adultness, and causes problems with further influence on the child’s entire life. 
The hesitation or the inability to speak in a heart-quaked situation can easily 
lead to bullying from classmates or even the teacher can misinterpret it as lack 
of knowledge or unwillingness to give the answer at all. For helping such 
children overcome their fear we developed a virtual environment imitating a 
classroom with its usual elements. The user immerses the virtual environment 
via a head mounted display where he or she must solve tasks in a “living” 
classroom of noisy, commentating classmates and a virtual teacher. A teacher or 
therapist supervises the acting in the virtual class and reacts to the doings of the 
user through speaking to him directly or allocating a speech utterance or other 
act to one of the virtual classmates. Due to its complex nature and complete 
adaptability the virtual classroom proved to be a very useful tool in helping 
such children and it is already in use in a primary school. 

1   Introduction 

Many people in the world today have some innate fear. We fear of little insects, or 
great depths, and often of the opinion of others on us. This latter one reaches its peak 
in cases of public speaking, when stage-fright got us. The effect is not present only in 
adulthood, but also causes serious problems in years in primary education. The 
hesitation or the inability to speak in a heart-quaked situation can easily lead to 
bullying from class-mates or even the teacher can misinterpret it as lack of knowledge 
or unwillingness to give the answer at all. Through these implications the problem is 
further deepened and poses a very negative influence on the entire life of the 
concerned person.   

This problem is obviously one from the branch of problems which is the best to 
fight through practice. But everyone is reluctant to get themselves involved in 
unpleasant situations - this is the real knot in the problem. But virtual reality offers a 
new manner for building and taking part in such situations through its multimodal 
interactivity [7]. It eliminates the most of the possible negative effects of a real 
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situation, but keeps most of the positive ones. Even it proved trustworthy before in a 
similar field of use: Riva and his colleagues used it in treatment of phobias [4].  

It is a fascinating instrument giving a wide variety of tools and even can work 
without supervision via pre-defined automatism. A pre-programmed world-model in a 
virtual environment (VE) only follows standards based on some kind of generalisation 
and targets a generalised problem. But an individually adjusted system targets the 
very problem of the concerned individual person, presents his or her environment, 
surroundings and acquaintances.  

The spark for the idea of creating a virtual classroom to overcome the fear of 
public speaking came from the Integrated Media Systems Center’s Virtual Classroom 
Research [1] and the work of Rizzo and his colleagues. They created a general 
classroom for measurement of the distracting factors during class-work [5,6], we 
wanted another one for treating anxiety disorders. From the beginning we knew that 
our virtual class should be highly flexible and adjustable to meet any needs and 
therefore conducted the development process according to this premise. The outcome 
of our project has become such a virtual class in which nearly everything can be 
modified and replaced: the floor-plan of the room along with the number and position 
of the inner objects and the living residents. Even the textures can be replaced, 
through which feature the very same class from real life can be imitated in the virtual 
reality. Just imagine a virtual place with your familiar surroundings and people – this 
is the Adjustable Virtual Classroom (Fig. 1). 

Fig. 1. One from the uncountable variations of the virtual classroom 

2   The Development Process 

Development process of virtual reality related applications is usually divided into two 
parts. One is the modelling of the elements, objects, agents of the virtual world, while 
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the other is the creation, the programming of the engine animating the models, 
bringing the whole environment into life. 

In our case the modelling of the objects was carried out via using the 3D designer 
Maya 6.5, while the modelling of virtual agents was done by a specialised designer, 
Poser 6. The engine itself was written in Visual C++ 6.0 with DirectX 9.0 API 
(Application Programming Interface).  

For the refinement of textures, mostly taken from photographs another two 
programs, UVMapper Classic and the well-known Adobe Photoshop CS2 were used. 
To have the models transformed into DirectX format Panda DirectX Exporter and 3D 
Studio Max 7.0 gave a hand to us.  Visual C++ 6.0 was accompanied by the MFC 
(Microsoft Foundation Classes) in the creation of the Editor of the program, in which 
anyone can create their own virtual classroom using the functions of a well-designed 
interface. It also serves as the editor of the tasks that the user has to solve when 
immersed in the virtual environment. For the storage of these tasks along with actions, 
animations and other data of the virtual agents, we made good use of XML 
(Extensible Markup Language) [2,3]. 

3   The Use of the Adjustable Virtual Class 

For the Adjustable Virtual Class (AVC) is a photo-realistic, interactive imitation of a 
primary school classroom, the following requirements are understandable. 

The necessary hardware configuration is the following: an IBM PC compatible 
computer, 1GHz or larger processor, 256 MB RAM, 50 MB free space on hard disk, 
DirectX 8.0 compatible video card with 128MB memory, DirectX compatible 
soundcard, and a mouse. The head mounted display is not compulsory (only 
suggested), a normal monitor will do. 

The necessary software configuration is Microsoft Windows 98 or Microsoft Win-
dows 2000 or Microsoft Windows XP operation system, and DirectX 9.0 or fresher. 

About the installation of the AVC there is no much to be said. If the software does 
not start automatically, the user can start the installation by running the Setup.exe file. 
The two main sections of the software, the Editor and the Viewer are granted two 
separate icons and entry in their shared Windows Start Menu folder.  

Let’s see the wide array of adjustable features in the Editor first. The two most 
important menus are the Options menu and the main menu containing the submenus 
for the setting up of the classified features. In the Options menu the usual entries can 
be found: screen resolution, colour depth, etc., and the language of the Editor 
interface. Currently it is able to communicate in both Hungarian and English.        

Under the People submenu of the main menu a list of features concerning the 
avatars can be found. The model itself and the textures can be imported from files, as 
well as the audio material for a complete of five speech utterances. The suggested 
picture format is JPEG, while for the audio it is WAW. 

The Exercises dialogue window is responsible for the setup of the task to be solved 
by the user while acting in the virtual environment. Both the question and the answer 
can be given a text and a picture later appearing on the blackboard of the virtual 
classroom, even an audio material can be imported and associated to them. The limit 
on the text of the question and the answer is limited to 200 characters. 
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The Class dialogue serves for the setting up of the classroom community. The 
floor-plan itself can be given here as well as the number of the pupils along with their 
whole representation (model with textures and voice). 

Fig. 2. The parameters of the classroom 

The Room submenu (Fig. 2) contains the entries concerning the spatial structure of 
the room itself. A pre-made model can be selected for the room, in which the 
coordinates of the main objects must also be given. One of these objects is the 
blackboard which gained its importance through the fact that the position of the texts 
of the questions and the answers and their pictures depend on it. The position of the 
teacher and the pupils must also be given, with taking attention to their order since 
this determines their identifier number used in the Class dialogue. Lastly the initial 
position and direction of the camera is also set up here.  

The task of the Viewer software is to display the virtual classroom whose settings 
were determined earlier in the Editor (Fig. 3 & 4). While the user is immersed in the 
virtual environment with the use of a Head Mounted Display a trainee can follow his 
or her acting in the virtual class through the monitor and can give instructions, 
comments, feedback. In addition the teacher is able to control the virtual environment 
as it was mentioned before. Numerous shortcuts are offered by the software or the 
control of the environment. 
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Fig. 3. The virtual teacher and a task on the blackboard 

Fig. 4. The virtual pupils 

For example the function keys from F1 to F10 select the virtual pupil with the 
correspondent number, while F12 stands for the virtual teacher. If an avatar is 
selected, with pressing of numbers 1 to 5 an activity, set before in the Editor, is 
associated to him or her and its performance starts immediately.  

Another branch of keys are related to the handling of tasks. Numeric + and – shows 
or hides an exercise, while right and left cursor keys move on and back in the list of 
tasks and the down key selects one randomly.  

The AVC can be removed from the computer by the „Removing AVC” entry in the 
folder of the software. 
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4   The Test of the Adjustable Virtual Class 

The first usability test of the software was conducted in a very special field: in Flóra 
Kozmutza Ground School Skill-Developing Special School and College in Veszprém, 
Hungary. Special field for the AVC, since this institution is formed for the education 
of mentally disabled children. Here not only primary school teaching material is 
taught but the profession of weaving for the older pupils. 

Our subject group (Fig. 5) contained mostly children with average level disability 
and a few with such sever conditions which are most likely make them unable to learn 
to read.  The complete group measures 64 children, with a further drawback: they had 
had a very little amount of experience with computers as opposed to average children.  

Fig. 5. Exploring the virtual classroom 

Several tasks in the virtual environment were given attention during the test, the 
first of which was the development of attention. The teachers taking part in the 
assessment of the test stated that the virtual environment gained the attention of the 
pupils. The easy exploration of the class by the use of the HMD did not interfere with 
the level of attention, everyone concentrated on the tasks for the whole duration of 
immersion. HMD even helped the children to fix their gaze, which is very difficult for 
them since they are much more likely to be distracted by any event outside than the 
average children.  

Secondly their interpretation of tasks were assessed, where the same beneficial 
influence of the HMD on fixation gave a huge help them in concentration exclusively 
on the task. All the illustrations for the tasks were of good quality and ostensive. The 
only drawback mentioned by the test-supervising teachers is the fact that the tasks 
were given only in written form and they had to read it aloud for the pupils. Our first 
amendment to the software is going to be the filling of this gap. 
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Not only the interpretation of tasks were focused on, but their solving as well. The 
teachers’ opinion was also very positive on this topic, they agreed in the fact that the 
users could already feel themselves an active part of the virtual environment. All of 
the children were very active in the task-solving and very cooperative. But their 
independence and activity in the classroom is the main concern of the project, and 
there were a few suggestions to further amend it. First the use of the mouse cursor to 
select the correct answer.  Then the expansion of the slightly delayed feedback of the 
virtual teacher on the rightfulness of the answer with a direct and immediate comment 
from the VE. This is needed especially in the case of children with more severe level 
of disability. Its embodiment could be an audio or visual element or as best the 
combination of both, but must be as plain as possible. 

The last field of the test measurements were the one concerning feedback. In the 
previous paragraph we have already stated that the children were very cooperative in 
the solving of tasks, which was likely a consequence of the activity of the virtual 
teacher. She commented the users’ answers with speech and gestures, which was so 
exciting for them that they were looking forward to it when they were doing the given 
tasks. In spite of this fact we would expand the software to allow the option of an 
instant direct feedback, which was laid claim for in the previous paragraph. The other 
recommendation called for the possibility of retaking a task in cooperation with the 
teacher if it was failed before. 

Fig. 6. Cheerful experience 

5   Summary 

Our project in the field of treating the fear of public speaking in primary school is 
coming to and end. The first test proved the usability of the program well, the students 
found such a great fun in its use that they insisted on its continuous use in the future. 
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The participating teachers were nearly as amazed as the children and they stated 
unanimously that the software is an immensurable help in their work, a peerless 
appliance. 

AVC is not a rigid construction, it is as flexible as it was intended to be, not only in 
terms of its programmed features but also in the willingness of its programmers to 
amend it. This way the implementation of the mentioned suggestions has been started 
already, and will be finished soon. Our virtual class should be really adjustable in 
every sense of the word.  

After the test in Flóra Kozmutza School, the software is brought to various other 
primary schools with average pupils, and its testing is going to start with the 
beginning of the new semester. Due to its already gained achievements all the 
cooperating teacher of the project are looking forward to see it in work with their 
students. Adjustable Virtual Class is not only a software package for treating the fear 
of public speaking but also a fascinating source of joy for children of mental 
disabilities (Fig. 6). 
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Abstract. In the present work an electronic panel designed for help-
ing people with deficiencies in their understanding of the sense of time
is showed. The device will be installed in special education classrooms.
It tries to meet the following objectives: 1) To provide disabled people
with temporal orientation and to help in learning the use of conventional
clocks. 2) To make the concept of temporal grouping easier. The grouping
mechanism reflects the ability to use the information about task or work
at some point correlated with temporal indicators. 3) To make anticipa-
tion of the sequence of events possible for autistic children. The results of
the device’s evaluation will allow authors to improve the design. Thus,
it could be possible to extrapolate the use of the device on homes for
disabled children or for elderly people with cognitive disabilities or even
in the early stages of senile dementia.

1 Introduction

The “Technical aids for disabled persons” can be defined as a product, instru-
ment, device or technical system used for people with disabilities. They have
been specially designed, manufactured, supplied or commercialized in order to
prevent, compensate, mitigate or neutralize any lack or disability. The ISO
9999:2002 provides the standard definition [1]. The technical aids are usually
named as “assistance devices” or “support technology”.

Among the different kinds of aids, we can find the aids destined for the training
of capacities and skills (number 05 in the international standard ISO 9999:2002).

Clocks are timepieces that show the time of day. They can be considered
as aids for training in lack of understanding of the sense of time (05 15 09
ISO 9999:2002 code). Also the can be classified as an aid for personal care and
protection (09 51 ISO 9999:2002 code).

K. Miesenberger et al. (Eds.): ICCHP 2006, LNCS 4061, pp. 831–838, 2006.
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In the present work, the authors show the design of a temporary orientation
panel developed in order to meet the following objectives: 1) To provide disabled
people with temporal orientation and to help in learning the use of conventional
clocks. 2) To make the concept of temporal grouping easier. The grouping mech-
anism reflects the ability to use the information about task or work at some point
correlated with temporal indicators. 3) To make anticipation of the sequence of
events possible for autistic children.

The paper is divided into several sections: the origin of the panel (the state of
the art and the initial hypothesis), its physical implementation and the guidelines
used in order to evaluate its operation in two special education classrooms.
Finally, future lines of work are explained.

2 Initial Hypothesis

It is necessary to explore the “state of the art” in order to understand the
initial hypothesis of this work. Several organizations have developed devices for
temporal training and re-education for disabled people. From the analysis of their
works it is possible to find several kinds of devices or systems. For example, the
clock developed for CERTER [2] or the device of Handitek [3].

1. CERTEC (Center for Rehabilitation Engineering Research Lund Institute of
Tech-nology) [2] is a Swedish institution. It works in aid systems for people
with disabilities. From the CERTEC’s studies it can be concluded that the
quarter of an hour is the simplest temporal unit to assimilate the sense of
the time for disabled people.

The proposed solutions are clocks using color, shape, scent or patterns.
One example consists of a row of lights, a system for measuring time

based in the full/empty concepts. Each light corresponds to a quarter of an
hour, i.e. 15 minutes. The lights switched off as fast as the time pass. Thus,
the day starts with the full concept (all lights on) and the journey finishes
with the concept of empty (lights off).

The basic idea is to simplify the measure of the time. Most clocks demand
logical-mathematical operations and an ability to make judgments, all of
which can be problematic for dissabled people. To measure time in length
doesn´t place such high demands on the user´s cognitive abilities.

The prototipe designed for CERTEC consists of three blocks of LED´s
representing the morning, the afternoon/evening and the night. In the casing
of the device there are several drawings to illustrate the task that should be
carried out at some point.

2. HANDITEK (a Swedish company also) is a technology development com-
pany in the disability field. Its mission is to incresase the independence of
people with cognitive disabilities by developing assistive technology that
meets their needs. To fulfill its mission, it develops assistive devices; con-
duct studies and offers training programs [3].

This company, with The Swedish Handicap Institute, implemented a
portatil clock: the Quarter Hour Watch (QHW). This device is a time aid
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for people with intellectual disabilities. The QHW does not show the actual
time like ordinary clocks. Instead the time remaining until an event starts,
is graphically displayed by dots (or, in the timer mode, the time remaining
until an event ends). Each dot corresponds to a quarter of an hour.

To see how much time is left until an event starts, a picture card is placed
in the QHW. On the front of the card there is a picture that symbolizes the
event. On the rear or the card the start time is programmed. Programming
the start time is simple. It is punched out on a disposable clock face made
of plastic, which is clipped on the rear or the picture card. When the time
arrives, the QHW beeps.

An initial hypothesis follows as a summary of previous works: “the quarter
of an hour is the simplest temporal unit to assimilate the sense of the time
for disabled people. Thus, the right solution is to work with the “Quarter Hour
Watch” a system for measuring time based in full/empty concepts”.

Three case studies on the use of the Quarter Hour Watch are written by two
occupational therapists (Rose-Marie Remvall and Karin Månsson). This study
is based on their extensive experience of introducing this special watch in the
early nineties. They used the Quarter Hour Watch performing the various daily
tasks [3].

After the initial phase of adaptation, the results show that people has learned
to use the indicators on the display in order to determine the time remaining
before an event is to take place. Also they used pictures for various activities (at
the day centre and at home).

Moreover their perception of time shows a substantial increase.
Thus, it is possible to conclude that the Quarter Hour Watch help disabled

people to establish a temporal reference and to learn the measurement of the
time.

But, there are still several situations to be considered :

– To gain the attention of the customers and to warn in advance: it is necessary
try to gain the attention of the disabled person and to inform him about
changes that will happen.

– Flexibility: in order to facilitate professionals to programming temporal in-
dicators.

– Globalization of the Environment: to integrate information about the envi-
ronment by means of the programming of specific tasks.

– Information transmission: in order to facilitate understanding of information.
– Use of melodies and way of lighting: designed to improve comprehension and

the capacity of gain the attention of the customer.

These needs mark the specific objectives of this work. In particular, it is es-
sential to try to obtain a tool that allows disabled people:

– To perceive the pass of the time in a simple way and to know the moment of
the day. It is expected to provide a support to people who doesn´t understand
the traditional clock and to increase independence in the planning of their
time and in performing the various daily tasks.
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Fig. 1. Temporal Orientation Panel

– To inform in advance about the changes and situations related with temporal
indicators: Therefore users can feel more in control of the planning of their
time, and thus feel calmer. This point is especially important for people with
intellectual disability with autistic traits.

– To train for the planning of tasks. This objective (related with the first)
con-tributes to increase of the independence.

3 Description of the Panel

The panel was designed with the help of teachers of Alborada. Alborada is a
Special Education State School located in Zaragoza (Spain) [4]. Its students
are children with learn disabilities and youngsters with autistic traits. The final
prototype will be used in classroom (see Fig. 1).

This is a grey 2x1,5 metres panel, with satin texture. It allows to write and
to rub off using felt-tips for whiteboard. It enables also to stick and to unstick
cards. These cards are similar to the drawings used in clasrooms to represent
the timetable.

Four areas can be distinguished:

1. Left: temporal representation. Is made up of a row of 28 lights (LEDs) in an
upright position. They turn off every quarter of an hour and represent all
the school day.

In this preliminary version we have chosen the red (represents the time
outside the clasroom) and green (time in the clasroom) colours.

These colours could be modified in future versions. In the left side, we
save a place in order to allow teachers to show the standard hours (number
or traditional clock).
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2. Up: day and date. This area allows teachers to work on the day of the week
and date.

At the beginning of this work authors considered the possibility of rep-
resenting a wall calendar: month and season. Nevertheless the panel was
already crowded and this option was rejected.

3. Centre – left: timetable for common activities. There are separate cards in
a horizontal position. Every line symbolizes one of the activities to be done
in the classroom. The cards permit a graphic description of the activities.
They also refer to developed tasks. In this way, the cognitive jump is minimal
because all the children have a common temporal reference.

4. Right: activities for a specific student. Finally, this area is important as an
individual congnitive support and in order to provide autistic students with
personal information in advance. The objective is to reduce their ansiety,
blockage or stress regarding time.

The area has an orange luminous element. This light starts to flicker
when the expected time has come. A card is related with this warning. The
card shows the photo of the student who should do the activity (to go to a
workshop, to go to the therapist, a tutorial session, etcetera).

Thus, the activity intervals are indicated and the disabled student is
advised about the task to do.

The panel has an associated PC in the classroom. This computer is the element
in charge of generating melodies in order to identify the music depending on a
previously designed strategy.

For instance:

– common changes
– to give information in advance
– at the moment to carry out an action
– to specify the student who should do some activity.

The panel can be connected to the PC. In this way, to turn luminous elements
on is easily programmable (see Fig. 2). The global system is very flexible and
easy to use.

Teachers can also specify the hours from the PC and control the LED´s bright-
ness depending on the classroom light.

The architecture of the hardware consists of three big boards:

– The central controller: connected to the PC with a wireless serial communi-
cation. It allows the re-synchronization and daily programming. It also man-
ages a serial communication with Serial/Parallel Registers that turn LEDs
on. With this communication, the system controls the duty cycle (there-
fore, the intensity of the light). In this way, it is possible to choose the LED
that will turn on, updating the symbolized time, the flickering, etcetera. The
central controller organizes the LEDs corresponding to changes in scholar or
daily activities. Another function is to generate melodies in order to facilitate
the stand-alone operation once it has been programmed with the PC.
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Fig. 2. Panel editor

– Three boards have the Serial/Parallel Registers that turn LEDs in the tem-
poral representation area (on the left of the panel). The boards are strung
together in order to facilitate assembly. Serial data, brightness data and
Power Supply use this kind of communication.

– Other boards turn on/ switch off elements in the right area.

Before finishing this section, it is necessary to underline the current regulation
that applies to the temporal orientation panel. In the case of use in a school, it
is com-pulsory to test it according to the International Standards IEC 61000-6-1
[5] e IEC 61000-6-3 [6] (about Electromagnetic Compatibility) and according to
the IEC 6959-1 [7] standard.

4 Assessment

The first tests were developed in a classroom to prove the correct visualization
of the luminous elements depending on the natural lighting (sun, night, rainy
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day and etcetera). The results indicated the need of control the intensity of the
luminous elements.

The present prototype will be tested in the classroom of a state school from
January 2006 to June 2006. The choice of this scene has been motivated by
several criteria:

– Children: The use in special education schools will allow evaluating its use-
fulness to train and educate in temporal concept and assessing its use with
autistic children.

– Professionals: In this kind of schools, there are a lot of professionals spe-
cialised in personal independence. They have showed their sympathy interest
in this project. Authors consider their conseil as an inestimable help.

The following hypothesis will be evaluated:

– The system improves temporal orientation of especial education students
with autistic traits or intellectual disabilities who cannot manage a conven-
tional clock in a satisfactory way.

– The temporal orientation panel reduces or even removes blockage regarding
the concept of time exhibited by autistic children.

– Special education students improve their capacity to manage time and to
plan activities.

In order to support the assessment, the “quality model” concept will be used.
The International Standard ISO/IEC 9126-1:2001 [8] describes this concept. Also
the quantitative evaluation plan template of the International Standard ISO/IEC
14598-2:2000 [9]. Although, these standards were written for software prod-
ucts, they are not specific to software, but are also applicable to other complex
products [10].

5 Future Lines of Work

From the results obtained in the panel’s assessment it will be possible to tackle
other lines of work:

1. To improve the physical implementation of the system.
– To clarify the suitability of different strategies in the use of melodies.
– To analyse the colour’s impact. In this way, it will be possible to deduce

the more suitable colours for use in the panel.
– To study the benefit of incorporating the module of melodies in a port-

able wireless device giving it to each student. The final idea will be to
inform every child about his activities.

2. Users. In a second phase, the obtained results will be extrapolated in order
to work with elderly people with cognitive disabilities or even in the early
stages of senile dementia, helping combat the reduced cognitive functioning
that can affect different aspects of daily living.
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3. Location. The temporal orientation panel has been designed to use in class-
room of special education school, but it will also be used at home. In this
way, the system will facilitate the continuation of training and helping.

Similarly, and related with the previous line of work, authors plan to
install the device in residences for elderly men and women.
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Abstract. TriAccess is a web-based integrated reading supporting system. It 
provides physical, sensory, and cognitive supports for individual students based 
on their specific limitation or preference. The main idea is to provide multiple 
means of representation for learners to use various ways of acquiring 
information and knowledge. In addition, TriAccess also provides curriculum 
material developers and instructors convenient interface. Curriculum developers 
could upload text and cognitive supports to a simple web page. Then the 
webpage will generate automatically the material with needed supports. 
Instructors could set up the appropriate reading supports and manage the 
subjects for their responsible students on the web. 

1   Introduction 

Reading is one of the essential activities for learners to access curriculum. Students 
learn new knowledge, events or concept through reading the textbooks, reference 
books and related websites. However, reading is not easy, especially for students with 
reading difficulties. As a mater of fact, reading is a very complex process. Readers 
need certain skills and ability to be able to read effectively. Normally, a reader needs 
his/her hands to hold the book and turn to the target page while reading. This task 
requires reader’s physical capabilities to use both hands. Then he/she needs to “read” 
the text with eye. This process requires the reader with normal sight and visual 
perception. Finally, the reader need to be able to recognize and understand the words 
and comprehends the whole paragraphs, and then the whole articles. The reader needs 
to illustrate his/her cognitive capabilities and reading strategies. This shows effective 
reading simultaneously demands reader’s competences on physical manipulation, 
sensory perception and cognitive processing. 

In fact, it is difficult or even impossible for many students to read effectively. 
Students could not read or read with many difficulties, because of their limitations or 
disabilities, such as visual impairment, dyslexia, tremble, visual perception 
difficulties, or palsy. 

Since reading is very important but difficult for people with disabilities, researchers 
from various professional fields have engaged in related studies to find out effective 
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solutions to help these learners to overcome their reading difficulties. Therefore, there 
are many assistive technology devices and strategies available now. These devices and 
strategies were use to help learners to comprehend text by mean of bypassing people’s 
disabilities or augmenting their residual capabilities [3]. Computer is one of the best 
applications in this field. It allows variation of the appearance and representation of text, 
and the flexibility of the cognitive supports [4,6]. Computerized reading environment 
has been on the rise recently. The present study reviewed related literatures and found 
practical solutions as the followings. 

1.1   Physical Access 

People with limited physical abilities face reading difficulties at the very beginning 
step. First of all, people need to maintain their body in a proper position before they 
could manipulate items appropriately. Then, to interact with computer, they may need 
to be equipped with control supporting devices, e.g. arm and wrist support system. 
For people with severe limitations of motor control, they need alternative access 
solutions, e.g. using mouse equipped with switch, joystick, or infrared mouse to 
navigate electronic text. When users equipped with adaptive computer devices 
interact with computer, they usually need some adjustments of interface 
simultaneously. For example, adjustments such likes larger icon and navigate bar, 
longer interval time between double clicks, and larger space between icons.   

1.2   Sensory Access  

It is useful for those people with low vision to magnifying the front size by means of 
magnifying program, and contrasting the fonts from the background. As for learners 
who are blind, it is essential to provide refreshable Braille displays or screen reader 
which could transfer text on demand.    

1.3   Cognitive Access 

Cognitive access is the main process of reading. However, people with specific 
learning difficulties, could experience numerous and various obstacles when reading. 
For example, people with learning disabilities, attention disorder, or mental 
retardation have restrictions or deficiencies in attention, word identification, and 
comprehension. The empirical studies have proved some useful strategies in computer 
program, such as adjusting the space between characters, words, and paragraphs and 
changing the foreground and the background colors; marking up the keywords or 
important ideas in the articles; reading the selected text aloud; and providing 
electronic dictionary, picture symbols assistant, and concept map [4]. 

The above solutions are effective for assisting readers with diverse capabilities, 
disabilities, or readers with preferences to understand the content of the article. 
However, there is no integrated system which could provide physical, sensory and 
cognitive access in one program. For example, the SeeWord provides various options 
related to appearance of the text and speech synthesis [4]. The WYNN provides 
electronic dictionary and highlight tool. The AWB provide dictionary for picture 
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symbols, speech synthesis, and adjustable menu bar [2]. These programs in the market 
provide only one solution. Another problem for these programs is that some kinds of 
cognitive supports, such as concept maps and precis, could not be created by adaptive 
devices automatically. In fact, these cognitive supports could be developed by 
curriculum professionals instead.  

Reader need to access material and access comprehension in reading activity. 
Recent assisting devices, however, are not available to reach comprehension access. 
Therefore, it is obvious that supportable reading environment which could provide 
flexible access methods is in need.   

Universal design, originated from architecture, has been a popular idea in device, 
interface or curriculum design recently [4,5,6]. Inducing from universal design, 
Universal design learning environment (UDL) which has been advocating by Center 
for Applied Special Technology (CAST) provide us an important perspective to study 
the reading problem[1]. There are three major principles of UDL. Firstly, the 
curriculum should provide in “multi-representations”. Then, learners could engage in 
learning activities with “multi-engagements”. Finally, learners could express what 
they learn with “multi-expressions”. “Multiple” means flexibility. That meant 
designers should embed flexible options in the curriculum material. Then these 
options could be activated depended on individual needs or requirements.  

UDL emphasize that learner should reach the same objects in flexible ways. It is 
real important for learner who receive challenging curriculum in inclusive education 
environment. Therefore, this study aimed to develop a supportive reading environment, 
named as TriAccess reading system, which could provide physical access, sensory 
access, and cognitive access for readers. 

2   TriAccess Reading System 

TriAccess reading system is a web-based approach of reading system. The reason for 
using a web-based approach is not only because it has been an important approach 
recently, but also because it is convenient for readers, instructors, and curriculum 
material developers. Through Internet, readers with different reading preferences or 
needs from different locations to access the same learning material on a specific 
website; instructors could manage their own responsible students who may come from 
different schools; curriculum material developers could develop the materials and 
related cognitive supports in advance and upload these components, then maintain 
and revise them on the website. Therefore, authors developed the TriAccess in web-
based approach. 

Authors adopted ASP.NET and JAVA Script as the major tool to develop the user 
interface and management system. Windows Server 2000 was used to serve as 
workstation. SQL was adopted to store the curriculum material, user data and 
parameters related to the settings of learner’s reading environment. 

In order to integrate speech synthesis systems into TriAccess, authors embedded 
Microsoft Agent, ActiveX, and Character MP3 (a popular speech synthesized 
program in Taiwan) as options for learners to select. TriAccess could read aloud 
whatever the text marked by reader without operating extra speech synthesized 
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program. Besides, TriAccess adopted Stream Media technique to display the video 
supports more effectively. Furthermore, this system was developed under the rules of 
Web-Accessibility. 

Usability of interface evaluation was conducted when the prototype had been 
created. Four graduate students who were special education teachers in mainstream 
school involved in the evaluation. They were asked to operate the interface of 
instructor and learner to evaluate the ease of interaction and to provide the 
suggestions of improvement. Later authors modified the interfaces based on the result 
of their evaluation. 

2.1   Major Functions of Accessibility Issue   

Authors reviewed the related studies and generated 16 possible solutions of assisting 
reading comprehension. Then 17 professionals, from curriculum design, special 
education, and instruction fields, involved in a Delphi survey to rate the importance of 
16 adaptations for assisting people to participate reading activity and comprehend 
what they read. Fourteen items were regarded as important or very important. These 
solutions were embedded into the TriAccess. These solutions could be grouped into 
three kinds of accessibility issues based on aforementioned major tasks of reading 
activity. Here is the brief introduction of the three major functions of TriAccess. 

Physical Access. The major features of physical access are flexible menu bar, 
including adjustable size and space of icons, location of menu bar. The possible target 
users are those with poor eye-hand co-ordinations.  

Sensory Access. The significant features of sensory access are flexible options of 
appearance of text. It provides adjustable size and color of word, color of background, 
and space of words and rows. The potential target users are those with low visions 
and poor visual perception. 

Cognitive Access. Providing adaptive cognitive supports is the most critical features 
of the TriAccess. The supports contain alternated representation to text, multi-
representations for explaining the key concepts, precis and background knowledge of 
the article, and concept map. These cognitive supports could provide the poor readers 
a suitable assistance when they read. 

The aforementioned accessibility improvements will be demonstrated in the 
description of learner’s interface in the next section later. 

3   Framework  

Based on the multi-users management mechanism and the principles of one article 
with various adjustable components and displaying assistances meeting learner’s 
needs, TriAccess is designed to include four kinds of user-interface environments in 
the computer program. The four environments are designed for system manager, 
material developers, instructors, and learners. The framework of TriAccess is shown 
in Figure one. The major responsible activities of each user are described below:  
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Fig. 1. TriAccess system architecture 

System Manager. System manager regulates the profiles of material editors and 
teachers. System manager create the profile for material editors to let them upload the 
material for their responsible subjects in advance. When some subjects are available, 
manager announces the instruction application to the teachers and creates the 
instructor profiles for the approved applicants that will allow the applicants to use 
assigned specific subjects. 

Material Developers. Although curriculum material developing is a teamwork, 
TriAccess system does not think that the team members, e.g. instruction, curriculum, 
psychology, and educational technology, need to developed the integrated web-based 
reading material by themselves. Instead, TriAccess allows an assigned developer 
uploads the required cognitive supports separately on a particular web page. Then, the 
system organizes these supports automatically and stores them in the database. 

Instructors. The major responsibility of the authorized instructors is to set up 
individualized appropriate reading environment for their responsible students. 
Instructors need to create their responsible students’ profiles at first. Then they assign 
particular subjects for their students. By disabling the unneeded supports, or modify 
the parameters of the text attribution, instructors adjust the accessibility items for each 
student individually based on student’s abilities and preference.  

Learners. Students access particular subjects with adapted reading environment 
based on their profiles. Based on the consideration of their age, capability of 
cognition, and experience of computer using, the instructors assign a status for each 
learn. There are three types of learner status: autonomous, limitative, and blind. 
Autonomous students are authorized to adjust the accessibility items by themselves. 
On the contrary, the students with limitative status could only read with the assigned 
environment. The blind students could use a few hotkeys to access the text. In 
addition to reading the article aloud, TriAccess could read the explanation of 
keywords for the blind students.   
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After learners login in the system and select a specific lesson, they get the 
individualized reading environment. Examples of screen for learners without 
blindness shows in Figure two. Menu bar provides learner to select the specific 
support from the options which is available to him/ her. Then user moves the cursor to 
a keyword which has been underlined. The related support would display on 
description area. In voice representation assistance mode, user could mark a specific 
character, word, sentence or paragraph and click the mouth image on the top to 
activate text-to-speech program. Computer would speak out the text that is selected. 
Students with blindness could read the article and the text explanation of keywords in 
voice by operate some hotkeys. 

3.1   Features of TriAccess 

Integrating Physical, Sensory, and Cognitive Supports. The activity of reading to 
learn consists of complex tasks. TriAccess try to integrate physical, sensory, and 
cognitive supports into a system to provide reading environment as flexible as 
possible. With in this flexible environment, the problems of providing extra adaptive 
computer devices will be reduced. For example, poor readers could read with the 
embedded synthesized program without operating extra speech synthesis system. 
Besides, TriAccess allows learner not only to “access material” but to “access 
learning” because of proving suitable cognitive supports. For example, blind learner 
not only could read the text but the explanation of each keyword by speech.   

Flexible Reading Environment with Individualized Supports. As Rose and Meyer 
indicated, there is no best solution for teachers to design adapted curriculum material 
for students with various abilities. Instead, providing flexible material may be a 
practicable solution [6]. TriAccess provides students with various special needs a 
flexible reading environment to access the same learning material as their classmate 
without disabilities. Within this environment, learners gain their owned individualized 
supports which were set up depend on the considerations of learner’s limitations and 
preferences. For example, for two students who were both struggling with reading 
text of social studies in a mainstream school, their appropriated assistance may be 
different because of the different problems. Voice assisting may be useful for one 
student with poor decoding capability; explanation of keyword may be needed for the 
other student who lacks background knowledge. Learners could access the same 
article with different but appropriate supports. 

Creating Web-Based Curriculum Material Automatically. TriAccess provides a 
simple interface for curriculum developers without complex manual procedures. What 
they need to do is to upload the article and related cognitive supports. TriAccess 
organizes and creates an article with cognitive supports automatically. In addition, 
sensory and physical supports options could be generated by system automatically 
too. 

Providing Instructors More Convenient Material Management System. An 
instructor, especially for special education coordinator or inclusive education 
supporting teacher, may be responsible for many students with different limitations in 
different classes or even different schools. It is difficult or hard for them to 
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accommodate material lesson by lesson, student by student, even though the students 
use the same curriculum. TriAccess allow them to accommodate the supports for each 
student on the web sites. The supports will be provided automatically to every lesson 
of all subjects which need accommodation.      

 

  

  

Fig. 2. Examples of Learner’s interface. The article of these examples is identical but  displayed 
in different conditions and has shown in four frames. The upper left frame reveals picture 
support of keywords; the upper right one demonstrates video support of keywords; the text of 
lower left one displays in larger row space and font size; the menu bar and cognitive support 
displaying area are disabled, and Micro Soft Agent-Merlin is activating. 

Passing the Certifications of Web Accessibility. TriAccess is a web-based reading 
program. It has also passed the priority one requirement by using accessibility 
evaluation program developed by Government in Taiwan. That means TriAccess 
could reach minimal accessible requirements. Learners, such as people who are blind, 
will have no problem to access it.   

4   Discussion 

This work developed a flexible multi-support reading environment based on the 
solutions confirmed by related studies. TriAccess provides each learner appropriate 

Menu bar 

Supports displaying area

Speech icon 

Activating Merlin
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physical, sensory, and cognitive supports. Furthermore, TriAccess provides curri-
culum developers and practical instructors a simple but convenient interface to 
manage their responsible data. It is an integrated system with multi-supports.  

Although each single support was generated from related studies, one question 
needs further study. That is: is it still useful when embedding with other supports? In 
the future, we need more clinical experiments to explore the effectiveness of the each 
support for students with different limitation. Besides, TriAccess provide a platform 
for curriculum developers instead of providing material development. In Taiwan, only 
a few material providers (or companies) provide textbook for students in k-12 based 
on the Standard of National Curriculum. Authors need to cooperate with some of 
these providers to build content based on their paper-based version in the next step. 
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Abstract. In order to help people with communication problems, we
present a platform for creating an augmentative and alternative com-
municator which runs on a Pocket PC. This communicator is based on
an adaptive hypermedia, and may be configured and adapted for each
individual person. It has been used with autistic children.

1 Introduction

Augmentative and Alternative Communication systems (AAC) are a growing field
of study concerned with providing devices and techniques for increasing the com-
municative ability of a person with a disability which impedes speech or which
makes their communication difficult to understand [1]. There is a wide cross-
section of the population who may require an AAC system at any given moment.

We have designed a platform called Sc@ut to create an AAC for children with
autism since the communication process is a crucial requirement for their social
integration. Autism is considered as a generalized disorder which is characterized
both by serious disturbance of certain development areas affecting social inter-
action and communication skills, and also by stereotypical behaviour, interests,
and activities [2]. In addition, 75% of autistic children are also retarded.

Rivière and Martos [3] categorise autism disorders into 11 dimensions. Among
themselves, we are most interested in the disorders in children with autism
relating to communicative functions, and in particular: Absence of deliberate
communication with another person, limited use of words or gestures, serious
problems of reciprocity and empathy, problems expressing and understanding
language (only 10% use language which is considered normal and receptive lan-
guage disorders.

AAC [4] systems have been defined as a “structured set of nonverbal codes
and their physical support (if applicable) that are learned by the user to allow

K. Miesenberger et al. (Eds.): ICCHP 2006, LNCS 4061, pp. 847–854, 2006.
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communicative acts”. A traditional classification divides these systems as AAC
systems without assistance (such as sign language) and AAC systems with assis-
tance (i.e. a template or electronic communicator)

AAC tools are fundamental and essential for autistic children’s communication
and language [5] as an alternative mother tongue [6], and the platform Sc@ut
creates an AAC with assistance for children with autism.

Although we are focused in autism, they are many fields where this commu-
nicator could be integrated to help to people with another needs of communica-
tion, in fact at this moment, we are also working with children who have cerebral
paralysis.

This article is organised in the following way: Section 2 compares the desir-
able features of the Sc@ut communicator with other electronic communicators;
Section 3 presents the Sc@ut architecture, distinguishing its two different levels
of communicator and meta-communicator, and finally, Section 4 describes our
conclusions and future lines of work.

2 Overview of Electronic Communicators

We have studied and compared our proposal with several of the most widely used
electronic communicators including ChatBox, Alphatalker, Deltatalker, Canon
communicator, SideKick, Lightwriter SL-20, Cheap Talk 4, TwinTalk and Vo-
cabPC.

Basil et al [7] reference to Vanderheiden and Yoder, and they have constructed
a list of main features of a communicator. All of the AACs analysed (Sc@ut
included) have Vanderheiden and Yoder’s standard features. Sc@ut also boasts
some of the additional features mentioned, including:

– The use of a Pocket PC to run the communicator
– The design of an application (the meta-communicator) which educators can

use to create a communicator for each child.

Mirenda [1] says that a potencial adventage of VOCAs (Vocal Output Commu-
nication Aids) is their ability to facilite natural interpersonal interactions and
socialization, so Sc@ut can be considered a VOCA system.

3 Sc@ut Architecture

There are two levels to the architecture of the Sc@ut platform [8,9], the lower
level is the communicator, the application used by the child, and the higher
level is the meta-communicator, the application used by parents and educators
to configure the communicator and to adapt it to each child’s characteristics.
These levels shall be described in the following subsections.

3.1 Communicator

The communicator is a hypermedia system which enables the child to navigate
pages with different scenarios and to select components from each page to express
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what he wants. Each child has their own communicator because of the differences
in their abilities to understand language, their capabilities and their skills.

The scenarios are constructed by considering the knowledge domain of the
child modelled in a conceptual structure. Each scenario comprises elements and
represents a real-life action that the child knows and can perform. The elements
associated to the action are the scenario components.

Each component is located in a cell or square on the hypermedia screen and
consists of an image, a text label and sounds. Images of deactivated and unavail-
able components could also be associated to a component in order to provide
information about its state of selection.

A component’s pre-requirements (such as the mechanical order and/or peda-
gogical requirements [10]) determine which other components must be previously
selected (and and or logical relationships are established). If a component’s pre-
requirements do not hold, that component cannot be selected, and this teaches
the child to follow an order when selecting.

Fig. 1. Sequence of Ana’s breakfast

Post-requirements are used to indicate the next components that must be
selected or visited. We have seen how certain children are able to construct
sentences or can be taught to (even if they do not say them out loud). Post-
requirements are used to guide the child in the construction of sentences following
the order subject-verb-predicate. The example in Figure 1 shows the hypermedia
of a scenario with sentence construction using post-requirements.

3.2 The Meta-communicator

The meta-communicator is the application used by educators to create the
communicator for each specific child. There is not a standard configuration to
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Fig. 2. Part of Meta-communicator interface

design specific communicators, each communicator is unique because each user
is unique, with particular features, and therefore, the communicator must be
adapted and adaptable to each child (see Figure 2).

The meta-communicator has been designed to be used by educators who do
not have much experience with computers or PDAs. The following steps were
taken to create the communicator: (1) Specification of the user profile, (2) Rep-
resentation of the knowledge domain: scenarios, (3) Creation of the hypermedia
model: navigation and (4) Adaptation

3.3 User Profile

Specification of the user profile consists in obtaining each child’s particular char-
acteristics that will help to create the communicator, to define navigational as-
pects, and to adapt the hypermedia model. This information is collected by the
child’s educators and relatives. Initially, the user profile is presented informally
using natural language (see figure 3). At a later stage, it will be used to model
the knowledge domain, and it will be structured using behaviour rules which are
established on the hypermedia model.

The user profile’s characteristics are: child skills, communication habits, guide-
lines for creating usual scenarios, interaction preferences, educator objectives,
interaction shortcuts, and a schedule with the child’s main activities.

The way each child navigates the different scenarios also depends on their
profile. Different interaction preferences can be chosen in the child’s profile such
as the number of squares or cells on each page, information mode or interaction
type, etc. In this way, two children with the same scenarios and scenario compo-
nents can both navigate them yet interact differently. Some of these preferences
are: Number of squares (the number of cells or squares showed on each page);
Information mode (graphic mode, or text and graphic mode); Interaction type
(by scrolling or clicking) and if scrolling is chosen as the interaction type, then
there are three further characteristics in the user profile: Previous sound, Last
minimize and Minimum time of answer; Repetition of phrase (the complete se-
quence of sounds comprising the phrase is repeated once the child has chosen an
end-of-phrase component).
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In order to implement the user profile, XML templates have been designed
since they are easy to create and modify. In addition, if new characteristic data
are to be included in the user profile, new labels and values can be added to the
XML. The XML values can be used by other modules of the meta-communicator
as the creation module for the hypermedia based on this profile.

Fig. 3. Ana’s user profile

3.4 Scenarios and Navigation

The knowledge domain is necessary for modelling the world perceived by the
children in a way that is friendly and close to them. As we have seen in the
process of constructing the user profile, the educators participate actively to
describe the scenarios and activities that the child is able to recognise and
understand.

The knowledge domain is represented by means of an ontology. The educa-
tors can also define different semantic views of the entire knowledge domain by
considering the user profile. The system automatically keeps the integrity of the
view. Using the pre- and post-requirements associated to the components for
navigating the system, we construct a hierarchy of levels which define how the
system is navigated and the syntax of the language for the child. Figures 4a and
4b show two examples of semantic networks for the breakfast scenario for two
different children.

If the navigation order of the tree is followed, all the phrases that can be
correctly generated are constructed. The arrows define the requirements that
the child must satisfy in order to carry out an activity. For example, in Figure
4a, Ana cannot eat custard until she eats a sandwich or cookies.

Once the semantic net has been built, the system will be able to automati-
cally generate the interaction templates from it. The templates constitute one
of the possible media used to establish communication with the user and are
represented in hypermedia format [5]. Pre- and post-requirements allow more
complex habits of behaviour to be specified.
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Fig. 4. a) Scenario of Ana’s breakfast. b) Breakfast of a child with a low cognitive
level.

3.5 Adaptation

The communicator generates log files while the child interacts with the com-
municator. The log file includes information that can be used by the educator
to decide to change his profile and his scenarios, and fit it best to the child
characteristics. Some information included in the log file is the following: What
scenarios and components in the scenarios have been selected; the number of
times that each concrete component has been selected, and the number of units
initially associated to it; the validity or not of the selection of the component
because its precondition has been or not satisfied; the order navigation, path,
followed to reach a concrete component from the first template, or from another
concrete component.

For the adapting process, updating rules based on these observed data are
provided [2,6]. If the rules are satisfied, the meta-communicator suggests to the
educator what specific changes can be performed. Intervention by the educators
is essential for making decisions about the changes since they are the ones who
observe the child, who best know their needs and can interpret their responses
to the communicator.

In the current version of the communicator, the updating rules have still not
been implemented, but the educator can modify certain aspects of the user profile
and query the log files information. Adaptive methods and technics will be taken
into account during adaptation [13,14,15] and applied in the new version which
we are currently working on.

4 Conclusions and Further Lines of Work

In this article, we have presented a communicator for children with autism and
also an application for creating and adapting the communicator: the meta-
communicator. By dividing the meta-communicator process, concerns can be
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separated: cognitive, interaction, design and adaptation aspects are differenti-
ated thereby avoiding coupling and enabling the communicator to be adapted
for each child. This system has a great variety of adaptive possibilities for user
navigation with the communicator, in addition to its educational and pedagog-
ical properties. Sc@ut has been tested with different children with autism and
brain paralysis and is currently being evaluated in various schools and so far the
results have been satisfactory. We are hoping to be able to provide relevant data
relating to this study shortly.

One of the lines of work on which we are currently working is the implementa-
tion of a method for updating the rules in order to help in the adaptation process,
and the use of integrity rules to decide which changes can be performed at any
given moment. Previous research by our group into evolution and adaptation
[12] provides the basis for this work.

Another application which will provide educators and parents with necessary
backup and support is an online Internet service which they can access in order to
download installation files, images, sounds, and tutorials for the communicator.
This application must maintain each child’s confidentiality and will be accessible
during the current year.

One ideal goal might be for there to be a graphic tool to enable the conceptual
schema to be drawn, showing relations to each component: images, labels and
sounds; as the tool used in previous works of our research group [12,16].

Other future task is to enable adaptations to be made to the current scenario
while the child is using the communicator, thus avoiding tantrums. For this, a
Wi-Fi connection with the PDA will be used.

Finally, we are researching how to provide the communicator with information
about the child’s ubiquity in order to automatically load the scenarios, and
perhaps some information about the components [17].
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Abstract. This paper evaluates 4 commercial text-to-speech synthesisers used 
by dyslexic people to listen to and proof read text. Two evaluators listened to 
704 common English words and determined whether the words were correctly 
pronounced or not. Where the evaluators agree on incorrect pronunciation, 
the proportion of correct pronunciations for the four synthesisers is in the 
range 98.9% to 99.6% of the 704 words. The evaluators also listened to the 
same synthesisers speaking phrases in which there were 44 pairs of 
homographs and determined whether each instance of the homograph was 
correctly spoken or not. The level of correctness for the four synthesisers 
ranged from 76.3% to 91.3%. 

1   Introduction 

Text-to-speech synthesisers are used in a number of assistive technology systems. 
Although, the best-known application of text-to-speech synthesisers to assistive 
technologists is probably screen readers for blind people, perhaps the most wide-
spread applications are those used to support people with other reading difficulties. 
This group includes people with learning disabilities, specific learning difficulties 
(such as dyslexia) and people who are learning a language. There are a number of 
systems that use speech synthesisers to speak text to a user, often visually 
highlighting the text on the screen as it is spoken. Examples include1 Claro Software’s 
ClaroRead Plus [1], Freedom Scientific’s Wynn [2], Kurzweil Educational System’s 
Kurzweil 3000 [3] and Texthelp’s Read and Write Gold [4]. 

In this paper, we present our work in the context of a person with dyslexia using 
such text-to-speech systems to access text. The reason for setting this context, rather 
than a broader context of disabled people using speech synthesisers, is that the 
work reported here is the initial part of a larger study to investigate how dyslexic 
people use speech synthesisers and to determine whether there are issues arising in 
doing so. 

                                                           
1 This list is not intended to be exhaustive, but merely illustrative of the list of products 

available. 
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2   Using Text-to-Speech Synthesis in Assistive Technology 

Over the past 20 years speech synthesisers have become ever more widely available 
for personal computers. Over this time, the quality of the speech has improved 
greatly. Today’s speech synthesisers have a very high degree of naturalness (i.e. they 
sound much more like a human speaker than their predecessors). However, 
naturalness is not the only characteristic of a text-to-speech synthesiser; 
understandability (i.e. the degree to which the text is correctly perceived by the 
listener) is also of great importance. Naturalness and understandability are, to some 
extent, orthogonal. A text-to-speech synthesiser may sound exactly like a human 
speaker, but that does not mean that the text being spoken can be readily understood; 
conversely, a text-to-speech synthesiser that sounds robotic may have a very high 
degree of understandability but would never be mistaken for a human speaker. Some 
blind users of screen readers contend that the more robotic voices are more useful 
than the more natural voices because they are more consistent and understandable. 
This observation may be due, in part at least, to familiarity; the listener becoming 
conditioned to a particular voice. It may also be due to the fact that earlier, more 
robotic voices may have a more consistent (and less natural) prosody and 
pronunciation pattern than later systems. 

A user with dyslexia will typically use text-to-speech in three situations – for 
further information see [5]. Firstly, he/she may be trying to understand a body of text, 
so, for example, he/she will use the system to read a complete document. This is 
useful to some dyslexic people, whose ability to process text in auditory form, or 
combined visual and auditory form, is better than their visual processing of text. 
Secondly, the user may wish to listen to an isolated word. Some users may read text 
visually and only call upon the text-to-speech system when a problematic word is 
reached, which requires clarification by listening to it. Isolated words are also spoken 
when a user is spell checking. In this case the user needs to be informed of the 
misspelled word and the options for its replacement. Thirdly, text-to-speech systems 
are used for proof reading. The user checks his/her writing for the correctness of 
sentence construction, grammar and punctuation. The prosodic variations of modern 
text-to-speech synthesisers assist in this task. 

In order for a user to make full use of the text-to-speech system, the information 
that is presented must be clear and free from error. In the case of reading a body of 
text, incorrect pronunciation or other problems (for example, unusual prosodic 
effects) may distract the user from his/her major task of text comprehension. In the 
case of isolated word reading, the pronunciation must be correct. This is especially 
important in spell checking where the user should, if possible2, be presented with 
distinctions between the misspelled word and the suggestions for replacement. The 
important question is, therefore, do text-to-speech synthesisers speak correctly? 

                                                           
2 It may not be possible, for example a misspelling of the word ‘fail’ may be ‘fale’, by analogy 

with the pairings ‘hail’/’hale’ and ‘mail’/male’ there may be no distinction between the word 
and the misspelling. This is also true of homophones that may appear as corrections to the 
spelling. For example, the misspelling ‘wether’ will yield both ‘whether’ and ‘weather’ as 
suggested corrections. Note that ‘wether’ is actually a valid English word, meaning a 
‘castrated ram’, but many spell checkers (including Microsoft Word’s) mark it as an error. 
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3   The Study 

Our initial work in this area, and the subject of this paper, was a study to determine 
the degree to which speech synthesisers pronounced words in an appropriate manner. 
Two separate trials were undertaken. 

a) A list of 704 common English words was listened to in isolation to determine 
those words that had errors in pronunciation. 

b) A set of 44 homographs3 in the context of complete meaningful sentences. 

Four text-to-speech synthesisers were used for this evaluation; they were chosen 
because they were commonly used by dyslexic people with text-to-speech systems. 
The synthesisers used were (the names used to refer to the synthesisers in the 
subsequent text are given in bold): 

• AT&T Natural Voices Audrey, UK English 
• Realspeak Jane, UK English 
• Microsoft Mary, US English 
• Plaintalk Victoria, US English 

For both tests, two evaluators were used, one female and the other male. Both were 
native English speakers with experience in listening to speech synthesis systems; 
neither was dyslexic. 

3.1   Isolated Word Test 

The words were recorded using each of the speech synthesisers into audio files. The 
evaluators firstly listened to each audio file from start to finish with reference to a paper 
copy of the list of words. When the evaluator perceived that a word was unusually or 
incorrectly pronounced, he/she marked his/her list. All the words that were unmarked 
after this initial run were classified as being correctly pronounced. The evaluator then 
listened again to all the words that he/she had marked a problematic in the initial run. 
He/she then made a judgement to classify the word into one of three classes: 

• Correct, the word is treated in the same way as those not marked after the 
initial run 

• Incorrect, the word is incorrectly pronounced 
• Partially correct, the pronunciation of the word is acceptable, but some 

characteristic of the pronunciation of the word causes the listener to note 
that something is unusual. This category is provided as such pronunciations 
may mislead a user with dyslexia when spell checking or distract the 
listener when reading a block of text. 

An initial summary of the results is shown in Table 1. Table 2 shows the classification 
of words marked as by both of the evaluators for each of the four text-to-speech 
synthesisers. 

                                                           
3 Words with same spelling, but different meaning and pronunciation (for example ‘moped’ 

which may be interpreted as the past tense of the verb ‘mope’ (to sulk) or the noun meaning a 
motor powered, two-wheeled vehicle with pedals). 



858 D.G. Evans et al. 

Table 1. Summary of Isolated word classification by evaluator and synthesiser 

Female Evaluator Male Evaluator  
Correct Partially 

Correct 
Incorrect Correct Partially 

Correct 
Incorrect 

Audrey 98.2% 1.7% 0.1% 97.6% 1.1% 1.3% 
Jane 99.1% 0.4% 0.4% 98.6% 0.6% 0.9% 
Mary 99.1% 0.4% 0.4% 98.6% 0.6% 0.9% 
Victoria 97.7% 2.0% 0.3% 96.4% 1.0% 2.6% 

The overall level of correctness differs between evaluators, but the overall ranking of 
text-to-speech synthesisers is consistent Jane and Mary (joint first), Audrey then Victoria. 

Table 2. Words marked Partially Correct (p) and Incorrect (i) by each evaluator (F = female, 
M= male) 

Audrey Jane Mary Victoria 
Word F M Word F M Word F M Word F M 
advertisement p p altruistic p  advertisement p p advertisement  x 
altruistic p  apologise  p apologise x x automatics  x 
bureaucracy  p database x x at  p better p  
cashier p x dismissal  x brochure  p body  x 
courier  p enthusiasm p  deliberate p  both p x 
discrepancy p  expertise x x despatch p  brochure  p 
exaggerate p  fiancé x x expertise p  call x x 
experienced p x Florida p  favourite x x caught p x 
expertise x  fluctuate  x from  p cause  x 
general p x satisfactorily  p hand  p certificate p  
glamorous p x subtitles  p jeopardise x  certificates p  
into  x temperature  p manufacturer  p chose  x 
itinerary p  valuable  x quantity  p deliberate p  
large p p young  x quarter  p during p  
quantity  p    recognise p p enthusiasm p  
secondary  p    revenue  p example  p 
success  x    subtle  p expertise p  
term  p    than  x extension  p 
thus p x    toward  p far p  
town p x    with  p Florida p  
woman  x    year  x fluctuate  x 
year  p    young  x for  x 
young  x       from  x 
         little p x 
         lose  x 
         sceptical p p 
         she  x 
         simple  x 
         subtle x x 
         toward  p 
         water  p 
         whole  x 
         woman  x 
         young  x 
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It is clear from Table 2 that agreement between evaluators on Partially Correct or 
Incorrect words is relatively rare. The evaluation results can be combined such that 
errors are counted only when both evaluators indicate an error; where a word is 
classified as Partially Correct by one evaluator and Incorrect by the other, it is 
classified as partially correct. The results of this analysis are shown in Table 3. 

Table 3. Classification of words for each synthesiser, errors marked only when evaluators 
agree 

 Correct Partially Correct Incorrect
Audrey 98.9% 1.1% 0.0% 
Jane 99.6% 0.0% 0.4% 
Mary 99.4% 0.3% 0.3% 
Victoria 99.1% 0.6% 0.3% 

As can be seen from this table, the degree of correct pronunciation of common, 
isolated words by a range of text-to-speech synthesisers is very high. 

3.2   Homograph Test 

Homographs are words that are written in the same way, but which have different 
meanings and often different pronunciations – where pronunciation differs they are 
heteronyms. The degree to which the pronunciation varies is dependent on the 
heteronym. For example, the difference between the word ‘moped’ a verb (past tense) 
and as a noun results in different phonemes. In others, it is simply that syllable stress 
moves, for example the contrast between the noun and verb forms of the word 
‘project’ (the stress is on the first syllable for the noun and the second for the verb). 

Forty-four homographs were selected by choosing a fairly common and represen-
tative sample from the set provided in [6]. The selection of the words was in many 
ways arbitrary; however, it is argued that this is not important since the aim of the 
work is to gain some measure as to the degree to which homographs are correctly 
pronounced rather than to produce results for all. 

A sentence or pair of sentences was then constructed that contrasted the different 
pronunciations of the homograph (for example ‘He moped; his moped had been 
stolen’. The sentences were recorded into a single audio file for each of the 
synthesisers. The procedure for the isolated word matching was followed, with the 
evaluator marking words that he/she felt were in error, revisiting those considered to 
be in error and classifying as Correct, Partially Correct or Incorrect. Table 4 shows an 
initial summary of the results 

Again, there is some variation between the evaluators, but the overall ranking of 
the synthesisers is consistent. There is again variation between the evaluators. 
Table 5, shows where both evaluators agree. 

The combined results of both evaluators are shown in Table 6. In doing so, the 
results of the final row of Table 5 have been removed. The intention was that ‘supply’ 
was interpreted in the sense of being supple; however, the sentence can also be 
interpreted a ‘supply’ in the sense of a source and is thus removed. 
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Table 4. Initial results for the evaluation of homographs 

Female Evaluator Male Evaluator  
Correct Partially 

Correct 
Incorrect Correct Partially 

Correct 
Incorrect 

Audrey 87.2% 4.3% 8.5% 81.9% 2.1% 16.0% 
Jane 87.2% 5.3% 7.4% 84.0% 2.1% 13.8% 
Mary 71.3% 6.4% 22.3% 69.1% 4.3% 26.6% 
Victoria 76.6% 10.6% 12.8% 77.7% 2.1% 20.2% 

Table 5. Homograph classification where both evaluators agree. Cl. = classification with 
p = partially correct and x = incorrect. A = Audrey, J = Jane, M= Mary, V=Victoria.  
indicates error for that text-to-speech synthesiser. 

Word Context Cl. A J M V  
overall He wore a red overall p     
entrance I like to entrance people x     
object I want to object x     
present Please present me … x     
record I would like to record this session x     
refuse I would like to refuse to… p     

x     second We should second her to our department 
p     

subject I know that I should not subject you to … x     
approximate I would like you to approximate to it x     
 The amount is only approximate x     
moderate We need to moderate our output … p     
separate I think we ought to separate x     
abuse Don’t give that abuse p     

I thought the door was going to close x     close 
That was close x     

diffuse Particles will not diffuse in this atmosphere p     
house We are not prepared to house him x     
learned My learned father … x     

I need to bow out x     bow 
I’ll take the red bow x     
It is invalid to call someone an invalid these days p     invalid 
It is invalid to call someone an invalid these days x     
I need to lead you  x     Lead 
The compass will be effected by the red lead x     

Live I like live music x     
moped His moped had been stolen x     

You are looking rather pasty x     pasty 
It must have been that pasty you ate x     
The army was routed at the battle … x     routed 
I then routed them via x     

wound I wound some paper around it x     
august I will ask the august man to speak p     
polish He is so good with boot polish x     
wind This is a wind up x     
supply They move supply under pressure x     
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It may not be clear from the results in tables 4 to 6 just how good modern speech 
synthesisers are at resolving homographs when words are given in valid context. To 
illustrate this, it worth identifying some tests that all synthesisers produced correct 
results with. These include: 

• The wind will buffet us on the way to the buffet car. 
• Don’t give me that abuse, I do not abuse you. 
• It was a moderate success. We need to moderate out output in future. 
• I will read to you now. Just as I read to you yesterday. 

The last of these is particularly impressive as the synthesiser determines the tense that 
is required from other cues in the sentence. 

Table 6. Classification of homograph errors for synthesisers, where evaluators agree 

 Correct Partially Correct Incorrect
Audrey 90.2% 2.2% 7.6% 
Jane 91.3% 2.2% 6.5% 
Mary 76.2% 4.2% 19.6% 
Victoria 85.8% 2.2% 12.0% 

4   Discussion 

This limited evaluation of speech synthesisers does show that the levels of 
correctness for single, common words and for homophones in context is very high. 
This result was somewhat contrary to our preconception that rather more errors 
would be fond. However, this does not mean that users with dyslexia can 
successfully use text-to-speech systems to read text and address spelling errors.  It 
simply means that the text is spoken to a very high standard; what is important, 
however, is how a user perceives and uses this information. The work reported here 
provides a starting point for further investigation with the knowledge that the text is 
almost always rendered correctly. 

One issue that should be noted is that text-to-speech synthesisers are good at 
resolving homophones when supplied with context. However, when spell checking 
the text-to-speech synthesiser will be supplied with a single word (one of the 
correctly spelt options) with no context. It is impossible to determine how such 
words should be spoken without their contexts; consider, for example, the word 
‘read’. The text-to-speech synthesiser must default to one way of saying the word. 
This may be confusing to the user, who can see the context of the word on the 
screen and be able to hear the misspelled word in context. Further work is required 
to examine whether this is a significant issue and, if so, to determine ways in which 
users can best be supported. 
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Abstract. Finger braille is one of the communication methods for the
deaf blind, which seems to be the most suited medium for real-time
communication by its speed and accuracy in transmitting characters.
We hypothesize that the prosody information exists in the time struc-
ture of finger braille typing. Prosody is the paralinguistic information
that has functions to transmit the sentence structure, prominence, emo-
tions and other form of information in real-time communication. In this
research, we performed a cognition experiment on 12 subjects with a
simulated output to confirm the effect of prosody in the time structure.
As a result, the percentages of questions answered correctly were 79 %
for the prosody simulated output and 65 % for the monotonous output.
The result shows the possibility that the prosody information of finger
braille can be applied to the assistive technologies for deaf-blind people’s
communication.

1 Introduction

People who have both sight and hearing impairments are known as deaf-blinds;
because of their impairments they face many problems in their normal daily
life. It is particularly difficult for totally deaf and blind people to acquire vital
and sufficient information necessary for daily living, compared with a sighted-
hearing person. To obtain information for living, they use tactile sensation in-
stead of auditory and visual sensation. There are several communication means
that involves tactile sensation, such as finger braille, manual alphabets, and the
print-on-palm method. Deaf-blind people are able to communicate with sighted-
hearing people through interpreters. However, there are some problems in such
conversations, such as lack of privacy for deaf-blind people and passive-prone
information retrieval. How can deaf-blind people have conversations without us-
ing interpreters? Assistive technology, such as simultaneous interpreting system
and remote meeting system, to support deaf-blind people is strongly required so
that they may have conversations without the need for interpreters. We focused
on finger braille as the medium to be used in those supporting systems.

K. Miesenberger et al. (Eds.): ICCHP 2006, LNCS 4061, pp. 863–869, 2006.
c© Springer-Verlag Berlin Heidelberg 2006



864 M. Miyagi et al.

In finger braille, the fingers of the deaf-blind person are regarded as the keys
of a brailler (a braille typewriter). A person types the braille code on the fin-
gers of the deaf-blind. Compared with other methods, finger braille is faster in
transmitting the codes so it can be adequate for real-time communication. We
believe that prosody information included in utterances is the key to real-time
communication. In speech, prosody is, for example, information of pitch, rhythm,
and pause, which seems to have the function of transmitting information about
sentence structure, prominence, meaning, emotions of a speaker and other form
of information [1]. Spoken languages seem to employ all types of prosody, which
enhance the real-time comprehension of the utterances [2]. We hypothesize that
there is similar prosody information in finger braille as well.

In our previous study [3], we analyzed the time structure of finger braille. In
this research, we performed a cognition experiment on 12 subjects using with
simulated outputs to evaluate the validity of results. In parallel, we attempt
to identify prosody information from the typing strength of finger braille. As
an example of an application system, the conference system for deaf-blind and
sighted-hearing people using a finger braille input/output device is currently
proposed [4]. We can apply the result of this research to the system to realize
independent conversation of deaf-blind people. Conversation with others is ex-
pected to help deaf-blind people to deepen their relationship with others and
actively participate in society.

Regarding other works on finger braille, the conditions of optimizing the vi-
bration stimulus on fingers have been investigated for the output system [5].
Moreover, the input system of finger braille has been proposed taking into con-
sideration the acceleration of finger movements [6]. To realize a wearable finger
braille interface, the delay time caused by the noise of wireless LAN has been
considered in a finger braille interface using wireless connections to a computer
[7]. The teaching system that lets a sighted-hearing person to input finger braille
has been proposed [8]. A study [9] has revealed that the emotions of the inter-
preter can be transmitted through changes in the load and duration of typing.
However, there is no other study that focuses on prosody that can transmit
information regarding sentence structure, prominence, and meaning.

In this paper, we describe finger braille and prosody, and our hypothesis of
prosody in the time structure of finger braille in Section 2, experiment of simu-
lated finger braille output in Section 3, the results and discussion in Section 4,
and finally our conclusions and future works in Section 5.

2 Method

2.1 Finger Braille and Prosody

In finger braille, the fingers of a deaf-blind person function as a brailler on which
an interpreter types braille code, as shown in Fig. 1.

A braille code consists of a combination of six dots. In finger braille, six dots
are assigned to the index, middle, and ring fingers of the interpreter’s hands. The
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Fig. 1. The left side of the picture shows the hands of a deaf-blind and the right side
shows the hands of an interpreter. It is common for braille codes to be typed between
the tip and the proximal interphalangeal joint of the index, middle and ring fingers.

interpreter presses down the corresponding fingers of his/her hands simultane-
ously to express a braille code. The Japanese braille code system consists of 46
codes which express kana characters (mora with voiceless consonant), and some
special codes. Each country has a six-dot braille code system for their language.
It is possible to express those languages with finger braille. Since finger braille is
coded similarly to braille, it is easy to apply to digital information devices and
equipment.

Interpreters for deaf-blind people transmit much information at one time be-
cause they must explain what is going on around them along with other peo-
ple’s utterances. In real-time conversation, the interpreter must transmit the
information quickly. One of the features of finger braille is its speed and accu-
racy in transmitting characters. Between a skilled interpreter and a deaf-blind
person, approximately 350 codes can be transmitted per minute. Why can a
deaf-blind understand the interpreter even when codes are transmitted one by
one so quickly? Another feature of finger braille is its rhythm. Deaf-blind people
say that the rhythm of typing differs according to the interpreter. A study [9]
has revealed that the emotions of the interpreter can be transmitted through
changes in the load and duration of typing. Is information on individuality and
emotions included in the prosody of finger braille?

The following requirements for the real-time understanding of utterance were
proposed in [2]: a.) the real-time segmentation of meaningful units from contin-
uous input signals is possible; b.) the real-time understanding of relationships
between segmented units is possible; c.) the understanding of units at the earliest
point of acquisition is possible; d.) the understanding of relationships between
units at the earliest point of acquisition is possible; and e.) the identification
and understanding of status and emotions of speakers are possible. It is sug-
gested that the key to fulfilling the requirements is prosody. In speech, prosody
is, for example, information of pitch, rhythm, and pause, which seems to have
the function of transmitting information about sentence structure, prominence,
meaning, emotions of a speaker and other forms of information. It is not inherent
in speech only. Also in sign language, the prosody phenomenon can be observed
in the body movement of a speaker. Any types of spoken language, not only
speech but also auditory and visual languages seem to employ prosody, which
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enhances the real-time comprehension of the utterances. Therefore, there is a
possibility of the existence of prosody information in finger braille that is used
for understanding and prediction. If the phenomenon and functions of prosody
are elucidated, it can be applied to developing a communication system for the
deaf-blind.

2.2 Time Structure of Finger Braille

In previous research, we analyzed the time structure of finger braille to clarify
the existence of prosody. We instructed skilled interpreters of finger braille to
type sentences and recorded the time transition of typing. In our analysis, the
duration between the onset of pressure of one typed code and the onset of the
next one was defined as the duration of the typed code. The durations of typed
codes for one sentence were compared. It was observed that the duration of
the last code of each phrase was longer than that of other codes. It was also
shown that the duration of the last code of the prominent word and the code
just before the prominent word were appreciably longer than the others. These
results indicate that the longer duration clarifies the boundary of each phrase
or prominent word. From the results, we suggest that time structure of finger
braille has a significant role in expressing the structure and meaning of sentences
in real-time communication of finger braille.

In other developed finger braille output systems, only one code or one word
with a few codes is the output and its recognition rate was investigated to de-
termine the appropriate duration of one code in the output of finger braille. The
duration that had the highest recognition rate was set to be the duration of each
code. The duration was constant in the output of the systems. The results of the
investigations can be useful for beginners of finger braille who recognize each
code one by one with accuracy and understand the utterance. However, from
the results of our previous research, we observed that the time duration of finger
braille typed by interpreters was not constant in communication at a speed al-
most the same as that in speech. It changes with the structure and meaning of a
sentence, which we call prosody phenomenon. To realize a system that supports
the real-time communication of deaf-blind people, we believe that the duration
of output needs to be changed depending on the prosody information.

2.3 How Can Effect of Prosody Be Measured?

In this research, we conducted an output experiment on a larger number of sub-
jects. We aimed to demonstrate the effectiveness of prosody by adding prosody
information to the output of finger braille. However, the level of mastery of fin-
ger braille varied markedly among deaf-blind subjects and we concluded that the
results could be unreliable. Therefore, we performed a simulation experiment on
sighted-hearing people with simulated outputs.

Kana is a Japanese writing system consisting of 46 characters. In the experi-
ment, kana characters, which are code level information similar to finger braille,
are used as the visual output simulating the volatile one-dimensional characteris-
tic of finger braille. Because finger braille and kana characters are both code level
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media, we conjectured that they are processed by the same language processing
even though their modality differs. In our previous research, it was confirmed
that the timing structure of finger braille is influenced by the boundary of each
phrase, the structure of the sentence, and prominent words. In this experiment,
the phenomenon, in which the duration of each code is extended at the end of
phrases and sentences was reproduced in the output of kana characters.

3 Experiment

First, we performed the preliminary experiment. A kana character was displayed
at 72 point on the screen of the computer. It was replaced with the next char-
acter after the duration of each character. The duration for each character was
first set at 500 ms, and then shortened by 100 ms during the experiment. We
found that the level of cognitive ability varied from subject to subject. The ex-
periment was performed on the assumption that the subjects could read the
characters, so the sufficient output duration for each character reading should
be confirmed. However, the difference in the level of understanding between the
prosody output and monotonous output at the sufficient output duration was

ka za

ka

donatashinon

za n no shi ta na do

Monotonous
output

Prosody
output

Time

Duration of one code

Fig. 2. Example of time structure of outputs. Each box indicates one character. The
width of the box indicates the duration of one code. ”kazanno shitanado” means ”under
the volcano”.

Table 1. Example of output duration. The average duration of whole sentences in the
prosody output is the same as that in the monotonous output.

Types of output Types of code Time duration (ms)

Determined sufficient
time duration

160

Monotonous output 128
Prosody output End of phrases and sentences 204

Others 102
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not clear. Therefore, we decided to set the output duration at 80 percent of
that confirmed above. A shorter duration would place a load on the cognition
of subjects so that the difference could be observed in both prosody output and
monotonous output.

In the main experiment, six scientific essays (three for output with prosody
add-on and the other three for normal monotonous output) with approximately
150 characters were used as the output and four questions were asked for each
essay. The subjects were 12 college students. The subjects were instructed to read
essays that were displayed only once on the screen, then write the answer for each
questions on a sheet of paper provided. The sufficient output duration for each
character reading was determined for each subject and we set the output duration
at 80 percent of the determined output duration (60 ms to 250 ms). In the output
with prosody add-on (hereafter ”prosody output”), the duration of characters
at the end of phrases and sentences was set to be twice that of other characters.
On the other hand, the duration of the normal monotonous output (hereafter
”monotonous output”) was set to be the same for all characters. (Fig. 2 shows
an example of the time structure of both types of output) The average output
duration was set to be the same for both the prosody output and monotonous
output. In the prosody output, the duration of characters at the end of phrases
and sentences was set shorter than that in the monotonous output. Table 1 shows
an example of output duration used in the experiment.

4 Result and Discussion

As results of the cognitive experiment, the percentages of correct answers were 79
% for the prosody output and 65 % for the monotonous output. The percentage
of correct answers was higher when the prosody output was implemented. It is
confirmed that the subjects had a better understanding of the essays given with
prosody add-on. The reason for this is considered to be the longer duration at
the end of phrases and sentences, which eventually facilitated the segmentation
of phrases and sentences for subjects.

In the experiment, it is supposed that the subjects recognized the characters
first, and then restructured the characters into phrases or sentences to under-
stand the sentences. However, character recognition in both outputs required
much more attention because characters were displayed rapidly from five to ten
characters per second. Consequently, the subjects could hardly restructure the
characters into phrases or sentences even though they recognized each character.
As a result, the percentages of correct answers did not reach 100 %. However,
it is suggested that the prosody add-on enhances the understanding even under
severe conditions that entail much mental workload.

Even though the duration of standard characters in the prosody output is set
shorter than that in the monotonous output, the percentage of correct answers
was higher in the prosody output. This indicates that transmitting the structure
of sentences enhances understanding even when the time for the recognition of
one character is shorter.
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5 Conclusion

In this research, we conducted the cognition experiment with a simulated output
to confirm the effect of prosody in the time structure. As a result, the percentage
of correct answers was higher when implementing the prosody output. The result
shows the possibility that the prosody information of finger braille can be applied
to the assistive technologies.

In this experiment, characters were output visually, but we will perform the
experiment on people with visual impairment who use finger braille, so we can
confirm the validity of the prosody of finger braille on many subjects. In parallel,
we are currently analyzing the strength in each finger to detect the availability of
other possible prosody information in finger braille for real-time communication.
In the future, we will implement the addition of the prosody information found
from the results of the analysis into the interpreting system to realize real-time
conversation between deaf-blind and sighted-hearing people.
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Abstract. This paper reports on a proposition of a communication system for 
the blind and deaf-blind person. The system is composed of a terminal which is 
named “Doubled Braille display terminal for the Deaf-Blind person (DB4DB).” 
This terminal equipped with two-lined refreshable Braille displays and its soft-
ware is based on an Internet chat program. The one line of the display is for 
confirmation of inputted sentence by the user and the other one is for reading all 
messages from members who take part in the chat space. The proposal system 
enables the blind and deaf-blind person to recognize message from another 
member at anytime, even he/she is inputting his/her message. 

1   Introduction 

In research field of developing a support device for the deaf-blind person, most of 
researchers have focused on one-to-one communication between the target person and 
another person, mainly care-giver. For example, the device developed by M. C. Su [1] 
is a portable communication system that consists of a pair of terminals. One terminal 
equipped with three Braille cells for the deaf-blind user and another terminal 
equipped with a Liquid Crystal Display for the other person. Additionally, not only in 
a research field, but in the consumer market, we can find some other support device 
using tactile information. Of course I assume that such devices and approaches are 
truly important for them and basically they need a way to communicate to their care-
giver in daily life. However, a viewpoint of my research is slightly different from it. 

I think that communication among persons who are in a remote place is as impor-
tant as communication to the care-giver, in order to keep their QOL. To make it pos-
sible, usually, the deaf-blind person utilizes Internet and a personal computer with 
refreshable Braille display. They can communicate to the remote person through 
Internet chat program with screen reader which drives the Braille display. It looks like 
perfect communication tool for them, though, it has one problem. 

The problem is that the combination of the Braille display and the screen reader 
can give the user only one text information from a component where the operating 
system focused on. In other words, when the other member who participate the chat 
space says something during the user inputs words, the user has no way of being 
aware of the message. The deaf-blind user only knows inputting text information. If 
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he/she wants to know about the message, he/she has to move the operating focus from 
the sending text box to the receiving text box. On the other hand, it is difficult to input 
during he/she reads messages from other participants. The same difficulty was ob-
served when the blind person doing Internet Chat [2].  

The problem may cause following uncomfortable situation. The deaf-blind user 
send inappropriate message when the topic is over. Or other person may hesitate to 
send a continuous message before getting a reply from the deaf-blind user. Conse-
quently, I can say that this problem strongly prevents smooth communication. 

To solve the problem, I tried to make a special terminal for the Internet chat. The 
terminal and total system is explained in the next chapter. 

2   Proposed System Equipped with Doubled Braille Display 

2.1   Hardware Description 

The idea to solve the problem is very simple. That is to prepare a pair of Braille dis-
play arrays for one deaf-blind user. One of the Braille display array is for checking a  
 

 

Fig. 1. An overview of Doubled Braille display terminal for the Deaf-Blind person (DB4DB). 
The Braille array of near side displays all messages from members in a chat space, and another 
array in back side displays sending message from the user. On the back side of the terminal 
there are two serial ports to which different control signals are inputted. 
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sending message and another one is for displaying received messages all the time. 
The terminal is named “Doubled Braille display terminal for the Deaf-Blind person 
(DB4DB).” Of course ordinary Braille reading person can not read double line of 
Braille at a same time, but I think that he/she can recognize the Braille display was 
changed if the hand touches these displays. Therefore, the user can be aware of the 
fact of getting a message during input operation. 

Identically, the Braille arrays are set on the same surface and it can be realized if they 
are assigned in face-to-face, though it causes the software control to be complex. Then, I 
sat an array be simply stacking over to another array shown in Fig.1 as a first step. 

2.2   Software Description 

To control these Braille display arrays mentioned above, each screen reader program 
which drives them has to run individually. Preparing two personal computers is one of 
the solutions, but I selected more convenient and practical way. That is, using "Virtual 
PC." "Virtual PC" is famous software provided by Microsoft Co. that emulates nor-
mal personal computer and we can use several operating systems in one computer 
hardware. 

To install on main operating system and on other operating system in the Virtual 
PC, two types special chat software was developed. One of them is Chat software for 
sending and another one is for receiving. The first one only shows editing message to 
send and the second one only shows receiving message. The user can confirm a mes-
sage before sending it and can explore the received messages using push buttons  
 

 

Fig. 2. This figure shows a structure of proposed system. Each Braille display is driven by 
individual operating system and two operating systems are installed to one computer using 
Virtual PC. The role of the display (checking a sending message or reading receiving message) 
is determined by the software. 
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equipped with the terminal. Fig. 2 shows an overview of the proposed system that 
explained above. These two programs on different operating system work individually 
and simultaneously. 

3   Summary 

In this paper, I proposed a communication system for the deaf-blind user utilizes Inter-
net Chat. A terminal for the deaf-blind user equipped two lined Braille display arrays. It 
enables the user to recognize received message during input operation is done. The 
system is not only available for the deaf-blind user, but also for the blind user. 
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Abstract. This paper investigates the use of iconicity testing to evaluate symbol 
‘quality’ and to examine differences in symbol perception in different ethnic 
groups. The paper largely replicates an earlier study by Haupt and Alant in 
which a communication grid of PCS symbols was evaluated with Zulu children. 
In our study 10 university-educated people with long experience of Western 
European culture are used to test the symbols. They achieve an overall symbol 
correctness of 50.3% (compared with Haupt and Alant’s 18.9%) and 27.8% 
symbols are strictly iconic (2.8% for Haupt and Alant) and 55.6 are iconic 
according to a lenient criterion (11.1% for Haupt and Alant). The concept of 
distinctiveness as defined by Haupt and Alant is also investigated, as is a 
method of analyzing symbols based on frequency of selection and correctness 
when selected. The overall conclusion is that iconicity tests can be usefully 
employed for assessing symbol quality and determining the difference between 
ethnic groups. 

1   Introduction 

There are significant numbers of people who do not speak the official language(s) of 
the country in which they live. In the UK, for example, there are substantial 
populations of immigrant communities some of whose members have very limited or 
not English. This makes many aspects of life difficult, not least in being able to obtain 
medical treatment and advice.  Whilst human interpreters are an important method of 
militating against the difficulties faced by this group, interpreters are not always 
available, add considerably to costs and prompt concerns about confidentiality [1]. 
One proposed approach to supporting communication between healthcare 
professionals and patients with limited or no English is to use pictographic symbols 
(of the type used in AAC (Augmentative and Alternative Communication)) [2]. This 
is being investigated in a pilot project that seeks to evaluate the means by which 
symbols and computer-based technology can be used to support Somalis with asthma 
communicate with healthcare professionals. A large proportion of the Somali 
community have very limited or no English and they may also be illiterate in written 
Somali. As part of this project it is necessary to evaluate the usability of symbols that 
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originate in the AAC community.  Ideally symbols would be iconic and transparent, 
i.e. a Somali user and an English-speaking healthcare professional would use the 
symbols with no training to communicate with one another.  In practice, it seems that 
using symbols without the support of spoken labels (for the illiterate Somalis) and text 
labels (for the healthcare providers and the literate Somalis) is impractical [3]. 
Nevertheless, it seems that symbols have a useful role to play in technology-supported 
communication; the question is how should one choose the symbols to be used? 

There are a number of techniques that are commonly used for the evaluation of 
symbols.  These are: Guessability tests (where participants are asked to guess the 
meaning of a set of symbols presented independently of one another) [4,5,6]; 
Translucency tests (where users are asked to rate the match between a symbol and its 
referent on a discrete rating scale) [7,8,9]; and Transparency tests (where the 
participant is expected to match one symbol from a small set (generally between 4 
and 6) that matches a given referent) [10,11]. 

For use in medical consultations the symbols must be able to be used with no 
training of the patients and have a consistent meaning to more than one ethnic group.  
Whilst translucency testing has been used to compare the perception of symbol by 
different ethnic groups [9], there are problems with the approach; there is no 
guarantee that the ethic groups will interpret the scale in the same way.  Indeed, our 
experience is that different groups will use the scales in different ways, hiding their 
understanding of the meaning.  Guessability testing is attractive when no training is 
required, because it is clear what the user understands by the symbol, and, indeed, 
such testing is used for safety symbols on medicines where no prior training can be 
inferred [12]. However, warning symbols on medicines have a well defined context; 
more generally, context is more variable and Guessability testing can yield to 
interpretations of symbols, which are, in some ways correct, but which do not match 
the referent. For example, a traffic light with its green light lit can be interpreted as 
‘go’ (correct) or ‘traffic light’ (incorrect). Moreover, we argue that in a practical 
communication system, the selection of one symbol is based not only on the 
characteristics of that symbol but on the characteristics of the other symbols that the 
user can select.  That is, the selection of one symbol is based not only on the positive 
features of that symbol, but also on the rejection of all other visible symbols.  In this 
respect, Transparency testing is attractive since it involves the positive selection of 
one symbol from a set of symbols, the rest of which are rejected.  In addition, making 
a selection of a symbol in response to a referent makes the context clear. In 
developing a Transparency test, the set of distracter symbols (i.e. those that do not 
match the referent) is important because their rejection is as important as the selection 
and they must therefore be realistic in that they are likely to appear as alternatives that 
a user might select.   

An extension to Transparency testing is to use Iconicity testing as proposed by 
Haupt and Alant [13]. In this test participants are presented with a communication 
grid with thematically related symbols (Haupt and Alant used a 36-symbol grid 
related to the task of making a bed).  A referent that corresponds to each of the 
symbols is then read out (in a random order so that each participant’s experience is 
potentially unique) and the participant selects the one symbol from the set that best 
matches the referent.  Thus, for each of the symbols and referents the consistency by 
which the participants select the symbols can be measured. 
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Haupt and Alant present results of the Iconicity test with 94 Zulu children aged 10 
to 11.  The iconicity scores for the symbols are quite low, 2.8% (i.e. 1 of 36 symbols) 
being iconic on a strict criterion (75% of participants choosing the symbol when its 
referent was spoken) and 11.1% (i.e. 4 of 36 symbols) being iconic on a lenient 
criterion (50% of participants choosing the symbol). The overall proportion of correct 
responses was 18.9%.  Haupt and Alant also explore a further classification, which 
they refer to as ‘Distinctiveness’, which is the measure of which a symbol 
corresponds only to its referents and not other referents.  We will consider Haupt and 
Alant’s results for this measure when we present our results in Section 0. 

Haupt and Alant conclude that the low iconicity scores for their participants may 
indicate the cultural differences between the Zulu children and the US-derived PCS 
(Picture Communication Symbols) and grid.  In particular, they noted that their 
participants had problems with symbols that contained arrows. 

2   Research Issues 

Iconicity testing may prove to be a useful technique for assessing the ‘quality’ of 
symbols for users with no training and also be able to indicate the performance of 
different ethnic groups.  The work reported here is a simple pilot study that to a large 
degree replicates the work conducted by Haupt and Alant with the intention of 
addressing the following issues: 

a. Haupt and Alant report very low levels of iconicity.  This may be due to the 
characteristics of the participants or because the test is intrinsically very difficult.  
We therefore replicate Haupt and Alant’s test with participants whose ethnic 
background, age and educational level are very different to their participants.  If 
the results differ, it is indicative that the test may provide a sensible means of 
determining the differences between ethnic groups in their interpretation of 
symbols.  If the results are similar, the test is intrinsically so difficult that the 
results are meaningless. 

b. Haupt and Alant analyse symbol ‘quality’ by using the concepts of iconicity and 
distinctiveness.  The question is, are these, and possibly other analyses useful 
measures of the quality of symbols. 

3   Method and Results 

Ten participants took part; all were educated to at least first degree level from 
universities in Western Europe, New Zealand or the USA.  All used English within a 
university setting on a regular basis (although for two participants English was not their 
first language).  Six males and four females participated and the average age was 29.8 
years (SD = 10.3).  No participants had experience of AAC symbols or sign language. 

The participants were presented with 36 copies of a test grid made up of a 9 x 4 
array of colour PCS.  Participants were then presented with 36 referents (with the 
order randomised between participants) and asked to match each referent to a symbol 
on the grid.  Each time a symbol was matched, the participant used a clean grid  
to mark his/her selection for the next referent; participants matched some symbols to 
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refer to multiple referents and for all participants some symbols were unused.  The 
symbols and referents are shown in the Appendix together with the number of times 
they were correctly selected in response to the referent.  The symbols used were 
identical to those used by Haupt and Alant where possible.  However, some symbols 
differ for reasons of availability.  Symbols 1, 4, 5 and 18 have quite minor 
differences.  Symbols 20, 24, 27 and 31 have more significant differences.  Although, 
we believe that only symbols 24 and 27 have significant advantages in terms of ease 
of interpretation.  It is believed that the positioning of the symbols on the grid was 
consistent with that used by Haupt and Alant. 

Prior to being presented with the test grid, the participants practised the test using a 
different grid, which was structured in the same way and used colour PCS.  Four 
referents and hence four copies of the grid were used.  The grid consisted largely of 
nouns and had simple single word referents.  All participants correctly matched the 
referent to the symbol when using the practice grid; different referents were used for 
each participant. 

Overall 50.3% of the symbols were correctly matched to the referents compared 
with 18.9% in Haupt and Alant’s study.  Participants were fairly consistent in per-
formance (range 42% correct to 56% correct). The iconicity of a symbol is calculated 
as the number of correct matches of the symbol to its referent as a proportion of the 
number of participants.  In Table 1, symbols are reported as being strictly iconic 
where the iconicity of the symbol is  75% and leniently iconic where the iconicity is 

 50%; 10 of 36 (27.8%) symbols match the strict criterion and 20 of 36 (55.6%) the 
lenient criterion.  The strict and lenient criteria are suggested by Haupt and Alant and 
motivated by [14]. Haupt and Alant’s results are given as a comparison in Table 1; 
Appendix 1 matches symbol numbers to symbols and referent. 

Table 1. Iconicity, Strict and Lenient, Haupt and Alant’s results taken from [13] 

Criteria Strict (iconicity  75%) Lenient (iconicity  50%) 
Our Results 
Symbol Numbers 

3, 10, 11, 14, 16, 17, 22, 24, 27, 
32 

3, 5, 7, 8, 10, 11, 14, 15, 16, 
17, 18, 20, 22, 23, 24, 27, 29, 
32, 35, 36 

Haupt and Alant’s Results 
Symbol Numbers  

11 11, 12, 14, 25 

In addition to iconicity, Haupt and Alant also introduce a measure of distinctive-
ness, i.e. a measure by which the symbol matches to one and only one referent.  This 
is orthogonal to iconicity, and a symbol may be iconic (i.e. it is always selected in 
response to its referent) but it may also be indistinctive (i.e. it may also be selected in 
response to other referents).  Thus, Haupt and Alant classify their symbols in two 
dimensions, iconicity and distinctiveness.  To present this information, they further 
relax the iconicity criteria to a more lenient 25% and define a symbol to be distinctive 
when only one referent accounts for more than 20% of the response for that symbol. 
We analyse our results in the same way and present them alongside Haupt and Alant’s 
in Table 2.  Because our results have much greater levels of iconicity, we show 
results for an iconicity of 25% (as Haupt and Alant) and also at the 50% level used in 
Table 1. 
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Table 2. Iconicity versus Distinctiveness, Haupt and Alant results from [13].  Dist = Distinc-
tive, Indist = Indistinctive. 

Iconicity    50% Iconicity    25% Haupt and Alant Iconicity    
25% 

 

Dist Indist Dist Indist Dist Indist 
More 
Iconic 

3 5 8 10 11 
18 20 22 23 
27 29 32 

7 14 15 
16 17 24 
35 36 

2 3 5 8 10 11 
18 19 20 22 23 
27 28 29 32 33 

4 6 7 14 15 
16 17 24 34 
35 36 

5 12 16 25 
27 35 

4 7 13 15 20 
26 28 31 

Less 
Iconic 

2 12 13 19 
25 28 33 

1 4 6 9 
21 26 30 
31 34 

12 13 25 1 9 21 26 
30 31 

11 14 1 2 3 6 8 9 10 
17 18 19 21 
22 23 24 29 
30 34 36 

A symbol that is more iconic and distinctive is frequently selected in response to its 
referent and is not selected consistently for any other symbol.  A symbol that is iconic 
but indistinctive will commonly be used for another referent.  For example, Symbol 14 
(“Let us make the bed”) is iconic according to the strict criteria (in fact it is matched to 
its referent by all 10 participants), but is indistinct because it is selected another 19 times 
(for 8 different referents, including 8 times for Referent 21 (“Tuck it in”).  Some 
symbols are more frequently selected in response to the referents for other symbols.  For 
example, Symbol 21 (“Tuck it in”) is selected just twice in response to its referent, but is 
selected 8 times for Referent 12 (“Put it in the Tub”) and 7 times for Referent 31 (“You 
are welcome”), consequently it is indistinct and less iconic.  Similarly, Symbol 12 (“ Put 
in the tub”) is never selected in response to its referent, but is selected 9 times for 
Referent 26 (“What a mess”) and once each for referents 4 (“You need to change 
them”) and 27 (“It looks like a bomb went off”). It is interesting to note that Symbol 12 
would actually be strictly iconic and distinctive for Referent 9. 

A further analysis, not performed by Haupt and Alant is to compare the frequency 
of selection of a symbol with the number of times that the symbol is correctly selected 
as a proportion of the total number of selections for that symbol.  Table 3 shows such 
an analysis.  The columns represent the frequency of selection; high frequency 
represents more than 12 selections, mid frequency between 8 and 12, and low 
frequency less than 8.  This roughly corresponds to the strict iconicity of 75%.  The 
rows show the degree of correctness; correct shows that more than 75% of the 
selections of that symbol are in accordance with its referent, partial, between 50% and 
75% and incorrect less than 50%. The ideal symbol will have a mid frequency 
selection (i.e. it is selected as many times as there are participants) and a high degree 
of correctness.  It is not possible for a symbol to have both high frequency of selection 
and a high degree of correctness.  It is interesting to note how the results in Table 2 
differ from those in Table 3.  For example, symbols 3 (“No”), 8 (“It is nice and 
clean”) and 10 (“It is crooked”) are all deemed to be iconic and distinctive in Table 2, 
yet in Table 3, they fall into different categories.  Symbol 3 is only partially correct, 
as 4 of its 12 selections occur when other referents are spoken. Symbol 8 is correct, 
but is selected less frequently (6 times correctly and once incorrectly) than the 
optimum.  Symbol 10 is almost ideal, it is selected 10 times, 8 times correctly.  This 
type of analysis can point to a symbol’s propensity to be chosen in response to its 
referent and not to attract selections when other referents are spoken. 
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Table 3. Frequency versus Correctness of symbols 

Frequency of Selection  
High  Mid Low 

Correct (>75%) Not Applicable 10 11 20 22 27 29 32 2 8 18 23 25 
Partially Correct (  75%, 

50%) 
17 24 3 5 35 19 28 

C
or

re
ct

ne
ss

 

Incorrect (<50%) 7 14 15 16 21 33 36 4 6 9 12 34 1 13 26 30 31 

The results of our small sample of well-educated westerners show differences to 
the Zulu children used by Haupt and Alant in their study.  The results go some way to 
upholding Haupt and Alant’s contention that the cultural differences between their 
participants and the intended audience for the symbols pose difficulties. One area of 
particular difficulty noted by Haupt and Alant was symbols that have arrows. From 
Table 2, it can be deduced that of the 13 symbols with arrows all are classified as 
indistinct by Haupt and Alant’s participants with 5 being more iconic (4,13,15,28 and 
31) and 8 as less iconic (1,3,9,10,19,21,23,29).  Our participants note that 7 are 
distinctive (3,10, 3,19,23,28 and 29, with only Symbol 13 being less iconic). Of the 6 
indistinct symbols, 1, 9, 21, and 31 are less iconic and 4 and 15 are more iconic. This 
may support Haupt and Alant’s contention that the arrows are a cultural inhibition. 
However, it may be that the results are skewed by our participants’ generally better 
performance and that the symbols that involve arrows are trying to communicate 
more complex concepts. Overall, our participants have a correct response rate of 42% 
to symbols with arrows compared with an overall figure of 50.3%.  By examining 
Table 1, it can be seen that two symbols (12, “Put it in the tub”, and 25, “Puff it up”) 
were iconic (at the lenient level) to Haupt and Alant’s participants that were not 
iconic to ours. This perhaps reflects cultural differences.  Certainly none of our 
participants associated Symbol 12 with a tub and Symbol 25 was selected just once as 
a correct response to the referent. 

4   Conclusions 

The work reported here largely replicates Haupt and Alant’s study with a very 
different cultural group and shows that older, well-educated westerners outperform 
Zulu children.  This to some extent supports Haupt and Alant’s speculation about the 
cultural differences interfering with the interpretation of the symbols, although it 
should also be recognised that our participants were much older.  However, the results 
are useful; before the study we speculated that the task might be so difficult that even 
our well-educated group might fail to outperform younger subjects.  The results do 
indeed show that comparisons in group performance can be meaningfully drawn. 

We believe that this type of test is a useful way of determining which symbols are 
suitable for use with little training.  The symbols that are iconic and distinctive or, using 
the alternative analysis, have mid frequency and high levels of correctness meet the 
criteria.  However, we should acknowledge the fact that the act of choosing a symbol is 
positive, in the sense that a particular symbol is selected, but also negative, because all 
other symbols are rejected. Therefore, the performance of a symbol is dependent on the 
other symbols and referents used. If some symbols are difficult to match to referents, 
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other symbols will be selected in their stead. This means that some symbols that tend to 
be iconic (because they are selected when presented with the correct referent) may also 
become indistinctive and their frequency of selection becomes high, not due to defects 
in that symbol, but to the defects of other symbols.   Moreover, it could be argued that 
symbols that appear to be iconic, distinctive, mid-frequency and correct do so because 
of the absence of other symbols that might be selected in their place.  This factor needs 
to be taken into consideration so that symbol testing does, to a large degree, match the 
intended use of symbols in the communication. 

Further work will be undertaken with iconicity testing to investigate its utility for 
determining the ‘quality’ of symbols in comparison with the other methods noted in 
Section 1, and to do so with reference to differing ethnic groups. 
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Abstract. This paper describes an approach to the development of a voice-input 
voice-output communication aid (VIVOCA) for people with disordered or 
unintelligible speech, initially concentrating on people with moderate to severe 
dysarthria. The VIVOCA is intended to recognize and interpret an individual’s 
disordered speech and speak out an equivalent message in clear synthesized 
speech. User consultation suggests that such a device would be acceptable and 
would be useful in communication situations where speed and intelligibility are 
crucial. Speech recognition techniques will build on previously successful 
development of speech-based home control interfaces, and various methods for 
speech ‘translation’ are being evaluated. 

1   Introduction 

Many people with disordered speech have intact cognitive and language skills but 
their disordered speech precludes them from interacting in a manner which allows 
them to exploit their potential for education, employment and recreation.  Dysarthria 
is the most common acquired speech disorder affecting 170 per 100,000 population 
[1]. Dysarthria is present in approx 33% of all people with traumatic brain injury, 8-
20% of persons with cerebral palsy and increases in incidence with the progression of 
neurological diseases such as Motor Neurone Disease (MND), Parkinson’s Disease 
and Multiple Sclerosis (MS). Moderate to severe dysarthric speech is often 
unintelligible to unfamiliar communication partners. As a result, people with 
dysarthria often use voice output communication aids (VOCAs), but these devices 
have limitations. Despite much research and development, VOCAs are often slow and 
tiring to use. Because of their reliance on a switch or keyboard and screen for user 
interfacing, they do not facilitate natural communication with eye contact between 
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conversation partners. Indeed, many people with disordered speech prefer to speak, 
even if it is effortful and fails, as it is quicker and more immediately responsive than 
any other communication method.  

A communication method is required that retains, as far as is possible, the speed, 
naturalness and responsiveness of speech communication but, crucially, adds to 
intelligibility. This paper describes an approach to the development of a voice-input 
voice-output communication aid (VIVOCA). The VIVOCA is intended to recognize 
and interpret an individual’s disordered speech and speak out an equivalent message 
in clear synthesized speech. 

2   User Views and Requirements 

We have consulted VOCA users, including potential VIVOCA users for their views on 
the acceptability and potential utility of a VIVOCA, and the design features required in 
such a device. These views are to be incorporated into the design specification. 

Eight of the twelve users consulted reported that they would be prepared to use a 
VIVOCA.  They perceived potential benefits to be an increase in the speed of 
communication and reduced keyboard use; ‘I think the idea of a communication aid 
that speaks a message out clearly would be much easier than typing into a machine’, 
‘[it would be] quicker to communicate’. The users conveyed the idea that the 
VIVOCA might increase the ability to communicate, increasing self-expression and 
independence. Specific situations that more than one user would like to use a 
VIVOCA for include meeting new people, talking on the telephone and shopping; all 
situations where speed and intelligibility are crucial.  

3   Recognition of Disordered Speech  

In previous work, we have been successful in developing speech-controlled interfaces 
for people with severe dysarthria [2]. Our approach has been to apply statistical 
automatic speech recognition (ASR) techniques, based on hidden Markov models 
(HMMs), to the speech of severely dysarthric speakers. Viewed as an ASR problem, 
this task appears initially to be relatively straightforward. Firstly, the input vocabulary 
was restricted to a small number of isolated words. Secondly, word models were 
trained for each individual speaker. However, there is only a relatively small amount 
of data to train the recognition models, and this data exhibits more acoustic variability 
than normal speech [3]. Conventional HMM training and recognition techniques were 
used (see [4]), but we have extended the usual methodology by: 

• Defining confusability measures which allow us to predict, from a small training 
corpus, which words are most likely to be mis-recognised [3].  

• Developing software which allows the user to practise their productions of a set of 
words with the aim of increasing their consistency [5,6]. 

• Using the data collected in these practice sessions to re-train the recogniser, thus 
closing the loop between speaker training and system training. 
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This technology (known as STARDUST) has been used to produce a voice 
controlled environmental control system (ECS) and a basic, small vocabulary VOCA 
that can be used in the home. In field trials in the homes of users, recognition rates were 
good for people with even the most severe dysarthria with a mean word recognition rate 
of 95% under test conditions and 87% in everyday usage in uncontrolled noise 
conditions. 

The current technology has its limitations, however, when applied to the 
challenging problem of developing effective speech-in/speech-out devices. Firstly, the 
input vocabulary required for spoken communication is, in general, larger than that 
required for home control tasks. We aim to discover how far the techniques that have 
been successful with relatively small vocabularies can be extended to larger 
vocabularies. Secondly, the VIVOCA device is intended to be used in a wide range of 
environments, which will present differing acoustic conditions. Although STARDUST 
applications perform well in the home, performance will diminish where environ-
mental noise levels are higher and more variable, such as in an office or restaurant. 
Although noise robust ASR remains a major research area, there are a range of 
techniques that might offer a performance advantage in these conditions. For 
example, both relative spectral filtering [7] and the missing data techniques [8] will be 
investigated and, where appropriate, applied. 

4   Translating Disordered Input Speech into Synthesised Output 
Speech 

Development of a VIVOCA requires the translation of the limited vocabulary of 
speech inputs available to people with severe dysarthria into synthesised speech 
output with a vocabulary adequate to meet their communication goals. We require, 
therefore, a flexible translation method that is capable of dealing with a variable 
number of inputs. The intention is to develop a technique combining elements of 
assistive technology-based solutions with direct speech translation. For users with 
potentially small vocabularies, we may employ a technique similar to that used in the 
STARDUST ECS; by combining single utterances with simple grammars a larger 
number of potential input strings can be translated, using a look-up table, into output 
phrases. At the other end of the scale, for users with large vocabularies, it may be 
possible to use direct input word to output word ‘translation’ for large parts of the 
desired output vocabulary. Most of the user group will, however, lie in between these 
two extremes and there are a number of possible translation schemes that we will 
consider, including word to phrase mapping, pseudo-grammatical combinations and 
other coding methods. Indeed, there are a number of methods already in existence for 
producing large vocabulary output from limited inputs, for example semantic 
compaction [9].  

Each of these possible translation schemes will be examined for its suitability in 
providing the solution we need, in consultation with potential users. Computer models 
of user translation schemes will be generated to allow comparison of their efficiency, 
taking into account the variation of speech recognition accuracy with vocabulary size, 
and the perceptual and cognitive load on the user. 
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5   User Interface and Hardware Considerations 

The ultimate intention is to produce a body-worn device with a user interface that does 
not require the visual feedback of a screen. In this way, the user can maintain eye 
contact whilst they communicate. Clearly, the lack of a visual interface is likely to 
introduce problems for some users in navigating through the process of creating speech 
communication; therefore we will retain the option for a visual interface. The quality of 
the microphone is crucial in any speech recognition application and this will be an 
important consideration in this development. Users have indicated that they want 
technology that does not ‘badge’ them as disabled. We intend, therefore, to implement 
the VIVOCA on standard, commercially available hardware where possible. 
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Abstract. EMU is a program that supports disabled people to write text faster 
and/or with less physical load. The program was developed based on knowledge 
of the outcome of the R&D project IST-2000-25420 FASTY. This paper shows 
how the commercially available program EMU was developed with special atten-
tion to the test results with the final prototype coming from the EC project. 

1   Introduction 

Motor impairments make the use of standard text input devices to the computer diffi-
cult and hence slow. But motor impairment often goes together with articulatory defi-
ciencies. Therefore, communication often relies on slow text-input and that leads to 
communication disorders and negatively influences the quality of life. Whereas ex-
perienced typists, for example, will produce some 300 keystrokes per minute, typical 
mouth-stick users achieve only around 100 keystrokes and input methods using scan-
ning lower this number to around 3 to 10 keystrokes [2]. 

EMU assists motor, speech, learning and language impaired persons to produce 
texts faster, with less physical and/or cognitive load and with better spelling. EMU is 
highly configurable and available for different European languages. It allows easier 
access to PC-based office systems, to modern forms of IT communication and a faster 
usage of text to speech synthesizers for voice communication. 

2   The Final FASTY Prototype – The Baseline for EMU 

The goal of the EC co-funded R&D project IST-2000-25420 FASTY [1] was the 
development of software and hardware to ease and speed up the task of writing text 
with a computer. 

The final prototype of the FASTY project shows the following user-interface features: 

• Different ways of positioning the text prediction window: 
- Free positioning 
- Following the caret 
- Docked to a certain edge of the screen 
- Docked to an application window 
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• Fixed / hardcoded global shortcuts for the prediction selection 
• Integrated Adjustment Tool 
• Fixed sound and speech output systems with very limited configuration options 

The final FASTY prototype uses several methods and algorithms to produce predictions: 

• Uni- and bigram-based statistical prediction using general and user frequency dic-
tionaries and a trigram-based Part-of-Speech (PoS) tag model 

• Grammar-based prediction analyzing predictions in a wide syntactic context and 
providing syntactic criteria for ranking predictions 

• Collocation based prediction for finding word pairs where one word makes the 
other one „more likely”. 

• Compound prediction which allows the creation of compounds „on the fly” with-
out the necessity to store all possible compounds in the dictionaries 

3   EMU – The Next Generation 

The final FASTY prototype was not ready for the market due to several reasons, some 
of which – among other things – will be discussed below. Furthermore, many promis-
ing enhancements, which were found during the user tests, could not be included in 
the final prototype within the project runtime. Therefore, a new implementation from 
the ground, based on the knowledge of the project, was developed.  

Based on the existing FASTY knowledge decisions had to be taken, which tech-
niques and features should be used for the development of EMU. The following chap-
ters show some aspects of the design process and the current state of the development. 

3.1   The General Structure 

The general structure of the FASTY prototype has proved to be well suited for the 
assignment. Therefore the base concept of EMU was taken from the FASTY proto-
type (see Fig. 1.). 

The structure shows two main parts. The Runtime program is the actual text pre-
diction system. It monitors the user input and offers words or phrases fitting to the 
text currently written. The Adjustment program is a very powerful and versatile tool 
for setting up the Runtime program, maintaining the dictionaries and tailoring EMU 
to the needs of the user in general. 

3.2   The Runtime Program 

The User Interface. The User Interface is the active part of the EMU Runtime 
program. It receives keystrokes, initiates the creation of predictions and presents a 
certain number of predictions to the user. After every typed keystroke a new set of 
predictions is shown. The user has the choice to type another key (if the correct word 
was not shown) or to select a word from the prediction list. A screenshot of the 
currently implemented user interface of the EMU system is shown in Figure 2. The UI 
may currently be displayed in English, German, Italian and Swedish. 
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Fig. 1. General Structure of the EMU System 

 

Fig. 2. Screenshot of the EMU Runtime Program: EMU (the small window in the foreground) 
shows seven predictions for the already written text fragment „I c” within Notepad. The exist-
ing character of the currently typed word is shown in black, the possible endings are shown in 
red; the selection hotkey for each word is shown on the left hand side in blue (all colors may be 
changed by the user). 

The user interface module is more or less platform dependent, especially the meth-
ods of catching user keystrokes and putting a selected prediction back to the system 
by „pressing” the respective keys from the program is strongly connected to a certain 
Operating System. 

The EMU system is currently available for the Windows Operating System only; 
porting to other systems means implementing the greater part of the user interface 
anew. 
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A more detailed view of the user interface reveals, the big differences compared to 
the final FASTY prototype (see Fig. 3). 

User

Interface

Core

Language

Component

Dictionaries

Common

Data

Interface

Sound/Speech

Driver

Adjustment

Tool

Text

Sniffer
System Hook

Operating System

UI

 

Fig. 3. More detailed structure of the EMU System 

The User Interface Core is the central part of the UI. All input events are finally 
received by the Core; text characters are forwarded to the Language Component (see 
3.2.2). The Core also starts the generation of predictions and presents a list to the user. 
If the user selects a prediction the Core initiates the „writing”. 

Catching user keystrokes is one major task of the System Hook module. The mod-
ule translates different input events to standardized messages, which are then sent to 
the Core. The second major task of the module is inserting characters into the system. 
This is totally transparent to other applications; all characters seem to be really typed 
on the keyboard. Finally, the module also monitors the whole system and reports 
actions like task-switching, changing input focus or starting/stopping applications. 
Putting these functionalities into a separate module allows the simple replacement 
with another module using some different method if necessary. 

While output to the screen is done by the UI Core using standard Operating System 
API calls additional output and feedback by text-to-speech synthesis and different 
sound events (reading out predictions, indication of the system state through sound 
output, etc.) is done through a driver system. These Sound/Speech Drivers use a stan-
dardized interface making it totally transparent to the UI Core. 
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One strength of the EMU system is the ability to present fitting predictions right af-
ter focusing an input control that already contains text. This ability is implemented by 
so-called Text Sniffers. EMU has a default sniffer module for reading text from stan-
dard controls. Additional modules may be linked to the program, which allow reading 
text from applications that do not use standard controls or do not reveal their content 
in a standard way. The sniffers are also able to find out the read-only state of a con-
trol. Again this functionality is offered through a standardized interface. EMU fea-
tures currently additional sniffers for MS Office and Borland products. 

Access to system settings and other data is provided by a Common Data Interface. 
This module is also used by the Language Component and the Adjustment Tool (see 
3.3) and offers a centralized interface for data access. 

Recapitulating, the structure of the EMU system is designed highly modular with 
standardized interfaces. In this way enhancements, integration of new output systems 
or the adaptation to new programs with special needs can be done without changing 
the whole structure and is therefore highly efficient. 

The Language Component. The Language Component is implemented platform 
independent thus allowing to port it to other platforms without (or at least only 
minimal) modifications. Furthermore, the module may be switched to another 
language simply by using another set of dictionaries because the algorithms and 
methodologies used are language independent [1,6]. 

The structure of the Language Component (see Fig. 4) is completely tailored to the 
language independent approach. 

The Context Box contains the left context of the currently written text. Upon re-
quest the Prediction Engine generates a list of predictions fitting to the current con-
text. The list of predictions (also containing additional information like probability or 
PoS information) is passed back to the caller. 
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Fig. 4. Structure of the Language Component 
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The Prediction Engine is also able to detect abbreviations in the context and offer 
the related expansions. 

Access to the dictionaries and user-specific data is provided through the Common 
Data Interface. EMU dictionaries are currently available for Dutch, English, French, 
German, Italian, Spanish, Swedish and Turkish. Most other European languages may 
be added with limited effort using a set of tools. The original FASTY dictionaries 
were based on newspaper corpora; for the needs of EMU they were redeveloped to 
better fit the needs of day-by-day use. 

Some prediction techniques of the FASTY prototype where not used in the EMU 
system, because of the high resource consumption and a quite small benefit. Gram-
mar-based prediction increases the KSR1 by about 0.2 % points at the cost of a rather 
high system load [3], the Collocation based prediction increases the KSR by about 
0.2% points at the cost of a rather high system load [5]. Future research may change 
the cost-benefit calculation and the integration of additional prediction modules into 
the prediction engine can be done quite easily due to the modular structure. 
The Language Component of the final FASTY prototype performed within laboratory 
test environments very well (see Fig. 5), but the subjective feeling of the users was 
different, because some obviously wrong words made it into the shownprediction list 
and caused irritation. EMU uses different language data avoiding the very news ac-
centuated predictions, which was the main reason for the wrong words. There are no 
exact test results up to now, but the user satisfaction (according to user feedback) is 
much better; the average KSR is some 5% points higher (according to first laboratory 
tests). 
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Fig. 5. Result of the tests with the final FASTY prototype 

                                                           
1 KSR = Keystroke Saving Rate. The KSR is the number of keystrokes saved over the total 

number of keystrokes. 
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3.3   Adjustment Tool 

The Adjustment Tool (AT) runs independently from the Runtime program and is used 
to setup and configure the latter easily. Fig. 6 shows a typical screenshot of the 
Adjustment Tool. 

 

Fig. 6. Screenshot of the Adjustment Tool with open ‘Prediction List’ page 

The Adjustment Tool is totally different to the adjustment options of the final 
FASTY prototype, because of much negative user feedback during the final user tests 
within the FASTY project. The EMU Adjustment Tool features very intuitive options 
and immediate feedback. An example is shown in Fig 6: all font and color options for 
the prediction window are shown in an example entry on the same page. 

The AT uses common interfaces for data access, option storage and data collection. 
Due to this interface structure changes in EMU subsystems are automatically reflected 
in the AT without any changes of the AT itself. One example for such an interfaced 
option page is shown in Fig. 7. 

 

Fig. 7. Screenshot of the Adjustment Tool with open language option page 
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Abstract. Word prediction is a process that tries to guess the word a user is 
writing, at the same time he/she is doing it. It is mainly used to decrease the ef-
fort needed to write a text in applications devoted to people with disabilities. In 
this paper, we describe and evaluate the architecture of a multilingual word  
prediction system. The proposed architecture is modular and flexible, with 
common interfaces between the modules to allow the use of different prediction  
algorithms or even the prediction in different languages. The current system 
consists of a general lexicon for each language, the possibility to create and 
store personal lexicons, prediction methods based on words and POS (parts of 
speech) probabilistic grammars (when available). The system has been trained 
and evaluated for English, Portuguese, Spanish and Swedish. The Spanish ver-
sion is currently included in a technical aid widely used for people with com-
munication disabilities. 

1   Introduction 

Generally speaking, a word prediction application tries to find out which is the word a 
user is typing or is going to type, before he/she writes it completely. The guessed 
words are shown somehow, so that, if the desired one is included in that list, the user 
can select and insert it in the text. The time and effort needed to write the text are re-
duced because the user does not need to type the rest of the word. This is especially 
useful for slow typists, or people who are not able to use a conventional keyboard. 
The methods to avoid using a keyboard usually involve the utilization of as many 
switches as the user is able to handle (usually 1 or 2) and a keyboard emulator, con-
trolled with the switches. Because of the little versatility of the switch-based access, 
the use of matrices scanning is generally employed. As this is a very slow input 
method, several acceleration techniques are used to increase the user's typing rate. 
Word prediction is one of them. 
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People with other writing problems may also take advantages of the word predic-
tion: dyslexic users or people with frequent spelling errors feel more confident with 
the help of this aid, and their writing improves in quantity and quality. Children and 
people learning a second language are also target users of these systems. 

2   State of the Art 

Several applications based on word prediction have been described in the literature, 
each one devoted to a particular group of users, with their specific needs (Profet [10] 
PredWin [11], Fazly [12], Fasty [13], WordQ [14], etc.). Some of them are speech 
prostheses to help non-vocal users to communicate: tools including speech synthesis 
in which user enters text, and it is spoken. Word prediction increases the communica-
tion rate of these users, especially if they also have physical problems that make them 
write slowly. These applications usually include prediction in English, or automati-
cally trained lexicons for other languages. The system explained in this paper supports 
automatically trained lexicons and prediction methods, but in the case of Spanish, it 
also has a powerful prediction system with specially designed grammatical informa-
tion, rules and lexicons that improve the results significantly. 

3   General Architecture  

In figure 1 the diagram with the general architecture of the system is shown. 

 

Fig. 1. General architecture of the word prediction system 

In the upper part, the modules related to the software application from the user’s 
perspective can be seen, while the lower part is composed of the modules related to 
the automatic training of all the information sources used in the prediction process. 
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The prediction methods and the lexicons are independent, making the system design 
and the portability to other languages easier. Several natural language processing 
techniques have being used to obtain the best results, but only a subset of them will be 
used for each language, depending on the available information for it. 

The more important modules are described in the following sections. 

3.1   Lexicons  

The lexicons are the general sources of information of the system. They contain the 
words and the probabilistic and grammatical information that the prediction methods 
need to predict each word. There are three kinds of lexicons involved in the prediction 
process: 

• Main lexicon, which is a database that contains all the statistical and grammatical 
information about each word handled in the prediction process: word form, fre-
quency in the training text, and, if available, lemma, part of speech (POS), features 
(gender, etc.), etc. Due to its huge size, hash and other intermediate indexes are 
used to reduce the computational requirements and to increase the processing 
speed without loosing information management capability. 

• Subject lexicons: The system can be trained with selected texts on different topics, 
in order to generate separate subject lexicons: home, job, music, sports, etc. They 
contain the word bigrams, and word trigrams for every word in each subject train-
ing texts. These lexicons improve the quality of the prediction because the key 
words of each subject are the most frequent, and need fewer keystrokes to be 
shown/predicted. Before starting to write, the user should activate the appropriate 
subject lexicon. 

• Personal lexicon: It keeps a list of the words and the bigrams written in the present 
session dynamically, updating its contents at the same time the text is written. It al-
lows the system to adapt immediately to the current subject (maybe there is not a 
subject lexicon created, or new words appear). This method accelerates the writing 
mainly because of two factors: the first one is that the user needs to write new 
words only once (after the first time, they will be predicted as if they were in the 
main lexicon). The second factor is that word pairs that are typed in a given session 
are recorded, and each time the first word is written again, the second word is 
automatically predicted. If one of the possible second words is the intended one, it 
can be selected directly.  

The main problem of the personal lexicon is related to misspelling. Spelling mistakes 
may be included in the lexicon due to typing errors, very frequent in the use of programs 
with scanning. These errors are words that shouldn’t be included in the dictionary or 
predicted, so, the inclusion of new words in the lexicon should be carefully controlled. 
We can think, for example, in a young child learning to write, making spelling mistakes: 
if the lexicon learns those words, and they are predicted, the child will see them again, 
and will think they are properly written, getting a counterproductive feedback. 

3.2   Word Prediction Methods 

The word prediction methods decide the constraints that the words should  
actually satisfy, from the information provided by the management module and  
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the specific information sources. The methods available in the current version of the 
system are: 

• Unigram: based only on the absolute frequency of each word, and predicting the 
most frequent words of each lexicon. 

• Static bipos and tripos: based on the probability of the sequences of two or three of 
parts of speech (POS) and the grammatical information included in the lexicons. In 
the prediction process, the list of words that will be shown to the users are the ones 
with higher probability according to specific formulae not shown here as it is out of 
the scope of the paper. If available, basic pos and tripos probability information has 
been complemented with linguistic features management (that filters the words 
with not matching features). 

• Grammatical word prediction based on a stochastic context free grammar (SCFG), 
using a specially designed parser described in [3]. 

3.3   Management Module 

It processes the input from the user interface (text written by the user), and manages 
the information flow between the different prediction methods (coordinating the data 
each one needs and provides) and the transactions with the lexicons. It obtains the 
word prediction list that each method provides and combines them to send the most 
adequate proposals to the user interface.  

3.4   Heuristics 

In addition to the word prediction methods, a series of auxiliary techniques with a 
pragmatic base is included in the system architectures to improve the performance of 
the global system:  

• Elimination of the words previously rejected by the user: if a word has been shown 
to him and, after seeing it, he has not chosen it, the system assumes that it was not 
the desired one and it will not show it again (until the user starts writing the follow-
ing word). 

• Prediction of the more frequent word suffixes beginning by the last letter. 
• Automatic insertion of spaces after punctuation marks and automatic capitalization 

after a period is written. 

4   Description of the Prediction Systems for Each Language 

The prediction system architecture is common for all the languages, and only the da-
tabases and information sources vary from one to the others. Depending on the 
sources available at the training stage for each language, there will be (or not) infor-
mation for some of the prediction methods. For example: if there is no grammatical 
information in the training test, the prediction methods based on bipos, tripos and the 
parser will not be used. In table 1 there is a summary of all the information and meth-
ods available for each language. 
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Table 1. Availability of heuristics, lexicons and word prediction methods for each language 

Heuristic/Lexicon/ 
Word Prediction Algorithm 

Spanish English Portuguese Swedish 

Main lexicon √ √ √ √ 
Subject lexicon √ √ √ √ 
Personal lexicon √ √ √ √ 
Unigram √ √ √ √ 
2-grams to 6-grams √ √ √  
Static bipos and tripos √ √   
Features management √    
SCFG √    
Suffixes prediction √    
Elimination of rejected words √ √ √ √ 
Auto capitalization √ √ √ √ 
Spaces after punctuation marks √ √ √ √ 

The Spanish prediction system is the most powerful one, because a great amount of 
information has been created and trained specially for it, and adapted for the predic-
tion process (even the set of grammatical categories was modified to optimize it). The 
databases for the other languages were automatically generated. 2-grams to 6-grams 
were not available for Swedish because of lack of a reasonable amount of training 
text. Static bipos and tripos were trained from tagged text for Spanish and English, 
but the features management was only available for Spanish. Both the SCFG and the 
suffixes prediction are only used in the Spanish prediction system, as they were gen-
erated manually. 

5   Evaluation of the Prediction for the Different Languages 

The evaluation of a word prediction system as a writing aid considers its efficiency, 
measured in two different ways, depending on its application. If it is included in aids 
for people with physical problems (e.g. to reduce the effort needed to write), we are 
interested in the saving in the number of keystrokes needed to write the text. If it is 
included in aids for people with linguistic problems, we should evaluate the “predic-
tion coverage”, which can be defined as the number (or percentage) of the words that 
are correctly predicted (a word is considered as predicted if it is proposed by the sys-
tem before the user finishes typing it). Extended information in the considerations on 
the automatic evaluation on word prediction systems may be found in [9]. 

As an example, the results (in percentage of saved keystrokes) of the experiments 
with different methods, lexicons and languages are summarized in the following  
tables (the last column shows the relative improvement between experiment i and ex-
periment i-1). For each language, several experiments have been run: a basic experi-
ment (exp. 1) with the main lexicon and the grammatical information (when avail-
able), experiment 2 adding n-grams and experiment 3 adding the personal lexicon to 
adapt to the new vocabulary in a given topic. 
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Table 2. Results of the Spanish word prediction system: % of saved keystrokes 

Exp. Configuration 
Result 

Relative 
Impr. 

1 Static bipos and tripos and features management 42.7%  
2 Exp. 1 plus 2-grams to 6-grams 51.9% 21.5% 
3 Exp. 2 plus personal lexicon 53.3% 2.7% 

Table 3. Results of the English word prediction system: % of saved keystrokes 

Exp. Configuration 
Result 

Relative 
Impr. 

1 Static bipos and tripos  28.2%  
2 Exp. 1 plus 2-grams to 6-grams 37.4% 32.6% 
3 Exp. 2 plus personal lexicon 47.7% 27.5% 

Table 4. Results of the Swedish word prediction system: % of saved keystrokes 

Exp. Configuration 
Result 

Relative 
Impr. 

1 Unigrams  33.8%  
2 Exp. 1 plus 2-grams to 6-grams 42.7% 26.3% 
3 Exp. 2 plus personal lexicon 47.7% 11.7% 

Table 5. Results of the Portuguese word prediction system 

Exp. Configuration 
Result 

Relative 
Impr. 

1 Unigrams  38.2%  
2 Exp. 1 plus 2-grams to 6-grams 42.8% 12.0% 
3 Exp. 2 plus personal lexicon 45.0% 5.1% 

The differences in the results of experiment 1 (from 28.2% for English to 42.7% in 
Spanish) are due, not only to the agreement between the test and training texts but 
also to the amount of information sources available for the particular language. The 
grammatical information and features management included in the experiment 1 for 
Spanish have been specially designed to optimize the prediction process, while the 
grammatical information available for English was the one included in the BNC.  

Experiment 2 always improves the results, again depending on the agreement be-
tween the test text and the text used to train the n-grams. In case the subject of both 
texts is the same, the prediction obtained by the n-grams based methods could be very 
good, leaving a narrow margin to the personal lexicon. This effect can be seen in ta-
bles 2 and 5, while in the experiments for English the personal lexicon achieves a 
relative improvement of over 27%. It is also important to note that, in the case of the 
best trained languages (Spanish and English), the results for experiment 3 are very 
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similar, showing how powerful the personal lexicon can be (also in Spanish, but the 
relative improvement due to it is smaller due to the higher performance in the baseline 
experiment).  

The percentage of words predicted before the user types all their letters is usually 
over 90-95% for all the languages, lexicons and methods. 

As it can be seen, the results show that the architecture is able to efficiently handle 
different languages with similar performance (taking into account the differences be-
tween the languages and the training and testing databases, which will be fully de-
scribed in the final paper). 

Additional detailed information about the word prediction techniques, evaluation 
methods and results can be found in [2]. 

6   Conclusions 

Communication problems have a strong influence in a person's quality of life. The 
great advances in the telecommunication and computer sciences offer new possibili-
ties that mean big changes in our society, and, particularly, the development of high-
tech aids for people with some kind of disability may improve its quality of life. 

NLP techniques and, particularly, word prediction, are widely used in technical 
aids for people with physical disabilities as methods to accelerate the typing speed, 
increasing the communication rate, and to reduce the effort needed to write a text. 

In this paper, the architecture, lexicons and word prediction methods of a predic-
tion system have been described and evaluated for Spanish, English, Swedish and 
Portuguese. The system architecture is modular and has a high degree of flexibility. It 
is composed by independent modules with well defined interfaces between them that 
allow to easily change prediction methods or lexicons. 

The evaluation has shown how the architecture is able to efficiently handle differ-
ent languages with similar results. It is also clear that there are important differences 
when including additional information sources in the prediction process, when com-
pared with the basic prediction methods. The improvements strongly depend on the 
previous information (the availability of the grammatical information, features, the 
amount of words in the main lexicon, etc.). N-grams also produced results varying 
with the agreement between the test and training texts.  

The use of flexible methods, like the personal and subject lexicon, produces the 
best results for all the languages, due to their capability to adapt to the new vocabu-
lary and frequencies. They compensate the shortages of the fixed lexicons. 

The word prediction for Spanish is currently included in PredWin, a widely used 
text editor for people with severe physical disabilities described in [11].  
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Abstract. Here we describe the summary of the STS on “People with Mobility 
Impairment: Human Comuter Interaction, Rehabilitation” that was proposed by 
Japanese research group of the Grant-in-Aid Scientific Research of the Japanese 
Ministry of Education, Culture, Sports, Science and Technology. Twelve 
excellent papers are presented, whose authors are from Europe, North America, 
and Asia. Among them, 6 papers focus on cursor control by eye movement, and 
6 papers describe other new challenges of assistive technologies. 

1   Introduction 

This STS is proposed by Japanese research group of the Grant-in-Aid Scientific 
Research of the Japanese Ministry of Education, Culture, Sports, Science and 
Technology "Basic Research on the Communicative Functions of the Elderly and 
Persons with Disabilities". 

The STS provides a forum for the discussion of major issues related to the topics 
above in order to promote usability and accessibility of information and 
communication equipment by the elderly and persons with disabilities. 

It is essential that the elderly and persons with disabilities be able to use information 
and communication equipment without any difficulties in order to access necessary 
information and to communicate with other persons easily in their daily life. 

Recent progress of ICT (Information and Communication Technology) has made 
equipment highly sophisticated, small and inexpensive. New kinds of easy-to-use 
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equipment have also been developed and the advancement of assistive technology is 
remarkable. As a result, the use of ICT equipment by the elderly and persons with 
disabilities is increasing.  However, the usability and accessibility of ICT equipment 
is still insufficient for them. To make ICT equipment easy to use for the elderly and 
persons with disabilities, it is necessary to form the basis of information accessibility 
by conducting basic research which focuses on how they feel, what they think, how 
they act and how they behave towards the equipment. Also, data relevant to machines 
easy for them to operate should be collected and analyzed. 

2   Outline of This STS 

This STS focuses on “People with Motor & Mobility Impairment”, which is one of 
the topics of the above research area. Twelve excellent papers are presented, whose 
authors are from Europe, North America, and Asia. Among them, 6 papers focus on 
cursor control by eye movement, and 6 papers describe other new challenges of 
assistive technologies. 

Chin (U.S.A) found that their method for pointing using EMG signal from facial 
muscle can get faster point-and-click time than the old system. 

Lotte and Struijk (Denmark) devised a tongue-computer interface that uses an 
activation unit, with inductors placed in the user’s mouth cavity.  Using inductive 
coupling, rather than a force activated switch, makes activation faster and less 
fatiguing. 

Chen and Wo (Taiwan) designed an alternative Chinese keyboard layout for a 
single-digit typist and compared its typing speed and keystroke accuracy with the 
conventional QWERTY key layout and other layouts.  

Herrera et al. (U.S.A) investigated the design and implementation of a writing 
module that uses myoelectric signals to control the griper on a prosthetic hand to help 
amputees write characters.  Writing characters by 7-segment strokes was successful. 

Takahashi et al. (Japan) proposed “Assistance type handrail” by which an 
individual’s motor functions could be fully maximized.  One Parkinson subject could 
stand up with their power-assisted handrail. 

Inoue et al. (Japan) developed a driving simulator that consists of a PC and a haptic 
device (steering wheel and switches) for rehabilitation. The results of their 
preliminary experiments with brain injured subject showed its effectiveness. 

Hori et al. (Japan) made several improvements on a traditional EOG system to 
develop a real-time EOG communication control system for developmentally disabled 
individuals with motor paralysis.  They examined the usability of their input system 
with EOG and a virtual keyboard and got acceptable results. 

Fejtová et al. (Czech) introduces a device that enables non-contact control of a PC 
through eye (or head) movement.  A tiny camera, which monitors eye movements, is 
attached to a frame of a pair of glasses in order to make it easy to install and operate.  

Daunys and Ramanauskas (Lithuania) developed and analyzed a pupil/eye corner 
tracking system to find the best mapping from image coordinates to computer screen 
coordinates. The results of the experiment showed that there are nonlinear distortions 
between image coordinates and screen coordinates. 
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Wo and Chen (Taiwan) studied a systematic method to investigate the effect of 
keyboard adaptation on children with cerebral palsy. In an experiment using their 
developed keyboard adaptation assessment program, it was illustrated that the typing 
speed of the participants improved after adaptation. 

Itoh (Japan) made a prototype of a light-spot-operated mouse emulator. To control 
the cursor, two cameras are set in front of the screen and detect light spots on the 
screen sent from laser pointer mounted on the user’s cap or sun visor. The subjects of 
the GUI operation experiment felt comfortable using this system. 

Lin et al. (Taiwan) designed a chorded keyboard which focused on input speed and 
learning time for people with physical disabilities. The learning curve for the use of 
the proposed chorded-based input method was very short. 

3   Significance of This STS 

Research and development of assistive technologies for elderly and persons with 
disabilities has been widely conducted and several useful results have contributed to 
the improvement of their QOL and ADL. However, still these results cannot cover the 
diversity of needs posed by persons with disability, especially the physically 
impaired. Another problem to be pointed out is the insufficient research effort on 
users’ mental or psychological aspects.  Fundamental research on the problem of how 
they feel, what they think and how they act towards assistive technology should be 
encouraged. 

The research results to be presented in this STS will be a steady advancement in 
this area and contribute to solve above problems.  

Even with disabilities, the life of an individual, whether an older person or a person 
with disabilities is irreplaceable. To make these precious lives profitable, assistive 
technologies are necessary. This STS will provide opportunities for researchers to 
seriously discuss problems they may have, and will yield fruitful outcomes. 
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Abstract. An improved hands-free cursor control system suitable for use by in-
dividuals with spinal dysfunction or spinal cord injury is introduced.  The sys-
tem uses electromyogram (EMG) signals from facial muscles to produce five 
distinct cursor actions, namely: left, right, up, down and left-click. The new sys-
tem is derived from a system previously created by our group.  Object selection 
tests are performed on both systems.  We use statistical analysis and Fitts’ law 
analysis of these tests to support our assertion that the new system provides en-
hanced performance over its predecessor. 

1   Introduction 

Computer-based systems have become increasingly pervasive in every arena of hu-
man activity. Many professions require access to computer-based applications in or-
der for an individual to fulfill job requirements.  With the advent of the Internet, the 
computer has become a portal to a new domain of social interaction, information ac-
cess, and entertainment.  Typically, able-bodied individuals interact with a computer 
using standard input devices, such as, a mouse, trackball, touchpad, or keyboard.  
However, there is a considerable segment of the population (e.g., 250,000 – 400,000 
individuals in the United States) who are often unable to use such input devices be-
cause they live with spinal cord injury or spinal dysfunction [8].  There exists a need 
to provide such individuals with a more usable means of computer access than these 
input devices. 

With today’s GUI-based PC software, most of the human-to-computer interaction 
is based on selection operations, which consists of two steps: 

• Pointing: Positioning the cursor at the desired location of the screen, over the ap-
propriate area or icon. 

• Clicking: Executing the Mouse Down/Up function that is interpreted by the com-
puter’s operating system as an indicator to complete the selection of the item asso-
ciated with the icon at the location of the screen cursor. 

The cursor control system that we have created facilitates these point-and-click  
operations through the detection and processing of electromyogram (EMG) signals. 
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Electromyography is the study of muscle function through monitoring of the elec-
trical signals generated by the muscle [4].  A surface electrode placed on the skin 
above a superficial muscle will receive electrical signals emanating from several mus-
cle fibers associated with different motor units.  The spatio-temporal summation of 
these electrical signals results in what is called an EMG signal.  Therefore, the EMG 
signal provides an effective means of monitoring muscle activity. 

EMG signals have been used previously for cursor control.  EMG-based systems 
have been used in [5,9] and [2,3], with [2,3] focused specifically on the use of EMG 
signals from cranial muscles.  Monitoring the EMG signals of cranial muscles makes 
this approach suitable for individuals suffering from severe motor disabilities and who 
are also paralyzed from the neck down. 

EMG-based cursor control systems have been shown to perform slowly when com-
pared to a mouse-operated system in object selection tests [2,3].  However, EMG-based 
systems have the advantage of allowing for small cursor movements suited for high 
resolution computer displays.  This is a quality that is not possessed by other alternative 
cursor control approaches, such as some based on eye-gaze tracking (EGT) [1,6,7]. 

The EMG system developed previously by our group [2,3] utilized three electrodes 
that measured EMG signals from muscles in the head of the user. The EMG signals 
were classified into cursor actions by performing real-time spectral analysis of these 
signals. A previous empirical study of the EMG signals from different muscles re-
vealed that they possessed distinguishing frequency characteristics. An example of 
this is displayed in Fig. 1. 
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Fig. 1. Spectra observed during a right frontalis contraction (left plot) and a left temporalis  
contraction (right plot) 

After a thorough evaluation of the previous EMG system, it was found that it was 
occasionally inaccurate in discriminating between the muscle contractions that com-
mand up and down cursor movements (eyebrows up and eyebrows down, respec-
tively).  To remedy this problem an additional electrode was added to the forehead  
region, and a new classification algorithm was devised to work with this new input 
configuration. 
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Section 2 of this paper details how the new system was implemented and the meth-
odology behind the new classification algorithm. Section 3 also describes the experi-
ment used to obtain object-selection task times, as well as, the data analysis methods 
used to study these task times.  Section 4 provides the results of statistical analysis 
and Fitts’ Law analysis performed on the experimental results. Section 5 presents our 
conclusions. 

2   System Implementation and Signal Processing Methodology 

2.1   Placement of Electrodes for the New EMG-Based Cursor Control System 

Fig. 2 displays the placement of the Ag/AgCl electrodes on the head of the subject.  
This figure indicates that electrodes were placed over the right frontalis muscle, the 
left temporalis muscle, the right temporalis muscle, and the procerus muscle, respec-
tively. An electrode was placed over the right mastoid as a reference.  This electrode 
set up differs from the previous EMG-based system only in the addition of the fourth 
electrode over the procerus muscle. 

 
 

 

Fig. 2. Electrode placement for the new EMG cursor control system 

2.2   Hardware Components of the EMG-Based Cursor Control System 

The hardware components of the cursor control system are presented in Fig. 3.  Each 
of the four EMG signals was magnified by a Grass® P5 Series AC preamplifier.  
Each of these preamplifiers possessed an anti-aliasing filter with a gain of 10,000 V/V 
and a 60Hz notch-filter. The ADC64TM DSP/AD board (Innovative Integration, Simi 
Valley, CA) performed analog-to-digital conversion on each signal at a sampling rate 
of 1.2 kHz, and then applied the classification algorithm to these digitized signals in 
real-time.  The output of the board was a series of TTL-compliant binary voltage  
sequences consistent with voltage sequences expected from a serial mouse.  The Mo-
torola® MC1488C RS-232C driver converted the TTL sequences into RS-232C  
format and transmitted these sequences into the serial port of the personal computer 
(PC).  The serial mouse driver of this computer communicated with the operating sys-
tem to produce cursor actions driven by the serial signal created by the DSP board. 
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Fig. 3. Block diagram of hardware components of EMG-based cursor control system 

2.3   EMG Processing Algorithm for Muscle Contraction Identification 

The desired relations between cursor actions, facial movements, and muscle contrac-
tions are given in Table 1. 

Table 1. Relations between cursor actions, facial movements and muscle contractions 

Cursor Action Facial Movement Muscle Contraction 
Left Left Jaw Clench Left Temporalis 

Right Right Jaw Clench Right Temporalis 
Up Eyebrows Up Right Frontalis 

Down Eyebrows Down Procerus 
Left-Click Left & Right Jaw Clench Left & Right Temporalis 

The purpose of the classification algorithm was to determine if a facial muscle  
contraction had occurred and if so, which specific muscle was the source of this con-
traction. Given the one-to-one correspondence between muscle contraction and cursor 
action, the output of an effective muscle contraction classification algorithm can be 
utilized in a real-time implementation for hands-free cursor control. 

Both the classification algorithm of [2,3] and the new classification algorithm 
made use of the periodogram estimation of the power spectral density (PSD) of the 
input EMG signals.  In both cases, the PSD indicated how the power of an EMG sig-
nal was distributed over a frequency range of 0 Hz – 600 Hz.  Periodogram PSD esti-
mations were taken every 256 consecutive samples (every 0.213s) from each of the 
EMG channels. 

The two classification algorithms differed in the way each utilized the PSD esti-
mates to classify the EMG data.  The algorithm of [2,3] only utilized three electrodes 
placed on: the left temporalis muscle, the right temporalis muscle, and the right fron-
talis muscle respectively.  This algorithm calculated partial accumulations over the 
frequency ranges of 0 Hz – 145 Hz and 145 Hz – 600 Hz of the PSDs produced from 
the three EMG channels in order to distinguish between the frequency characteristics 
associated with the contraction of different muscles (temporalis versus frontalis). This 
algorithm also utilized PSD amplitude thresholds to estimate the strength of contrac-
tion from each of the three muscles mentioned previously. 

Testing of this algorithm revealed that it did not always classify the eyebrows 
down movement efficiently.  So it was proposed that an additional electrode be placed 
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over the procerus muscle, because it is one of the muscles directly involved in the 
eyebrows down facial movement.  This new four-electrode input configuration  
required a new classification algorithm, the details of which are described in the fol-
lowing paragraphs. 

The new classification algorithm made use of Mean Power Frequency (MPF) val-
ues to distinguish spectral differences associated with each facial muscle contraction, 
instead of partial PSD accumulations. The MPF is derived from the PSD values as a 
weighted average frequency in which each frequency component, f, is weighted by its 
power, P.  The equation for the calculation for the MPF is given by: 

( )
PNPnPP

PNfNPnfnPfPfMPF +++++
×++×++×+×=

......21
......2211  .          n = 1,2, …, N. (1) 

The new classification algorithm used a combination of PSD amplitude thresholds, 
complete PSD sums, and MPF values to correctly classify muscle contractions. For 
example, to correctly classify a unidirectional muscle contraction all the following 
criteria must be satisfied: 

1. The maximum PSD amplitude must exceed the threshold set for that electrode. 
2. The sum of the PSD amplitudes for the given electrode must exceed the PSD sums 

of the other electrodes 
3. The mean power frequency calculated from the PSD must fall into a range consis-

tent with the muscle associated with the electrode (frontalis: 40 Hz – 165 Hz, tem-
poralis: 120 Hz – 295 Hz, procerus: 60 Hz – 195 Hz). 

Detection of a click action requires fulfillment of similar requirements in both temporalis 
muscles simultaneously. 

3   Testing and Data Analysis Methods 

The experiment used to determine the point-and-click capabilities of the two systems 
followed a 2 x 4 x 4 x 6 factorial design with two cursor control systems (old and 
new), 4 different “Start” icon positions (Upper Left, Lower Left, Upper Right, and 
Lower Right), 4 different “Stop” icon sizes (8.5 x 8.5 mm, 12.5 x 12.5 mm, 17 x 17 
mm, 22 x 22 mm), and 6 different able-bodied male subjects.  A program was created 
in Visual Basic to present the point-and-click interface to each subject and to record 
the movement times required for each task.  The program was displayed on a 17” 
color monitor.  For each point-and-click trial, an 8.5 x 8.5 mm “Start” icon was pre-
sented in a corner of the screen and a “Stop” icon was presented in the center.  Each 
subject was instructed to use the EMG-based cursor control system to click the “Start” 
button to begin timing a trial, move the cursor to the “Stop” button, and click on it as 
quickly as possible. This would record the total task time for the trial. The subject 
would then click a “Next” icon to display another trial layout with the “Start” button 
located in another corner of the screen.  Each specific trial configuration (“Start” loca-
tion, “Stop” size, and algorithm) was repeated three times by each subject resulting in 
a total of 96 trials executed by each subject. 

The statistical analysis involved applying a four-way analysis of variance 
(ANOVA) of this factorial experiment.  The results are given in the following section. 
Fitts’ law analysis applies Fitts’ law to object selection data such as those produced 
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by our experiment.  Fitts’ law states that there is a linear relationship between the 
movement time taken for a point-and-click task (MT) and the difficulty of this task 
(ID).  The Fitts’ law equation is given by: 

bIDaMT +=  . (2) 

where MT is the movement time in seconds, ID is the index of difficulty for the task, 
in bits.  Also, a (seconds) and b (seconds/bit) are the coefficients associated with the 
linear relationship.  ID is given by: 

( )1
2

log +=
W

AID  . (3) 

where A represents the distance to the target, and W represents the width of the target, 
which in our case is the “Stop” button. 

Fitts’ law essentially states that the narrower and further away a target is, the more 
difficult the task will be and the more time it will take to be completed. 

For Fitts’ law analysis, a movement time value is obtained by averaging all the 
movement times taken for a task of a given ID.  Provided that there are tasks with dif-
ferent ID values then we will have a number of (ID, MT) ordered pairs. These ordered 
pairs are used to produce a linear regression line that represents the performance ca-
pabilities of that cursor control system.  More specifically, the reciprocal of the slope 
of the regression line is used as performance measure. The name of this measure is 
the index of performance (IP) and has units of bits/s. The IP value for a point-and-
click system indicates the rate of user information processing for that system. 

4   Results 

The analysis of variance of the data performed in Minitab produced the following table: 

Table 2. Four-way ANOVA table 

Source DF SS MS F P 
Algorithm (A) 1 10290.1 10290.1 84.66 0.000 
“Start” Position (P) 3 611.3 203.8 1.68 0.171 
A*P 3 221.2 73.7 0.61 0.611 
“Stop” Icon Size (I) 3 3073.4 1024.5 8.43 0.000 
A*I 3 306.5 102.2 0.84 0.472 
P*I 9 833.8 92.6 0.76 0.652 
A*P*I 9 603.8 67.1 0.55 0.836 
Subject (S) 5 27421.5 5484.3 45.12 0.000 
Error 539 65514.2 121.5   
Total 575 108875    

Table 2 shows a significant main effect for algorithm (A) with p < 0.0005, and a 
significant main effect for icon size (I), p < 0.0005.  Therefore we can reject the null 
hypothesis of Ho1: A1 = A2 = 0, as well as, the null hypothesis Ho2: I1 = I2 = I3 = I4 = 0. 

The mean point-and-click task times obtained from the real-time experiment were 
22.66 s for the old system and 14.21 s for the new system. 
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The Fitts’ law analysis data are shown in tables 3 and 4. 

Table 3. Aggregated point-and-click data for Fitts' law analysis of old system 

D(mm) W(mm) ID(bits) MT(s) IP=ID/MT(bit/s) 
180 8.5 4.47 26.87 0.166 
180 12.5 3.94 24.24 0.163 
180 17 3.53 19.74 0.179 
180 22 3.20 19.80 0.162 

Table 4. Aggregated point-and-click data for Fitts' law analysis of new system 

D(mm) W(mm) ID(bits) MT(s) IP=ID/MT(bit/s) 
180 8.5 4.47 16.34 0.274 
180 12.5 3.94 15.13 0.261 
180 17 3.53 12.75 0.277 
180 22 3.20 12.63 0.253 

The linear regression equation derived from the results of Table 3 was MT =  
-0.623 + 6.148*ID, r = 0.924, F(1, 2) = 24.3, p < 0.0015.  The linear regression equa-
tion derived from the results of Table 4 was MT = 2.03 + 3.22*ID, r = 0.931, F(1, 2) 
= 27.0, p < 0.0012.  The IP value for the old system was 0.16 bit/s, while the IP value 
for the new system was 0.31 bit/s. Fig. 4 shows the linear regression plots for both 
systems. 
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Fig. 4. Fitts' law regression lines for both cursor control systems 

5   Conclusion 

The results show that mean point-and-click task times are 8.45 s faster for the new 
system when compared to the old system.  The ANOVA results prove that this  
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difference is statistically significant.  Therefore, we conclude that the new system 
provides faster point-and-click operations when compared to the old system. 

The Fitts’ law data shows that the IP value for the new algorithm is larger than that 
of the old one (0.31 bit/s compared to 0.16 bit/s).  Also the linear regression equations 
and the corresponding plot indicate that the new system performs 6 - 10 s faster than 
the old system for a task of a given index of difficulty. One can conclude from these 
analyses that the new system exhibited a shorter mean object selection time, and al-
lowed a more efficient processing of user input information (larger IP) for enhanced 
hands-free interaction with the GUI of a personal computer. 
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Abstract. Efficient input devices for computers and automatic equipment can 
improve the quality of life for severely disabled people. This work describes a 
new tongue- computer interface to be used by the disabled to access computers 
and new technologies. The new sensor system may be used during eating and 
speaking and may incorporate as many activation buttons as the number of 
characters in the alphabet. 

1   Introduction 

Disabled people, if unable to move their legs and arms, have a limited number of 
input sources available for a control system: Tongue movements, jaw movements, 
head movements, eye selection methods, blowing of air, brain signals and for those 
with intact language: speech. Therefore, current research has focused on control 
methods based on these inputs. Most of the resulting control systems are very visible, 
have little mobility and have undesirable drawbacks, such as neck pain in head con-
trol methods, headaches in eye control methods and interfering signals in speech con-
trol methods. In addition brain control methods need further research to reach an 
acceptable level of functionality, taking invasiveness, aesthetics and efficiency into 
account. A comparative study, comparing a tongue control method to a head control 
system and a rather simple mouth stick, resulted in all four severely disabled test 
persons preferring the tongue based control system, even though, it was not the fastest 
system [1], emphasizing the importance of aesthetics – the last thing many disabled 
persons want is to be even more different. 

Tongue control methods are favorable since they are practically invisible and man-
ageable for people with even severe disabilities. There have been different attempts to 
interface the tongue, including electrical contacts [2], hall element techniques [3] and 
pressure sensors. Further, a current commercially available tongue control systems is 
based on pressure sensitive buttons placed in the mouth cavity over the tongue [4]. 
The use of electrical contacts may not function during eating and talking. The tech-
nique with the Hall element has similar limitations. Further, the use of pressure sensi-
tive sensors does not seem optimal, since normal speech and swallowing generates 
tongue-palatal pressures in the range of 20-60% of maximal achievable pressure [5,6], 
which poses demands on the detection threshold and therefore may increase the risk 
of fatigue. In addition, the use of pressure-based sensors may limit the maximal num-
ber of sensors that can be placed in the oral cavity, since the requirement of pressure 
increase the tongue-palatal contact area. Having only 9 control buttons the commer-
cially available tongue touch keypad [4] far from utilizes the high selectivity in the 
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movement of the tongue, which readily can pick out every single of our 32 teeth. This 
selectivity is in theory sufficient to select the alphabet directly on 26 buttons, although 
a different sensor type will have to be developed. Such a direct letter selection would 
bring the typing ability of a quadriplegic on the level of an intact person using one 
finger. This would make communication much more effective and attractive. More-
over, a variety of electric aids, including wheelchairs and neural prostheses, would be 
controllable with a wide range of commands from the same interface, making it suit-
able for environmental control systems. 

Therefore this work describes a new inductive tongue computer interface (ITCI) to 
facilitate tongue-activated commands. 

2   Methods 

2.1   Theory 

The detection method used in this work is based on Faraday´s law of induction for a 
coil, and uses variable inductance techniques. The idea is to change the inductance of 
an air-cored induction coil, by moving a ferro magnetic material, attached to the 
tongue, into the core of the coils (Fig 1): 

From Faradays law the voltage drop across an inductance can be found as: 

ε = -L di/dt = - μ0 • μ r • N2 •A/l •di/dt (1) 

Where  

L = μ0 • μ r • n2 •A/l (2) 

L = inductance (3) 

μ0 = vacuum permeability (4) 

μr = relative magnetic permeability of the core material (5) 

N= number of turns (6) 

l = is the average length of the magnetic flux path (7) 

When only air is present as the core of the inductance, μr=1. As the ferromagnetic 
material is placed in the coil, the core becomes a combination of air and ferromag-
netic material, and μ r changes according to the magnetic permeability of the ferro-
magnetic material. 

Applying a sine wave current, i, of constant peak-peak amplitude, a constant am-
plitude voltage drop, ε, is obtained across the coil L. Introduction of the ferromagnetic 
material into the air gap of the coil, results in an increase of ε, which stays increased, 
a until the material is removed. This will be utilized for activation of a command in 
the inductive tongue control system. The method resembles the known techniques 
used for displacement sensors [7]. 
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Fig. 1. The Inductive tongue control system. a: The activation unit, b: the palatal plate, c: the  
inductors. The tongue activates the sensors by placing the tongue-mounted activation unit at or 
inside a coil. 

2.2   Mounting of Sensors on at the Palatal Plate 

Five functional inductors were paced on a palatal plate resembling the ones used as 
dental retainers, see Fig.2. A silicone tube was fixed to the dental palate and carried 
the wires out of the mouth, see Fig. 2. 

                           

Fig. 2. Left: The palatal plate with inductive coils and a silicone tube leading the the wires out 
of the mouth. The clamps keep the plate in place at the hard palate. Right: The activation unit 
glued to the tongue. 

2.3   Experimental Setup 

The ITCS was tested in a one 37 year old, healthy female.  
The palatal plate with the inductors was placed at the hard palate, and kept in place 

by the clamps of the plate. The activation unit was glued to the tongue using tissue 
glue, Fig. 2. The inductors were connected in serial, and a 30 kHz sine wave current 
with a 0.5 mA amplitude was applied to the inductors from a galvanically isolated 
current source. The subject activated the sensors by positioning the tongue in a man-
ner that placed the activating unit in the centre of the different the coils in arbitrary 
order. 

a 

b 
c 
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Fig. 3. Experimental set-up. The subject leads comes out from the subjects mouth. The subject 
is provided with a visual feedback, Fig. 4. 

2.4   Signal Processing 

The measured signal was amplified and rectified to obtain an envelope of the signal. 
Then the signal was sampled and processed using the Matlab DAQ toolbox. 

Thresholding was applied to the measured signal in order to determine which sensor 
had been activated, and that information was fed into custom-made Matlab program 
providing a on-line visual display of a grid, resembling the palatal plate with the sensors, 
Fig. 3.  From this visual display, the subject could see which sensor had been activated. 

3   Results 

The subject could activate desired sensors. Activation of the sensors is not condi-
tioned the actual placement of the activation unit inside the coil, but it is sufficient to 
place the activation unit at the coil. As expected an activated sensor stayed activated 
until the activation unit was removed from that coil. 

The total size of the designed inductors, given as the outer diameter was 5-6mm, 
indicating the possibility of having more than 25 sensors in the palatal plate of future 
ITCSs. 

 
Fig. 4. Example of the visual display during activation of a sensor 

4   Discussion 

For a future control system to be truly successful it has, in reality to be a help for the 
user. This may imply that the system: 
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− Can be used/worn all day and night 
− Is easy to use and induces a low degree of fatigue 
− Is cosmetically acceptable in and outside the home of the user – preferably 

invisible 
− Can be used to control a wide range of equipment, e.g. computers, wheel-

chairs, toys and prosthesis. 
− Provides an efficient and quick activation of the desired function 

 

These requirements may be met in future applications of this new Interface system, 
facilitating partly implantable inductive sensors. 

The small size of the sensor-coils opens up for the possibility of having the whole 
alphabet as separate “buttons” on the palatal plate, which may lead to substantial 
increase in e.g. the rate of writing for quadriplegics. Future studies in tongue selectiv-
ity may reveal more information about feasibility of this possibility. 

In the present work the coils were connected in serial, and the measured signal was 
related to all the inductances and the implicit resistance of the coil wire.  A current 
with fixed frequency and fixed amplitude was applied, and the number of turns of 
each coil was the only parameter that made it possible to determinate which coil was 
activated. This is a very simple set-up and an advantage is that only two leads are 
needed to measure from and supply several sensors. Many other configurations could 
be considered, e.g. thresholding could be avoided using the coils as frequency detec-
tors instead, or using several leads. 

One new feature of the ITCS as compared to traditional computer control systems 
is that it is partly implantable, due to the activation unit. Future systems may incorpo-
rate fixation of the activation unit by piercing or by implantation right under the 
tongue mucosa e.g. through injection. Thus the degree of invasiveness is rather low. A 
questionnaire among 26 possible users of a tongue interface (laryngectomy patients in 
relation to a tongue controlled voice prosthesis) [8] indicated acceptance of implanta-
tion in 50% (average age: 65 years) of the cases, were indecisive in 7% of the cases 
and 33% (average age 70 years) would not accept implantation. The rest did not know 
or wanted more information. The arguments for not accepting the implant included: 
The asked persons felt too old, needed more information, or would prefer to have the 
implant during their laryngectomy surgery. 

The advantages of the partly implantable sensors as compared to the traditionally 
pressure based tongue interfaces is, besides the possibility of having a high number of 
sensors/buttons, that practically no force is needed for activation and that the activa-
tion therefore is faster and less fatiguing. Further, the system is not affected by the 
tongue palatal-pressures related to normal eating and speaking.  

Future work will focus on tongue selectivity, incorporating wireless control in the 
ITCS, to avoid wires coming out from the mouth and develop command strategies to 
control a wide range of devices. 
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Abstract. This study designed an alternative Chinese keyboard layout for 
single-digit typists and evaluated the efficacy of this innovative layout design. 
The new eight row by five column keyboard layout was designed based on the 
principles of alternative keyboard design. Eight college students with proficient 
keyboarding were involved in this study. The repeated measurement 
experimental design was used to compare the speed and accuracy of keystroke 
among the four different keyboard patterns: QWERTY, Alternative, Revised-
QWERTY, and Random-Alternative. The experimental results indicated that 
the subjects’ typing speed is fastest when utilizing the QWERTY layout (63.86 
symbols/minute), followed by the Alternative (56.02 symbols/minute), Revised 
QWERTY (53.39 symbols/minute) and the Random-Alternative keyboard 
(49.94 symbols/minute). There is no significant difference among QWERTY, 
Alternative, Revised-QWERTY, and Random-Alternative layouts on the 
subjects’ typing accuracy. The possible causes of the unpredicted results and 
suggestions for further studies were discussed. 

1   Introduction 

As the information technology advances rapidly in the everyday contexts, text entry 
becomes an important and prerequisite skill in the pursuit of higher educational and 
vocational goals, especially for people with disabilities. An appropriate text entry 
system can decrease the barriers of typing with computer and enhance the efficiency 
of the text entry [5]. The efficiency of the text entry depends on the suitability of the 
control interface, including proper selection methods and keyboard layouts [5,6]. The 
keyboard layouts have significantly impacted users’ typing speed and accuracy, 
traveling distance of fingers, ease of learning, and efficiency of the interaction 
between the user and the computer. A suitable keyboard layout is essential for single-
digit typists to enter text efficiently. Numerous researchers have engaged in designing 
English keyboard layout for the typists with upper extremity impairments [8]. 
LIAISON and Chubon keyboards are two of the most conventionally adopted ones 
[4,5,6]. LIAISON is a keyboard emulator with alternative keyboard layouts designed 
for individuals with high-level spinal cord injuries (SCI). The defaulted keyboard 
layout is designed for increasing users typing speed by minimizing the distance 
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between cursor movements. The Chubon keyboard is designed to accelerate text entry 
for single-digit typists or typists with a typing-stick. It was designed by centralizing 
letters used most commonly in the English language and by placing frequently used 
letters together in close vicinity. 

However, adaptation of the Chinese keyboard for people with disabilities has 
seldom been explored [2, 3, 7], with none of them focusing on the single-digit typists’ 
needs. Proper keyboard layouts lacked, single-digit typists or typists with a typing-
stick may encounter difficulties in typing Chinese efficiently. Therefore, a Chinese 
alternative keyboard layout must be developed for single-digit typists or typists with a 
typing-stick. The proposed Chinese alternative keyboard will serve as a foundation to 
design various keyboards, such as contracted keyboards and on-screen keyboards. 

Additionally to layout design, Chinese input method is another critical issue for 
typists who use Chinese. Two major input systems in Chinese are the phonic-coding 
input method, and the other is the pattern-coding input method. Individuals who adopt 
the phonic-coding input method need primary spelling capability. For individuals 
lacking spelling ability, the pattern-coding input method may be more adaptive. 
Researches have demonstrated the effectiveness of Chinese pattern-coding input 
method [2,3]. An alternative Chinese keyboard layout was developed based on the 
Da-Yi input method, a pattern-coding input [2]. This alternative Chinese keyboard 
layout has demonstrated its effectiveness and ease of learning for individuals even 
with mental retardation. However, most Taiwanese are not acquainted with pattern-
coding input method. Phonetic symbol systems are more popular in Taiwan since all 
people learned it in elementary school. Phonetic symbols are arranged in their order 
on the QWERTY keyboard as well as the English alphabetical keyboard. The 
arrangement of phonetic symbols is inefficient for single-digit typists. Therefore, this 
study develops an alternative Chinese keyboard layout based on the phonetic input 
method for single-digit typists to accelerate their typing speed and accuracy. 

2   Methodology  

2.1   Chinese Alternative Keyboard Layout Design 

The keyboard layout was rearranged based on the principles of human computer 
interaction that were used for designing the alternative keyboard [4]. The major 
principles adapted for designing this alternative Chinese keyboard layout were: 1) 
centralizing the most commonly used symbols, 2) adjoining the consonants and 
vowels that were most frequently used together in close proximity, 3) placing the 
consonants that were used as prefixes on the left side of the keyboard layout, and 
vowels that were used as a suffixes on the right side. 

In order to identify the most commonly used symbols in Chinese, a Chinese word 
database investigated by the Ministry of Education in Taiwan was used as the 
foundation to calculate the frequency of each Chinese character. This database 
investigated 1,579,771 Chinese characters that were collected from Chinese 
publications, and 5,063 Chinese characters were found the most commonly used. 
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Researchers analyzed the frequency of each phonic symbol of those 5,063 Chinese 
characters in advance. Based on the results of the frequency analysis of each phonic 
symbol and the three keyboard designing principles mentioned above, researchers 
redesigned a new alternative Chinese keyboard layout. This new developed keyboard 
is an eight column by five row layout. The placement of the keys on the alternative 
and the QWERTY layouts are displayed in Figure1 and Figure2. The 17 phonograms 
in the central area on the alternative keyboard layout contributed 58.77 % of the 
phonograms used for spelling the 1,579,771 Chinese characters. Conversely, the 
contribution of the 17 keys in the central area on the QWERTY layout was 47.05%.  

 

Fig. 1. Arrangements of the keys on alternative layout 

2.2   Research Design 

A repeated measurement experimental designed was applied to compare the typing 
speed and accuracy of eight subjects among the four different keyboard layouts: 
QWERTY, Alternative, Revised-QWERTY, and Random-Alternative.  

2.3   Subjects 

A convenience sample was collected by posting recruiting messages on the BBS of 
the college campus. The message outlined the objectives of study and stated the 
criteria of the participants. Only those people without perceptual or upper extremity 
deficiencies could volunteer and be recruited. The first eight respondents, meeting the 
criteria and willing to agree with the requisitions of the experiment, were selected as 
subjects. Eight undergraduate students, two males and six females, participated in this 
study. All of them were familiar with Chinese phonetic input methods and adopted it 
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as their major input method. Participants were asked to use their index finger of their 
dominant hand to simulate the typing performance of single-digit typists. This study 
may be limited in the reliance on an entirely able-bodied sample, which may restrict 
generalization of the research results to the people with physical disabilities. These 
selected subjects could separate the effects of the disability from the effects of the 
keyboard layout designs [1]. A replication of this study applying subjects with 
disabilities may show interaction effects that may interfere the research results. 

 

Fig. 2. Arrangements of the keys on QWERTY layout 

2.4   Equipment 

Researchers utilized Editor of Unlimiter 1 to design four different keyboard layouts: 
QWERTY, Alternative, Revised-QWERTY, and Random-Alternative. Unlimiter 1 is 
an alternative computer access device, which is similar to Intellikeys. For the purpose 
of controlling the participants’ previous experiences of the QWERTY layout, 
researchers reversed the QWERTY layout vertically and horizontally to the designed 
a Revised-QWERTY layout. This revised layout provides a novel keyboard pattern 
while preserving the biomechanical relationship of the keys of QWERTY layout. The 
Alternative layout was developed based on the principles of the keyboard layout 
design. The Random-Alternative layout was designed for comparing the effect of 
keyboard style from the keyboard pattern. Researchers selected the phonograms in 
random and assigned them to the layout with eight row by five column, just like the 
Alternative layout. 

The characteristics of typing text significantly influence typing performance [7]. 
Typing material which reflect real situation instead of randomly would enhance 
typing performance. Therefore, ten newspaper articles were selected as typing text. 
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The first 100 Chinese characters of each article were decoded into Phonetic symbols 
consecutively. A computer software program developed by Visual BASIC 6.0 was 
used to show the Phonetic symbols on the computer screen. The Phonetic symbol was 
presented in a proper order and the subjects were asked to press the corresponding 
key. Keys to press and time to spend were recorded on the computer software 
program. 

An experiment was conducted in a quiet computer lab on a college campus. 
Participants sat in front of a personal desktop computer around the lab and could not 
see which layout was adopted by other participants. A Pentium-  1.4 G desktop with 
a 17in monitor was furnished with U1 and keyboard layouts during the experiment. 

2.5   Procedure  

Eight subjects were randomly assigned to four groups. Each group had a different 
sequence of four different keyboard patterns to counterbalance the effects of learning. 
The sequence of the first group’s subjects was QWERTY, Alternative, Revised-
QWERTY, and Random-Alternative. The second group’s subjects started with 
Alternative keyboard. The subjects used each keyboard pattern for a week. This week, 
the subject was asked to test the same keyboard pattern three sessions a day, four days 
a week. Consequently, each subject generated 12 typing records for each keyboard 
pattern.  

Test text for each session was randomly selected from the ten articles to 
counterbalance the interference of experimental material. The subjects were asked to 
type the same text for all four keyboard patterns. The typing speed and accuracy were 
record by the computer software program. The process was repeated for each session 
until the subjects finished all the tests session of the four keyboard patterns. 

2.6   Data Analysis  

The data was analyzed by SPSS 10.0. Repeated sample ANOVA was used to compare 
whether the speed and accuracy of keystrokes of four keyboard layouts were 
significantly different.  

3   Results  

3.1   Keystroke Speed  

The results of ANOVA analysis indicated that the subjects speed of applying four 
layouts is different (F=11.31, P<.01). The effect of posteriori comparisons found that 
subjects typing speed is fastest when using the QWERTY layout (63.86 
symbols/minute), followed by the Alternative layout (56.02 symbols/minute), the 
Revised-QWERTY layout (53.391 symbols/minute) and the Random-Alternative 
layout (49.941 symbols/minute). Although Alternative layout is better than Random-
Alternative layout, Alternative and Revised-QWERTY layouts do not significantly 
differ. 
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3.2   Keystrokes Accuracy   

QWERTY, Alternative, Revised-QWERTY, and Random-Alternative layouts did not 
significantly differ in keystroke accuracy. This finding may be due to the high 
accuracy rates of subjects’ performance. Accuracy of the four layouts was Alternative 
(99.42%), QWERTY (99.22%), Revised-QWERTY (99.18%), and Random-
Alternative (99.23%).  

4   Discussion and Conclusion  

The subjects’ typing speed is fastest when applying QWERTY layout (63.86 
symbols/minute), followed by the Alternative layout (56.02 symbols/minute), 
Revised-QWERTY keyboard layout (53.39 symbols/minute) and Random-Alternative 
keyboard layout (49.94 symbols/minute). While the subjects’ keystroke speed of the 
Alternative keyboard was slower than the QWERTY keyboard. This may be because 
all subjects were acquainted with the pattern of QWERTY keyboard layout. The 
previous experience of typing skills may influence the study results.  

There is no significant difference between the Alternative keyboard and the 
Revised-QWERTY keyboard in subjects’ typing speed. The Revised-QWERTY 
keyboard retains the biomechanical relationships of the QWERTY keyboard while 
eliminating the effect of subjects’ previous experience [1]. This adaptation permits 
fair comparison of the alternative keyboard. In current study, each participant has 
only 12 typing records for each keyboard patterns. The subjects’ typing speed may 
not reach a proficient level since they are not able to familiar with the Alternative 
keyboard and the Revised-QWERTY keyboard layouts in such a limited time period. 
Further study may extend the experimental period to allow the subjects reach the 
maximal performance in typing speed.  

The subjects’ typing speed of the Alternative keyboard design was faster than the   
Random-Alternative keyboard. The typing performance of the random keyboard is 
worse. Thus, the results of this work support that the Alternative keyboard layout is 
more suitable for single-digit typists.  

No significant differences were found among the QWERTY, Alternative, Revised-
QWERTY, and Random-Alternative layouts in keystroke accuracy. The accuracy 
rates of all four keyboards were above 99%. No significance was found because of 
ceiling effects.  Further studies should heighten the difficulties of the typing task to 
reduce the effects of the ceiling.  

This study employs healthy subjects to offer a comparison of keyboard mechanics 
independent of the disability effects. This method lessens the possible interaction 
between disabilities and keyboard layout. Thus, this study should be extended to include 
persons who are single-digit typists secondary to disability to ascertain the benefits of 
the alternative keyboard are reserved when the person has a motion restriction.  

This study uses a repeated measurement experimental designed to compare the 
typing speed and accuracy of eight subjects among the four different keyboard layouts. 
A further study may use a single subject research design to allow subjects to reach the 
maximal performance of each keyboard pattern. The single subject research design 
may reduce the interference of subjects’ prior experiences of certain keyboards.  
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Finally, this study provides an effective means of comparing several keyboard 
layout patterns. An addition study to compare physical keyboard versus on-screen 
keyboard, applying the similar methodology may generate a body of knowledge that 
would provide useful information when providing alternative input methods for 
persons with disabilities. 
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Abstract. The objective of this research was the design and implementation of 
a writing module that is integrated with a myoelectrical-based gripper as a po-
tential prosthetic device that could help amputees recover some of their writing 
abilities. The developed module would hence offer increased functionality to 
current prostheses. This novel device required multidisciplinary design in me-
chanical, electrical, and software areas. The robust integration of these key 
technical areas ensured a reliable module that allowed converting voluntary 
muscle contractions from remaining muscles into written characters. The writ-
ing module spanned over a specific writing area using a mechanical finger to 
yield a realistic and feasible design. The electrical implementation involved 
capturing and processing real time myoelectric signals (EMG). The software 
section utilized an assembler based algorithm to control the overall device using 
the processed signals. After processing a serially inputted code, the imple-
mented writing module accurately selected and generated the requested charac-
ters with reliable and acceptable printing quality. 

1   Introduction 

Advancements in prostheses technology have been achieved and continue to strive 
towards prosthetics, which provide greater functionality, performance, durability, and 
cosmetic appearance [1-3]. The use of highly advanced materials and electronics 
implemented into the prostheses has been limited by affordability of the technologies. 
We must also keep in mind the difficulty of copying the functionality of perfect ex-
tremities, such as the hand [4]. It is almost an impossible task to replicate nature, but a 
close resemblance to it could be obtained with current technologies.  

The task of writing, as fundamental as it may seem, and often taken for granted, is 
as a matter of fact a challenging communication endeavor that can be appreciated 
only if one attempts to automate it in machines. It is a fundamental skill for young 
children, adolescents, and adults. Therefore, lack of development in such an essential 
task results in an unduly constrained interaction of the amputee with society [5]. Am-
putees are often challenged by many jobs that rely heavily on writing as a form of 
communication in general. Even with current available writing aids the amputee is 
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faced with limitations of the equipment that needs to be mobilized to accomplish the 
writing motor task and the time that it takes to set up these devices. 

It is with the intent to address and redress some of these limitations, that the this re-
search endeavor seeks to create a writing module that will allow greater dexterity and 
portability to the amputees when it is attached to current upper limb prosthetic de-
vices. The focus was thus placed in the design and deployment of a basic writing 
module that is designed to translate muscular activity into written characters. This 
module can provide, by artificial means, the acceptable implementation of the writing 
process. 

A fundamental problem with current upper limb prosthetic devices is that they only 
provide minimal functionality to their users. Even though, some give articulated wrist 
and elbows, most prosthesis capabilities are limited to grasping and gripping objects 
[6-9]. Unfortunately, neither major dexterity nor fine movement has been mimicked 
by these devices in activities such as writing. However, this capability has not been 
accomplished for lack of interest, but because of fiscal constraints. One must keep in 
mind that the limiting factors to the development of such technologies are the funding 
for research and affordability of the technology to its end users [1,10,11]. 

2   Myoelectrically-Based Writing Module Implementation 

2.1   Mechanical Implementation 

The mechanical implementation of the writing module constituted one of the key 
components on this integral design. Mechanical design sets the basis for the electrical 
and software implementations because the intrinsic nature of writing is to generate 
physical characters. The mechanical writing system must reproduce a fairly long 
chain of characters that are aligned and accurate. The reproduction of a short sequence 
or misaligned characters could create confusion and misunderstanding. After consid-
ering writing devices, such as automatic signing machines, Dot-Matrix and bubble Jet 
portable printers; and while encountering numerous problems with the utilizations of 
such devices, the need to create a more basic model was established. Integrating the 
module to a myoelectrically controlled device was a challenge to the mechanical 
design. The spatial translation requirements for the device were greatly constricted by 
the integration to a prosthetic device. 

A rail-actuated module is proposed as shown in Figure 1 in order to resolve the 
writing device implementation. The actuation mechanism uses a screw device to slide 
the writing tip along the rail generated axis. The strength exerted by the actuator is 
linear and constant. This turned out to be advantageous for writing the characters on 
paper because the writing tip could maintain solid contact with the writing surface. 
The need for error software compensation in the stroke was eliminated through accu-
rate rail alignment. Therefore, it made this approach more computationally appealing 
and cost-effective with the limited resources of the microcontroller and software im-
plementation, considered here as minimal requirements. 

After proving the functionality of the mechanical design working along side with 
its electrical and software counter parts, the need to design a writing tip became 
apparent. A writing appendix needed to be placed in the mechanical system to write 
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the characters and to accommodate changes in the altitude, texture, and overall writ-
ing surface. A device was designed to accommodate where a character ends and a 
new one begins. This device would avoid undesired lines connecting characters. It 
will also guarantee close contact to the writing surface. 

 

Fig. 1. Complete rail actuated system showing perpendicular rails, motors, and sensors 

2.2   Electrical Implementation 

After the mechanical implementation of the module was completed, an integration or 
adaptation to a regular electrical control system was made [6]. The electrical system 
captured the real time electromyogram (EMG), bio-potentials of the muscles. After 
the acquisition of the EMG signals, they are processed into useful data for the micro-
controller. The microcontroller followed that process and analyzed the inputted data. 
It outputted instructions to the motors; either to write a character or to open and close 
the gripper for grasping task. The basic components of the electrical system are as 
illustrated in Figure 2.  

 

Fig. 2. Basic components of the electrical system 

This module utilizes a capture system similar to those used in current prostheses as 
exemplified in [6-8], but it had an added electrode to distinguish between the  
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writing and the grasping task. It has been discovered from previous experiments that  
|adding an extra electrode connected to the ground of the main circuit would stabilize 
the system and the overall capturing device. This important addition prevents unde-
sired offsets in the signals or electrical interference that includes noise in the envi-
ronment, light sources, and microwave signals [6].  

The electrodes are thus connected to the surface of the skin to measure the bio-
potential difference among the targeted muscle groups. A set of instrumentation am-
plifiers were connected to the electrodes to reject common mode signals between 
them, and to amplify differential mode in the bio-potential measurements. After the 
signals have been differentiated, amplified, and rectified by the designed electrical 
system, they can be used as control signals. These communicate EMG activity in the 
muscles and differentiate which of the two EMG capture mechanism perceives more 
bio-potentials. These allow the microprocessor to know when EMG activity is present 
in the muscles and perform accordingly the bit selection, either a 0 or a 1 for the serial 
input. 

The microcontroller board provides all the features that are needed for the imple-
mentation of the writing module. It has a serial port that can be used during the devel-
oping period, but it can also be used by the amputee to perform upgrades and updates 
to the firmware running in the system. The amputee would have the ability of custom-
izing their writing module for everyday world use. The user could input detailed in-
formation, such as name and address in the system and associate them with simple 
codes. Therefore, the amputee would avoid the need to input a code for each  
character. Moreover, since the microcontroller has an 8 bit bus, up to 256 different 
characters can be stored and distinguished in the writing module. Higher-end micro-
controllers can of course increase the number of these characters but with an addi-
tional cost. The only limitation would then be the storing capabilities of the module, 
which could be easily solved by adding external memory to this device. 

A mosfet switching bank was used to activate the motor windings and provide  
isolation from the microcontroller to the stepper motors. This isolation prevented over-
driving the programmable integrated circuit, thus increasing the reliability of the sys-
tem. For this application two unipolar permanent magnet stepper motors were used 
with 7.5 degrees of step angle, which belong to a 35 mm outer diameter model series. 
The stepper motors included with the writing module are used in printers, scanners, 
and with some precision applications for their step angle. The writing module benefited 
considerably from the high resolution provided with the small angle step of the motors. 

The system circuitry was implemented in a printed circuit board (PCB). Extra 
grounding was added to the circuit board to avoid interference from external noise 
sources. Even though, the common mode rejection ratio of the instrumentation amplifi-
ers was very high. The circuit still received some interference in the differential inputs, 
mainly due to motion artifact, location and distance of the electrodes to the reference 
point. The PCB was fabricated in a one layer FR4 board using 5% tolerance resistors, 
10% tolerance capacitor, and high precision potentiometers. The implementation of the 
circuit proved to be reliable by using these tolerances. Therefore, they would make the 
implementation of the device more affordable to the amputee during possible commer-
cialization. Figure 3 shows the complete circuit as it was implemented. 
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Fig. 3. Overall System Circuitry 

2.3   Software Implementation 

A boot routine was implemented to guarantee the correct location for the writing tip 
in the device. At the microprocessor start up, the boot routine would displace the 
mechanical system to a location, an origin, where two sensors will indicate the 
reached position. Once the origin was reached, the mechanical system would displace 
itself a specific offset to accommodate for characters. Then, the microcontroller 
would be ready for instructions from the myoelectric signals. Figure 4 depicts the 
event flow as it is being processed by the program code. 

 
 

 

Fig. 4. Flowchart of the embedded computer program 

 

The writing module assembler code was written in an infinite loop. The software 
would constantly check for bio-potential input for grasping task. The introduction of 
this infinite loop for grasping was a must to guarantee functionality on demand. The 
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writing task would also be accounted for in every cycle of the loop, but only ad-
dressed when needed. 

The utilization of coding schemes was viewed as the most feasible option for the 
user to be able to input a request for a character by using gross movements of the 
remaining muscle in the amputated area. The user would be able to enter a binary 
code that can easily be learned. The distinction between ON and OFF positions will 
relate directly to myoelectric bio-potentials.  

3   Simulation and Testing 

An incremental test (in difficulty) was assessed on the writing unit and on the mod-
eled characters and strokes. The first logical step was to simulate a seven segment 
display. This pattern represented the simplest way to obtain a character. This system 
would use straight strokes to represent each section of the characters. However, the 
characterization of the letter while using this method was not as simple as activating 
different segments. In this case, each stroke had to be carefully planned to have the 
writing tip go over itself numerous time until obtaining a clear result. Figure 5 shows 
the first character obtained from the writing module using a seven segment display 
approximation. 

 

Fig. 5. First character written by the module 

The first character was obtained using 800 steps of the motor per segment. Each 
stroke was 3/8 of an inch long. This combination results in an approximate total reso-
lution of 2100 steps per inch. This resolution can be enhanced to obtain a wide variety 
of delicate and intricate characters. As this character was generated, the need to obtain 
more details and number of characters grew. The next experiment consisted of gener-
ating the word CATE, the name of our Center, as shown in Figure 6. 

 

Fig. 6. Word "CATE" written not using retractable electromagnetic writing tip 

The results from the imprint of the characters were not perfect, but were promising. 
The words were legible while using the seven segment display method. However, the 
issue with the undesired (connecting) lines crossing the writing plane came to the 
picture, literally. Therefore, the implementation of the retractable writing tip was 
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necessary to accomplish writing characters with no running lines between them.  The 
retractable writing tip was implemented as it was described in the mechanical design 
section. It was implemented using at first thick marker, but the exerted force on the 
electromagnetic actuator was too great to handle. Therefore, a sharpie was switched in 
its place to perform the writing task. The assembler code was corrected as well as the 
implementation of the retraction of the writing device. The code would need to be 
activated during the traces of a character and deactivated during the transition from 
the end of a character to the beginning of the next one. This ensured the disappearance 
of undesired lines running from one character to the other as illustrated in Fig. 7.  

 

Fig. 7. Word "CATE" written using retractable electromagnetic writing tip 

A further testing stage needed to be completed to determine robustness of the code, 
in order to obtain an accurate description as to how to trace curved and angular lines, 
and to study font characterization. The next goal was to trace curved lines. With this 
intent, drawing a letter with curves was the next landmark to attain. In this case, the 
seven segment display was not used for obvious reasons. The curves in the letter look 
promising, but it was noted that the friction on the tip of the writing device played an 
important role in the printing of the characters over a writing surface. Further study on 
the effect of the friction is needed to fully achieve the full potential of the writing 
device.  The combination of the set of strokes in Figure 8 can generated a wide variety 
of font styles and characters. It will just be a matter of preparing the preferred charac-
ters for the amputee. 

 

Fig. 8. Letter M resulting from combination of strokes 

4   Conclusion 

This research produced the groundwork for the development and future integration of 
a writing module for current prostheses. This device could be utilized to markedly 
enhance the upper limb prosthetics dexterity. Writing is one of the most delicate and 
dexterous tasks that human beings perform in their daily life. The designed module 
has provided the basis for continuous development of writing aids for amputees to be 
embedded in their prosthetic devices. It presented a reliable implementation on the 
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areas of mechanical, electrical, and software engineering for embedded writing de-
vices. However, the need for better mechanical systems, polymers, and materials 
played a decisive role on flaws seen in the printed characters. Especially in not being 
able to take full advantage of the resolution (2100 steps per inch) due to limitations in 
this basic mechanical design. However, an acceptable level of accuracy was accom-
plished, especially after introducing the electromagnetic retractable tip for the writing 
module. 

The introduction of geared micro-stepper motors, precisely trimmed mechanics, 
and lightweight polymers would increase the accuracy and detail of the printed char-
acters. Implementation of a feedback system as a positioning tool would allow the 
localization of the stepper motor to accurately reflect its real position since these mo-
tors can sometimes miss a step and with no proper feedback knowledge of such mis-
hap, appropriate corrective measures can not be taken. Since limited memory size 
presented problems in the implementation of more characters, the introduction of a 
bigger size memory bank is recommended. It would allow the implementation of a 
large quantity of characters, words, and signatures. Commercialization of the device 
should proceed only through approval of the FDA, allowing as a consequence for a 
comprehensive study on its practical benefits and its drawbacks. The integration of 
the writing module to the gripper design, while seeking dependability and practicabil-
ity of the device should be investigated before a prototype is constructed. 
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Abstract. We developed a handrail which can provide functional assistance. 
The result of basic experiment shows the force on the handrail could be used to 
expect the center of gravity of the user. And also, the handrail could assist the 
moving ability of a subject who cannot stand up even if using the normal 
handrail. In future, establish the human standing up modeling and adaptive 
handrail controlling for the handrail.  

Keywords: Power assistance, Hand rail, Standing up. 

1   Introduction 

Moving is one of the important activities of daily living. For the people who have 
some problem on their lower limb, the handrail is useful tool for standing up, walking 
with support and transfer to/from the bed, wheel chair and so on. On the other hand, 
the handrail is difficult to adjust its location after installation. For example, the user’s 
ability is changed due to aging or progress of a disease, the position of the handrail 
would be required to change to more suitable position. It will need reconstruction of 
the facility. And also, position of the handrail is not suitable for all people. Because, 
every people have different body size and level of ability. Unsuitable setting handrail 
could be a cause of accidents.  

Previous researches about handrail are mainly focused on how to fix the height and 
shape of the handrail [1,2]. How handrail can be fully utilized to meet individuals’ 
different physical conditions and needs has not fully been studied. In this study, we 
developed a handrail which can provide functional assistance. The handrail can assist 
the moving ability of a subject who uses the handrail to stand up. 
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2   Analysis of the Motor Movements of Standing Up  
Elderly People 

We observed and analyzed the motor movements of standing up elderly people prior 
to the handrail development [3]. In formulating the development of the handrail, it is 
imperative, therefore, to consider and have a sufficient understanding of the 
differences among individual user’s motor function. With that in mind, we intended to 
develop a handrail that can be induced to meet an individual user’s operational 
patterns of standing up and is able to provide the appropriate requested support. This 
intention was derived from the two following factors observed in the research. First, 
those elderly with low motor function will exhibit little upper trunk movement (Fig. 1 
(a)). Second, cases where the elderly cannot execute the center of gravity movement 
smoothly are very noticeable (Fig. 1 (b)). This would cause a difficulty when standing 
up from a chair, because an individual would normally move the center of gravity 
from behind the feet to the feet. To compensate for this poor motor function, it 
became apparent among the subjects that they would more likely to draw on the 
handrail towards them. To meet those needs, we thought it was necessary for the 
provide assistance in propelling the center of gravity forward. Based on the above-
mentioned research results, we assumed that we were able to develop "Assistance 
type handrail" by which an individual’s motor function can be fully maximized. 

It was also decided that the automatic mechanism of the handrail would response 
accordingly to the user’s operational speed and load applied to it. The handrail is 
motor-operated, and it is assumed that the motor is computer controlled. 

    
(a)                                                  (b) 

Fig. 1. Observed typical standing up motion of elderly subjects, (a): Leaned the handrail, 
pushed it down and lift her trunk, (b): Held fast the handrail, pulled it and lift his trunk. 

3   Design of the Power Assisted Handrail 

We designed the prototype power assisted handrail for the experiments on the 
assumption that the movement of the handrail could be selected freely. Fig. 2 shows  
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Fig. 2. External view of the power assisted handrail 
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Fig. 3. Coordination system of the 6-axis force sensor 

the external view of developed handrail system. Two 650 mm stroke AC servo driven 
liner actuators were squarely combined, and the handrail was installed at the 
intersection of these actuators, and the movement of the handrail was assumed to be 
computer controlled. 

The prototype handrail developed at this time can move freely on a 650 mm by 650 
mm plane. It is designed to move the 490 N load with maximum velocity 250 mm/s. 
Support frame of the power assisted handrail is attached to the lifter. It allows 
adjusting the height of this power assisted handrail system. The 6-axis force sensor 
(100M40A, JR3 Inc.) is attached on the base of the handrail. Fig. 3 shows the 
coordination system of the force sensor.  

Fig. 4 shows the user interface of the handrail system control program. The handrail 
can be moved according to the preset trajectories and manual command. This system 
can store maximum 5 different trajectories. The user can direct the start position, end 
position and control points of the Bezier curve. Then, the control program calculates 
the trajectory of the handrail. Calculated trajectory is shown in upper right of the 
control panel and the user can understand how the handrail will move visually. The 
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force on the handrail can be used to the trigger of the handrail movement. The 
direction and magnitude of trigger force is set on the control panel. 

 

Command Buttons
Preset Trajectory Pattern Selector Trigger Condition and Enabling 

Operation Parameter Setting Status Monitor

Saving Data Control

Trajectory Indicator 

 

Fig. 4. Screenshot of the user interface of the power assisted handrail control program 

4   Basic Experiment 

4.1   Materials and Methods 

To confirm the basic function and gathering standing up motion data, preliminary 
experiment was carried out. In this experiment, 5 young healthy subjects (4 males and 
one female, 19 to 20y) and two Parkinson subjects were enrolled. Young healthy 
subjects have no history of central nerve system disorder. Parkinson subjects could 
not stand up by themselves (more than Yahr III).  

The handrail system was synchronized to 3D motions capture system (Vicon370, 
Oxford metrics Ltd.) and measured subject’s joints position, handrail position and 
the force on the handrail simultaneously. Fig. 5 shows the structure of the 
experimental system. Seat level was set to the height of popliteus when the subject 
standing. 

Fig. 6 shows the trajectory patterns in the experiment. Each grid indicates 10 mm 
by 10 mm. The handrail moves from lower left to upper right on the figure. Subjects 
sit down lower left and standing up. Left hand was used to hold the handrail. This 
motion is according to the previous research about changing the center of gravity 
when standing up [3]. The handrail started to move when the user pull the handrail 
more than 20 N.  
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Fig. 5. Structure of the experimental system 

   

Fig. 6. Handrail trajectory pattern in this experiment 

4.2   Results 

Fig. 7 shows the force on the handrail of typical young healthy subject (male, 19y) and 
Parkinson subject (male, 73y). Time is from started to move the handrail to stop it.  

Fx is a longitudinal direction force on the handrail (Coordination system is shown in 
Fig. 3). Positive value means pushing the handrail to the forward and negative value 
means pulling the handrail to the backward. In case of young subject, the handrail was 
pulled initially and after 2.3 sec it was changed to pushing. At that time, the handrail 
moving direction was changed from horizontal to vertical. In case of Parkinson subject, 
pulling force was measured during the handrail moving forward.  

Fy is a vertical direction force on the handrail. Positive value means pushing down 
the handrail. In case of young subject, the handrail was pushed down. Around two 
second, the force was reduced in the moment. In case of Parkinson subject, it was 
pushed down during the handrail moving.  

Start 

Stop 

1sec 2sec 

3sec
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When standing up using power assisted handrail, center of gravity (C.G.) of young 
healthy subject could be following the handrail motion. Initially, he pulled and pushed 
down the handrail. After that, he did not pull the handrail and pushed the handrail after 
2.3 sec. This pushing force was not due to standing up motion. He was already 
standing up at that time. In case of Parkinson subject, he pulled and pushed down the 
handrail continuously. It means his C.G. could be behind the handrail during the 
handrail moving.  

 
(a) 

 
(b) 

Fig. 7. Force on the handrail, (a): Young healthy subject, (b): Parkinson subject 

Trajectories of C.G are shown in Fig. 8. Several blank parts were unable to 
measuring and calculation the C.G. by 3D motion capture system. Young healthy 
subject’s C.G. trajectory was confirmed similar movement with the handrail. C.G 
position was slightly going down during standing up. However, Parkinson subject’s 
C.G. trajectory was shorter than young healthy subject in longitudinal axis and it was 
not down. It could be he cannot control his C.G. in longitudinal direction well.  

Velocities of C.G. by young healthy subject are shown in Fig. 9 and by Parkinson 
subject are shown in Fig. 10. In these figures, horizontal scale is C.G. position on X 
axis. C.G. velocities of Parkinson subject were slower than young healthy subject’s 
one. However, it is confirmed that the peak of velocity was found in Fig. 10 (a). In that 
area, he moved his C.G. quickly. It could be indicated that difficulty of keeping 
balance in changing posture of Parkinson subject. 
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(a)                                                            (b) 

Fig. 8. Trajectory of C.G., (a): Young healthy subject, (b): Parkinson subject 

 
(a)                                                           (b) 

Fig. 9. Velocity of the C.G. of young healthy subject, (a): X axis, (b): Z axis 

 
(a)                                                              (b) 

Fig. 10. Velocity of the C.G. of Parkinson subject, (a): X axis, (b): Z axis 

4.3   Discussions 

In this experiment, Parkinson subject was not able to stand up by himself even if 
using the normal static handrail. However, he could stand up by using power assisted 
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handrail. It indicated that this handrail system could be useful tool for assisting the 
standing up motion of disabled people. 

When standing up, we try to move C.G. forward and placed on the foot. In case of 
Parkinson subject, it is difficult to move C.G. forward and control well. This handrail 
system led his changing C.G. to forward and support his trunk. Establish the human 
standing up model, finding suitable trajectory, velocity control and C.G. estimation 
will be next step of this research. 

5   Conclusion 

We developed a handrail which can provide functional assistance. The result of basic 
experiment shows the force on the handrail could be used to expect the center of 
gravity of the user. And also, the handrail could assist the moving ability of a subject 
who cannot stand up even if using the normal handrail. In future, establish the human 
standing up model and develop an adaptive handrail controlling for the handrail. 
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Abstract. We have developed a simple tentative version of the driving simula-
tor for rehabilitation using a Personal Computer (SDS). We described the  
over-view of the system and the trial usage of this system for people with Cere-
brovascular disease. The test results of the subjects whom an occupational 
therapist in attendance assessed to be able to drive a car showed values almost 
the same as the data of the healthy subjects. The effectiveness of the system was 
suggested in the preliminary experiments and a case study. 

Keywords: Cerebrobascular disease, Rehabilitation, Driving simulator. 

1   Introduction 

We developed several rehabilitation systems to provide quantitative data; commenc-
ing with upper-limb rehabilitation systems using virtual-reality technology; haptic 
devices [1,2,3]. We think that the symptoms of patients that we can show by quan-
titative data has to show them with a numerical index, we therefore accomplished 
some projects. 

There are many reports on driving simulators [4,5,6]. It seems that subjects of these 
studies are patients with obstructive sleep apnea syndrome (OSAS), neurologi-cally 
impaired persons, and elderly people. There are a lot of study reports to prove the 
therapeutic effects of using a driving simulator. The investigation on effects of 
simulator-based driver training showed the possibility of neurologic recovery [5]. We 
also showed that driving skills of elderly persons were restored by training using a 
driving simulator [7].  
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The authors made a simple driving simulator, and investigated the trial experiments 
for people with cerebrovascular disease. 

An Automobile is an important transportation device for elderly people and handi-
capped persons in Japan. Therapists are often asked to give opinions concerning the 
driving ability of elderly people and handicapped persons. However there are few 
devices available with which to determine their ability. In Japan many precision driv-
ing simulators have been developed, but those are very expensive, and large. Those 
require specialized knowledge for the operator. So except for large rehabilitation 
hospitals and centers, many small hospitals, and welfare institutions for elderly people 
can’t buy them. We thought we need simple driving simulators for small medical or 
welfare institutions, in addition to precision driving simulators. Especially, the driving 
skills of people with Cerebrovascular disease (CVD) often came into question among 
medical staff. Recently many hospitals and welfare institutions have met the needs of 
the times and adopted electronic medical chart systems. So transition from an analog 
to digital data was expected. 

We developed a simple tentative version of the driving simulator for rehabilitation 
(SDS) using a Personal Computer. Using this system, therapists would be able to offer 
good rehabilitation services of increased quality. It is hoped that this system can be 
applied to develop effective rehabilitation techniques, to motivate clients by arousing 
their interest, and to quantitatively verify therapeutic results. 

2   Materials and Methods 

2.1   The Driving Simulator: SDS  

This system consists of PC, liquid crystal monitor, and control device, Microsoft 
Sidewinder Force Feedback. We used software of Visual C++, and made an 
application system for the skill evaluation, and training of driving. Test items are 
classified into reaction time of the upper limb, steering operation, and accelerator/ 
brakes pedal. This report introduces reaction time measurement, and basic steering 
operation test. The test of reaction time consists of two types and the basic steering 
test, four types. 

Fig. 1. The SDS System 
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2.2   Reaction Time Tests 

In this Task the subject is expected to push a button immediately after he discovers 
either a static or dynamic target (12colors, 4 patterns) unless an "X" mark is 
presented on a monitor. The system records the reaction time of the subject between 
the button push and the display of a target on a screen as well as the button he 
pushes. As for the interval of target appearance, an arbitrary setting is indicated. 
The system is so set that the circles appear at random intervals, from one second to 
three seconds. 

Push

Fig. 2. The RT-Tests 

Guide

Fig. 3. The STR-Tests 

Fig. 4. A subject operating the SDS 

Push 

Guide 
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2.3   Basic Steering Wheel Operation Tests: STR-Tests 

The upper green triangle guide moves from side to side on a screen. In this task, the 
subject moves the white triangle precisely towards the triangle guide by operating a 
steering wheel. There are four movement guide patterns; STR-L (low speed), STR-M 
(medium speed), STR-H (High speed) and STR-R (random speed; the guide shows 
random movement). 

3   The Experiment 

3.1   Purpose 

We carried out preliminary experiments of the SDS. The data of healthy subjects will 
then be used as reference data to evaluate the degree of disability of clients. 

The aims of the experiments are 2 points. One is to get data on subjects with CVD, 
whose driving ability were to be kept. The second is to confirm the effectiveness of 
the SDS regarding rehabilitation service for a client. 

3.2   Method 

Tests carried out were the RT Test, and STR-Test of the SDS. The same tests were 
given to both the healthy subjects and to people with CVD. The subjects with CVD 
operated the device of the SDS with the non-plegia side hand. About steering 
operation test (STR-Test), the people who able to use both hands operated a steering 
by two-handed. The static analyses were done to study the correlations among all test 
results. We used “SPSS” Ver.13.0 for statistics analysis. 

3.3   Results and Discussion 

Tests were carried out from Dec.12th 2003 Aug.31st 2005. 
The healthy subjects were 51 people aged 20 through 73. The results indicate the 

average of the measured values. The over sixty subjects showed remarkable 
individual differences. Among elderly persons, some showed results similar to the 
young group, on the other hand, there were those who needed about twice the time of 
the young (Figure4,5,6). The subjects with brain injury were 6 people aged 62 
through 85. 

6 people were with Cerebrovascular disease; CVD, 3 people were right hemiplegia, 
The other were left hemiplegia. They could walk with canes, do self-care, and had no 
or slight higher brain dysfunction. They were not patients at a hospital, lived at home 
in their community, and needed to drive their car in their daily life. An occupational 
therapist in attendance supposed that they might drive a car. Providing against an 
emergency, the experiment for subjects with CVD was carried out in a clinic in their 
community. All subjects agreed to this study. 

On our recent findings, it was suggested that the RT Test had relationships with 
mental functions of subjects [7,8]. On healthy subjects, RT-Tests and STR-tests 
showed the tendency, the young group received a better grade than elderly people. 
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Fig. 5. Age and the Results of Reaction Time Tests 
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Fig. 6. Age and the errors of STR-Tests (STR-H) 
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Fig. 7. Age and the acceleration of STR-Tests (STR-H) 

On the RT-Test, the average of healthy subjects of 60's was 626.4ms, the standard 
deviation was 121.4ms. The results of subjects with CVD were 629.4ms, 707.9ms, 
724.7ms with ages. The average of healthy subjects of 70's was 589.0ms, the standard 
deviation was 99.9ms. The results of subjects with CVD were 542.5ms, 711.5ms with 
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ages. We did not get healthy data of 80's. But the 85-year-old man with right-
hemipregia showed good result as the results of 60-70’s healthy persons. On the 
errors  and acceleration of the STR-Test, as well as the RT-Test, the results of some 
subjects with CVD showed at the same level as  the results of the healthy subjects. 

We thought these results suggested  the possibility that they could drive a car if 
they satisfied other conditions. 

About the data of people with higher brain dysfunction, or dementia, we thought 
there was still room for further study on these points. We will examine this problem at 
the next stage. 

3.4   Case Presentation 

A man with right-hemiplegia, who was one of the subjects with CVD, was able to 
drive a car by rehabilitation. Now he is enjoying driving a car everyday. 

He is a 64-year-old right-handed Japanese male with a three-year history of CVD, 
he came to the clinic because of the decline of his strength, and hoping to get physical 
exercise. He could walk using a cane, do self-care. He was living with his mother and 
his wife. His occupational history was a bus driver, and the manager of an automobile 
repair shop. In his living area, there are few supermarkets, restaurants, clinics, and 
public institutions. He had to drive a car to live. While he could not drive a car, he and 
his family had to use a taxi, but taxi fare was expensive for him. His mother and his 
wife did not have driving licenses. Japanese elderly women do not have driving 
licenses by Japanese cultural influence. So the Japanese elderly man has a cultural 
role to take his family to and from by car. Many Japanese men are proud of this role. 

But he could not have confidence to drive a car with his handicap. An occupational 
therapist in attendance fed back the experiment results to him among progress of 
rehabilitation. An occupational therapist judged that he had the ability to drive a car, 
and suggested to him to take tests of the SDS.  

He told that "the results of the experiences and experiment of daily training gave 
me confidence ". 

He proceeded with his hobby, and could fulfill his role as driver for his family. We 
realized that quantitative data developed motivation for the client. We thought the 
independence of car driving contributed to improvement of his and his family’s 
Quality of life; QOL. 

4   Conclusion 

We developed a simple tentative version of the driving simulator for rehabilitation 
using a Personal Computer (SDS). The characteristics of the SDS were shown, and 
the effectiveness of the system was suggested in these preliminary experiments. 

The results of some subjects with CVD showed skills at the same level as with the 
results of the healthy subjects. At that stage, we collected data of people with CVD, to 
analyze. We thought it was the effective way to show the digital data to a client in 
order to carry out rehabilitation smoothly. 

These results would serve as basic data, when therapists try to evaluate and treat 
clients who need rehabilitation in driving skills. We would like to continue 
developing of useful devices for rehabilitation in the future. 
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Abstract. A communication support interface controlled by eye move-
ments and voluntary eye blink has been developed for disabled indi-
viduals with motor paralysis who cannot speak. Horizontal and vertical
electro-oculograms were measured using two surface electrodes attached
above and beside the dominant eye and referring to an earlobe electrode
and amplified with AC-coupling in order to reduce the unnecessary drift.
Four directional cursor movements —up, down, right, and left— and one
selected operation were realized by logically combining the two detected
channel signals based on threshold settings specific to the individual.
Letter input experiments were conducted on a virtual screen keyboard.
As a result, operatablility, accuracy, and processing speed were improved
using our method.

1 Introduction

Developmentally disabled individuals with motor paralysis have difficulty in con-
veying their intentions, since the motor neurons influencing voluntary muscles are
affected. In terminal amyotrophic lateral sclerosis (ALS) patients, the eye move-
ment muscles are usually not affected and thus, using them has the potential to
improve the performance of input operations in communication support systems.
Several methods have been proposed that use electro-oculograms (EOGs) occur-
ring as a result of eye movements [1,2,3,4,5]. In a simplified switching system,
an automatic scanning selection must be used for information input [1]. Devices
with five or more electrodes have been proposed for detecting eye movements in
four directions [2,3]. However, the processing speed of these systems was slow
because the selected operation mode was the eye resting for a few seconds. An
eye gazing method that detects any point where the eye gazes on the screen
required additional processing to reduce the drift [5].

The purpose of the present study is to develop a real-time EOG commu-
nication control system that offers improved operation and simple setup com-
bined with high performance. We propose a device that outputs five kinds of
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intentions: movement in four directions (up, down, right, and left) and one
selection, by transforming two channel AC-coupled EOG signals detected by
three electrodes. Eye movements operate cursor movements in four directions
and a selection is indicated by a voluntary eye blink.

2 Methods

2.1 Composition of EOG Communication System

In order to construct a truly useful communication support system, we made
three improvements on the traditional EOG system.

First, a smaller number of electrodes should be better for practical use in daily
life. By considering the usability, operatability and reproducibility, preliminary
experiments determined optimum electrode positions for two channels derived
by monopole electrodes of the upper part of the eye on the forehead and at
the side of the eye on the temple with reference to an earlobe electrode on the
dominant eye side.

Second, the detected EOG signals are amplified by AC instead of DC coupling
in order to reject the drift which occurs in long-term measurements. The signals
are bad-pass filtered and analog-to-digital converted. These signals are combined
logically according to the threshold level and the setup time.

Third, potential changes resulting from eye movements that move a screen
keyboard cursor are detected and generate four kinds of intended information
by logically combining these potential changes. Moreover, the potential change
due to voluntary eye blink is interpreted as selecting a certain position, similar
to clicking a mouse button for achieving accuracy and input speed.

2.2 Parameter Setting

The thresholds and the setup time of EOG signals should be used for distin-
guishing the intentional signals from artifacts such as eye blink and ordinary
saccade eye movements. The upper and lower threshold bounds in two EOG sig-
nals should be determined beforehand to identify the eye condition. The setup
time that is a time interval between the first and second peaks of EOG is also
an important parameter for improving the performance of the communication
system. The eye movement of looking away from the certain viewpoint tends to
be very slow in ordinary cases. In addition, the shape of EOG measured during
involuntary eye blink looks sharper than voluntary eye movements. Consider-
ing these characteristics, the subject was instructed to move his/her eyes within
1s. After a series of trials, the optimum values of the five parameters that are
maximizing the accuracy and minimizing the error were searched to fit specific
individuals.

3 Experimental Results

Experiments were performed using a virtual screen keyboard to examine the
usability of the proposed EOG system. The subject sat in front of a projector
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screen that displayed a virtual screen keyboard. The sampling frequency was set
at 200 Hz. The low-cut and high-cut frequencies of the band-pass filter were 0.53
Hz (time constant of 0.5 s) and 5 Hz, respectively. First, automatic parameter
setting using computer instructions was carried out to adjust the communica-
tions system. The protocol for computer instruction was a four-fold iteration,
that is, the sequence of Up, Down, Right, and Left movements followed by Select.
After adjusting the system, the subject was instructed to attempt to generate a
sentence comprising twelve characters ”GOOD MORNING” (12 letters) and 26
alphabetical letters × 3 (78 letters). Fatigue of each subject was also evaluated
by a questionnaire subjectively and flicker test objectively.

Table 1 shows the experimental results of virtual letter input. The results
for accuracy and the processing speed over 5 subjects were 94.1 % and 8.3
letters/min for 12 letters experiments and 87.2 % and 8.7 letters/min for 78
letters experiments. Subjects D and E were worse than the others since they
wore contact lenses and grasses, respectively. Especially, the results of subject
D might be influenced by his fatigue. Since input operations were done at their
own pace, the processing speed was different for each subject. A maximum letter
input speed of 11.0 letters/min. was obtained for well-trained subject in this case.

Table 1. Results of EOG communication experiments

12 letters experiments
Subject Accuracy Error Speed Fatigue Flicker

[%] [%] [letters/min] [points] [points]
A(unaided) 96.7 0.0 8.9 1 0
B(unaided) 98.3 0.0 8.9 1 1
C(unaided) 95.2 0.0 6.9 1 0
D(contact lenses) 89.4 0.0 7.5 3 3
E(grasses) 90.8 0.0 9.0 0 0
Average 94.1 0.0 8.3 1.2 0.8

78 letters experiments
Subject Accuracy Error Speed Fatigue Flicker

[%] [%] [letters/min] [points] [points]
A(unaided) 92.3 0.0 11.0 2 1
B(unaided) 93.9 0.0 10.1 1 2
C(unaided) 86.3 1.1 6.4 3 2
D(contact lenses) 83.2 0.5 7.9 5 8
E(grasses) 80.4 0.5 8.0 2 3
Average 87.2 0.4 8.7 2.6 3.2

4 Discussion

In this system, thresholds play an important role in improving system perfor-
mance. When the threshold was set high, few of the detected EOG signals
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exceeded the threshold, resulting in poor accuracy. Moreover, increasing the
EOG amplitude to exceed the setting threshold would make the burden onerous
for the user. In contrast, when the threshold was set at a low level, the error rate
increased due to unintended output. In particular, the potential change observed
during involuntary eye blink tended to be misconstrued as Up output. For this
reason, setting the threshold carefully makes it possible to increase the accu-
racy of the proposed system. Trial tests performed beforehand should determine
thresholds before the system is applied to individuals.

If the system is reduced to simple functions such as switching systems, the
accuracy will be improved. However, the processing speed will be slower than in
the proposed method. According to the opinions from ALS patients and their
supporting stuff, an accuracy of 80% is enough for communication using switch-
ing systems in the condition of locked-on. The processing speed of our system
became much faster than that of the traditional EOG switching system of about
4.0 letters/min. More sophisticated signal processing and parameter setting will
improve the accuracy, speed, and usability of the communication system.

5 Conclusion

We have developed an EOG communication support system that outputs five
kinds of intention information by adopting band-pass filtering and a logical com-
bination to interpret the action potentials of eye movements and voluntary winks.
Consequently, we improved the accuracy and the processing speed as a result of
adequate training of both the subject and the communication device. We believe
that the proposed method has potential use in practical situations.

The authors thank Mr. Yamagishi (Niigata University) for his experimental
help. This work was partly supported by Grant-in-Aid for Scientific Research,
the Japanese Ministry of Education, Culture, Sports, Science and Technology,
Japan and Grant for Promotion of Niigata University Research Projects.
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Abstract. The I4Control® device is a new type of computer peripheral enabling 
non-contact control of a personal computer through eye (or head) movement. The 
solution emulates the computer mouse and consequently it gives its user direct ac-
cess to any mouse controlled SW system. One of those is a SW keyboard, which 
is nowadays a common part of computer operating system. In the same way the 
system can be combined with other text entering solutions. Section 4 provides a 
brief report on corresponding preliminary experiments as well as description of 
some edutainment applications, for which I4Control® device seems to be very 
well suited. The very same solution can be applied for design of a control element 
in a computer-driven working environment where the hands of the PC user have 
to be engaged in another (primary) activity (i.e., during medical surgery or when 
handling greasy components of a complex machine).  

1   New Approaches to Man-Computer Interaction 

Computer mouse represents the most common computer interface. But the market 
offers even other solutions, e.g. voice input with limited vocabulary. Very innovative 
idea has been presented in 2002 by a team at Georgia Tech led by Dr. Kennedy and 
Dr. Bakay. They proved that it is possible to achieve even direct brain-computer in-
teraction / their sophisticated system allowed to interpret the brain neural signals for 
affecting position of computer mouse. A computer system controlled by the power of 
human thought left science fiction and it emerged in the real world. 

Simultaneously, our laboratory started its project of a computer controlled by eye 
movements [2]. Both teams were driven by a similar motivation: to provide new 
means for communication for paralysed people based on the limited abilities they 
have retained. Since even severely handicapped patients retain ability to move their 
eyes most often, we have decided to utilize this information about eye movements as 
an input for changing position of a computer mouse.  

The idea is not novel - control of a computer by eye movements is being studied 
for several years already and they produce very good results. Let us review briefly 
some of the existing solutions. The LC Technologies Eyegaze System [1] provides an 
eye-controlled human-computer interface (HCI),combining a video camera mounted 
below the computer monitor that observes the user's eye with a specialized image 
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processing software, which analyses the video images of the eye and determines its 
gaze-point on the monitor screen in real time. QualiEye [2], part of QualiWORLD, 
gives simple, efficient, hands-free control of the PC using a standard USB web cam 
for tracking eye movements. Electrooculography is used at Boston College in the 
project called EagleEyes [4] for moving cursor at the computer monitor. Great disad-
vantage of this method is the need to stick the surface electrodes on the user's face and 
to remove all artifacts originating from eye blinking or movements of face muscles. 
Further on, its application is limited to devoted software products that has to be used 
to control the PC. At the Cambridge University [5, 6] the project Dasher uses a IR 
camera that detects the eye position based on the contrast between the light absorbed 
by the pupil and the reflected light. Each of the presented systems has its advantages 
and draw-backs. Some of them are even commercially available. Unfortunately, most 
of them are very expensive and ready to provide a single function, namely control of a 
PC mouse. Frequently, they allow no head motion (position of head is fixed) because 
the camera is mounted on the PC monitor. Consequently, they set unnatural constrains 
on its user. 

Our intention was to build a system, which is simple to operate and which can be 
used at home conditions. To achieve this goal, we have decided to combine experi-
ence gained by the existing systems with the advantages of current technology. We 
aim for design and development of a simple and inexpensive solution, which allows 
head movement and that ensures multiple functions depending on the software it is 
complemented with. 

The resulting novel computer interface called I4Control® device emulates the com-
puter mouse through eye movements. Its user gets direct access to everything, what 
can be controlled by the PC mouse. This is the case of a software keyboard, which is 
nowadays a common part of an operating system. Consequently the I4Control® user is 
ready to type using the software keyboard and he/she can write the text documents, 
send the e-mails, brows the web pages, etc. The resulting periphery enables physically 
handicapped users to communicate with their environment or even work or study on 
their own. The device can be used even in medical domain e.g. by patients with de-
creased ability to express themselves or by patients with cerebral palsy. 

2   Design Principles for a New Solution 

The I4Control® device is the first generation of a product representing a novel appli-
cation of several established technologies, namely: 

• Videooculography (VOG), based on recording eye movements by camera, has 
been in use for scanning eye movements for 30 years, approximately. The main 
advantage of VOG is that it is an absolutely non-invasive method, which is able to 
produce results of precision requested by intended applications. The quality of its 
results is determined by the following factors: quality of the grabbed image with 
observed scene representing the user and his/her eye, powers to compensate for 
movement of user´s head, to recognise the eye irrespective of different positions 
of head and to detect eye movements. A traditional VOG solution relies on an in-
tricate system consisting of several cameras and often it requires strictly fixed po-
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sition of the head of its user. This setting proved useful in laboratory environment 
but it is too restrictive to be used in real life setting. 

• Recent miniaturization of technologies. The I4Control® system applies a novel 
original design: a single miniature camera is bound to the head of the user, e.g. it 
is attached on his/her spectacle frame (see Fig. 1). Now, the user´s eye position is 
recorded with respect to the relative system of coordinates the center of which co-
incides with the head of the user (and consequently, it copies all his/her move-
ments). Usage of this “free or flying” placement of the camera eliminates most of 
the inherent problems of traditional approaches (there is no more need for multiple 
well located cameras, for head fixation and for demanding algorithms for recogni-
tion of an eye in the scene). Data registered by the camera are processed in a small 
device, which is independent of the controlled computer. This solution brings a 
significant additional value to the user who is free to move at his/her will without 
any limitations (stable position with fixed head is eliminated). 

I4Control® interpretation of the obtained data thus becomes much simpler. Change of 
the eye position is evaluated as a result of finding the deviation from the idle balanced 
position. In fact the eye allocation has no immediate effect on the current cursor posi-
tion on the monitor but it determines the direction of its movement (in the same was 
as the joystick). To enable usage of the system by persons with a disorder of equilib-
rium organ manifested as fast involuntary eye movements (nystagmus) it is necessary 
to introduce an insensitivity zone for detection of deviation. This zone must be adjust-
able individually according to the patient's handicap. 

The miniature camera is connected to the PC using standard communication inter-
face (USB) equipped with corresponding software which provides the handicapped 
person with the means to control the PC simply by moving his/her eye from the idle 
position (when the user looks directly ahead).  

 

Fig. 1. Location of the camera in the system I4Control® 

The system I4Control® is designed in such a way that the camera becomes another 
input periphery and it can be linked to any PC (see Fig. 2 for its building blocks). The 
system gains its full advantage as soon as it is combined with the software keyboard 
(see Section 4). There is no more need for specialized SW for handicapped users. On the  
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contrary, the user gets access to any common installed SW, which he/she can control. 
The resulting communication module overcomes the problems of compatibility of driv-
ers between individual versions of systems or hardware platforms, which represents 
serious draw back of the other gaze-based solutions. 

 

Fig. 2. Basic block structure 

The Figure 2 describes the rough structure of our solution. Let us provide some 
more details concerning principal functions ensured by its individual building 
blocks: 

Sensing device. The actual location of the user´s eye has no direct influence on the 
cursor position on the monitor but it determines the direction of its movement (as 
much as a joystick). The core of the system is black&white camera with a CCD sen-
sor and discrimination 208 x 156 pixels for recording the eye movements. The output 
of the camera is an analog PAL signal that is digitized in the control unit. 

Control unit. Principal function of the control unit is to: 

• digitize the PAL signal from the black&white camera, 
• detect pupil position from the digitized PAL signal and  
• transform the actual pupil position into the coordinate system used for the com-

puter mouse.  

The digitizing block consists of an A/D converter with brightness feedback. Data 
specifying position of the pupil is evaluated by the CPU (processor) from the digitized 
PAL signal. The resulting information is stored in the memory for later use. 

In the system I4Control® version 1.0 the SRAM 512 kB memory is used. The 
processor uses for the detection of pupil position the method of histogram threshold-
ing and other types of filtration (e.g. cubic filter). Another task of the processor is to 
control USB bus ensuring communication with a PC. The outputs of the system are 
the change x- and y-coordinates of the mouse cursor. 

Personal computer interprets the data obtained from the control unit in a way, which 
is analogous to interpretation of the input obtained from the standard computer 
mouse. Moreover, the computer plays an important role during the calibration process 
described in the next section.  
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3   Pilot Implementation 

Current technology offers means, which can be used to implement the suggested de-
sign. The main task is to ensure correct interpretation of the image crapped by the tiny 
camera. For any user one has to identify his/her balanced position of the eye, first. 
This position is used as a reference point to which all the new data are compared – see 
Fig. 3, which explains how this comparison is used to control cursor movements: 
Direction of cursor movement is computed as the appropriate deviation from the bal-
anced position. In the first option (a), the cursor stands still (since the eye is in the 
balanced position) while in the second option (b) the cursor is moving to the right. 

 

Fig. 3. PC cursor control 

A necessary condition for good functioning of the suggested system is a clear 
video image. For that purpose it is important to ensure reasonable light conditions in 
the considered scene, namely good visibility of user´s eye. The simplest way how to 
achieve this goal is to take care of correct and high quality light conditions in the 
whole working environment. Since they are not difficult to ensure, the system pro-
duced according to the upper mentioned design principles has been constructed. It can 
work as a new computer periphery provided we offer the user possibility to ensure 
some additional control signals corresponding to mouse click or double-click. Eye can 
easily signal that by blinking: the system interprets a situation when his/her eye re-
mains closed for a certain period (which is longer time than spontaneous eye blink) as 
a click. At the moment, the pilot version of the resulting device is tested in our labora-
tory and by several volunteers. 

The main advantage of our solution is that it represents a technology, which is safe 
and available to everyone – it meets the demands of democratic AI. It can be pro-
duced in mass and nearly everybody can learn to use it. Several students of Jedlicka´s 
Institute for handicapped young people volunteered to participate in pilot testing of 
the I4Control® device. The device proved to be very well accepted by handicapped 
persons (e.g. a boy who lost both hands as a result of an accident or a boy with 
myopathy) who have learned to use it quickly. For example one of the users suc-
ceeded to create a simple picture in a drawing software while another one used it to 
navigate through an education software with relatively complex menu. 

An important feature is that the used I4Control® hardware is based on easily avail-
able and financially not demanding off-the-shelf components which are assembled 
into a simple, mobile, efficient and fault tolerant product with good resolution which 
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can be easily installed at home of its user. The resulting computer periphery is not the 
first device ensuring gaze-based man-computer interaction. Certainly, it is the first 
one offering following significant advantages to its users: 

• it does not pose on them any unnatural constraints: the user does not have to remain 
fixed in a single position (so that it does not interfere with his/her usual habits),  

• the device is as easy to operate as glasses (it is absolutely non-invasive – there is 
no need to glue special marks etc.), 

• it has affordable price and it is simple to install,  
• moreover, the user needs no demanding instruction. 

When working with the system I4Control®, the user acquires certainty and precision 
after some time. The length of this period is user specific and it depends on his/her 
abilities to control own eye movements and patience. There are people who master 
the system within few minutes, other need 1-2 hours. The training period can be cut 
even shorter when the first steps with the system are presented in the form edutain-
ment. The first corresponding didactic toy is briefly described in the Section 4. 

4   Experiments 

We have performed a number of experiments with the I4Control® system. Let us 
mention briefly text entering and our edutainment applications. 

Text entry. The most natural way how to write a text with the I4Control® system is to 
utilize software keyboard which is currently included in common operating systems. 
This solution makes it possible to write the text documents, send e-mails, brows the 
web pages, etc. Of course, this type of text entering needs certain level of skills from 
the user, who has to be able to position the cursor rather precisely onto the chosen key 
displayed on the computer monitor – let us remember that there are at least 40 keys on 
the SW keyboard! But I4Control® can be easily combined with more sophisticated 
SW solutions, e.g. with Dasher SW system. We have invited several volunteers who 
were using I4Control® for the first time to test this combination. They were given a 
simple task, namely to write a sentence “I am hungry.” Without any preliminary train-
ing they were able to do so in about 12 minutes on average.  

It is clear that it is not possible to gain full advantage of both mentioned ap-
proaches without certain training. To support users who want to utilize the I4Control® 
system for text entering immediately and without any need for preliminary training as 
well as the users who might face problems with precise positioning of the cursor on 
the computer screen we have designed a simple SW communicator. When writing a 
text with this communicator the user has to choose several times between 2 large 
panels on the screen: at the beginning the first panel displays letters a to m while the 
second covers the rest of the alphabet. If the user chooses the first panel in the next 
step the content of both panels changes and he/she is supposed to choose between one 
containing the letters a to g and the other with letter h to m, etc. In this way he/she 
reaches the intended letter upon 5 eye movements and 5 clicks. A novice user is able 
to write the sentence “I am hungry.” in less than 5 minutes. 
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The reported experiments point to some strong points and to weaknesses of the 
considered solutions, only. Now, it is time to ensure reliable usability study the results 
of which can become a basis for recommendation which solution is best for specific 
purpose and for each individual. We plan to apply for that purpose evaluation meth-
odology designed within the COGAIN project [3].  

Training through edutainment. To master the control of cursor position through eye 
movements requires certain experience and skill. The user has to learn how the 
system interprets his/her efforts. In this training phase, one does not need the 
computer itself. The I4Control® sensor and the control unit can be connected directly 
to the remote control of any appropriate toy and the training can start. We have used 
for that purpose a remotely operated crawler (caterpillar tractor) built from LEGO®. 
The task of the person undergoing the training is to transport the load (a ball) of the 
crawler into the wicket. Instead of a joystick, the user has to use for that purpose 
his/her eyes only. This solution proved very helpful for persons who have no prior 
experience with computers, even for pre-school children. Later the faculty gained 
when playing with toy crawler is reused for moving the picture of crawler on the 
screen. Now, the user understands the relation between the crawler (cursor) position 
and his/her eye movements, he/she learns to estimate the speed of cursor movement 
and the world of computer games is opened for him/her. 

5   Conclusion 

I4Control® device offers simple means for control of the PC to people with serious 
physical handicap. Using it they can better integrate into the knowledge society de-
spite their handicap and take advantage of ICT as well as access to the latest informa-
tion on the Internet. The system is small, light and sets no restrictions on its user who 
can move freely - it disturbs the user at the minimum level. The hardware is based on 
easily available and financially not demanding off-the-shelf components. It is simple, 
efficient, fault tolerant. In combination with the software it is flexible and has good 
resolution. Advantage of this system is its simple installation (it is absolutely nonin-
vasive) and the fact that a user of a new computer interface needs no special instruc-
tion. When working with the system I4Control® for control of the cursor, the user 
acquires certainty and precision after some time. The length of this period differs 
from user to user and depends on his/her abilities to control own eye movements and 
patience. At present it is possible to control the PC using the system I4Control® simi-
larly to standard PC mouse or keyboard. This type of periphery enables to physically 
handicapped users to work or study on their own. The device can be used even in 
medical domain e.g. by patients with decreased ability to express themselves or by 
patients with cerebral palsy. 

Purpose, use and users. The I4Control® device is designed and constructed first of 
all for handicapped users. That is why the stress is on its simple installation, usage, 
robustness and low price. Since the system emulates a classical computer mouse it 
serves as an intermediary between its user and all mouse-controlled SW applications 
installed on the PC. Consequently the I4Control® user can share the wealth of all 
available SW products (e.g. e-learning applications, e-mail, web access) and he/she is 
no more forced to master and buy expensive SW complementing some existing assis-



 Eye as an Actuator 961 

tive technologies. The I4Control® device is an efficient tool to ensure e-inclusion of 
challenged persons. Several Czech institutions for handicapped persons are planning 
to provide their clients with the I4Control® device. 

The technical innovative IT content of the I4Control® device as a novel computer 
periphery is clear. It represents a significant contribution towards extending the ac-
ceptance and understanding of IT through societal benefits it provides to challenged 
persons. It mediates to its handicapped users access to information, to social/health-
care services and to education. From the long term perspective it supports their em-
ployment opportunities and social integration of its users. 

Additionally, the design applied in the system can be reused in much wider con-
text, e.g. in industry to drive a robot (or another computer controlled machin-
ery/technology). The I4Control® device can serve well in many medical applications 
as a part of a diagnostic and/or a therapeutic system – the corresponding development 
and experiments are currently under way.  
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Abstract. Exact calibration in real time is critical for gaze control systems. 
Usually measurements are mapped to points on screen using coefficients ob-
tained from calibration data. The mathematical model of pupil centre/ eye cor-
ner gaze tracking system was proposed. 6 parameters were used to describe 
both eyes movement on image sensor. Experimental results show good corre-
spondence with model over all screen area. As some parameters are user spe-
cific and other can be measured independently, the number of calibration points 
could be reduced drastically, keeping nonlinear mapping. 

1   Introduction 

Disabled people may have difficulties when controlling a PC by classical peripheries. 
Interaction with computer using only eye movement is alternative computer control 
method. The precise mapping from image co-ordinates to computer monitor screen 
co-ordinates in real time is necessary for efficient computer control. The objective of 
this study is to find best mapping for pupil/eye corner gaze tracking system. 

2   Related Works 

A calibration procedure is required to compute the mapping between the measure-
ments and the eye orientation. A typical calibration procedure presents the user a 
set of visual targets that the user has to look at while the corresponding measurement 
is taken. From these correspondences, a mapping or calibration function can be 
computed. 

Morimoto et al. [1] use 9 points for calibration and a second order polynomial cali-
bration function. The polynomial is defined as: 
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where (sx, sy) are screen coordinates and (x, y) is the pupil–corneal reflection vector. 
The coefficients a0 – a5 and b0 – b5 are the unknowns and can be founded using least 
squares. 

Fitting higher than second order polynomials has increased the accuracy of the sys-
tem [2], but the second order requires less calibration points and provides a good 
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approximation. Simpler linear models have also been successfully used. White et al. 
[3] use a simple linear model with independent components, and noticed that in prac-
tice, higher order polynomial functions do not provide better calibration. Using a 
more complex calibration model the calibration is better near the monitor edges. 

Fitting a polynomial function over the whole monitor screen is also not a require-
ment. For example, Zhu and Yang [4] construct a 2D linear mapping from the vector 
between the eye corner and the iris centre to the gaze angle. After calibration, the gaze 
direction is computed by interpolation. They report an average error of about 1.1º us-
ing subpixel accuracy for tracking the eye corner and iris-centre, and about 3.3º using 
pixel level accuracy. 

Advanced remote eye gaze trackers that are being researched today basically try to 
eliminate two problems, the need of calibration per user session, and the large restriction 
on head motion. A system suggested by Morimoto et al. [5] estimates eye gaze without 
calibration and allowing free head motion. But it requires the calibration of the camera 
with respect to the monitor and light positions, and a model of the user’s eye. Experi-
mental results show an accuracy of about 3º using synthetic images. Another system de-
scribed by Yoo et al. [6] uses four LEDs around the monitor screen to project these cor-
ners on the corneal surface and the fifth LED is placed near the CCD camera lens to 
create a bright pupil image. Using the invariance property of cross ratios under perspec-
tive, they compute the point of regard with an accuracy of about 2º. The advantage of 
this method is that it does not require camera calibration. Newman et al. [7] gives ex-
ample of system that first computes the face pose in 3D, and then compute the eye gaze. 
The system runs in real time, but the accuracy is very low, about 5º. 

Ohno et al. [8] have proposed a gaze tracking system, which requires only two 
points of calibration and the calibration is done only once per user. They introduce an 
eye ball model width two personal parameters: the radius of cornea curvature and the 
distance between the pupil and the centre of corneal curvature. These values were re-
garded as constant for different users, so this may result additional errors. The track-
ing in this system is done only for one eye.  

3   Model 

We analysed pupil/eye corner gaze tracking system. Its experimental setup is shown 
in Figure 1. The model was developed to describe eye image formation process. 

X and Y axis of laboratory co-ordinate system are oriented as the same axis of 
computer monitor screen. Axis Z is perpendicular to monitor screen. Other co-
ordinates system X’Y’Z’ is related to image sensor, which is used in video camera. 
The eye rotations are described in laboratory system. We could obtain the eye image, 
by linear projection of eye structure to X'Y' plane of camera system.  

We aligned a unit vector e along eye optical axis. The projections of the e vector to 
plane X’Y’ is proportional to measured pupil centre coordinates. We assume that ori-
entation system X’Y’Z’ is defined by two angles. One parameter defines proportion-
ality between end of vector e and real pupil movements on image sensor. 

The gaze point coordinates on screen depend on distance from eye to screen. Also we 
must take into account that eye sight axis doesn’t correspond with eye optical axis, 
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Fig. 1. Experimental setup of pupil/eye corner gaze tracking system and co-ordinates systems, 
for image formation 

because the last doesn’t go through the fovea. For every eye we have one parameter – the 
angle between optical and sight axis. So minimum number of needed parameters is 6. 

4   Results and Discussion 

The experimental results of fixation of 25 calibration points square grid is shown in 
Figure 2. It is evident from plot that there exist nonlinear distortions. Especially the 
distortions are big in upper corners of the grid. 
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Fig. 2. Experimental results of raw coordinates of pupil centre during fixation 25 calibration 
points (o - simulated, * - measured) 
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The developed model predicts many distortions, shown in Figure 2. Remaining er-
rors could be caused by lighting changes in tertiary eye positions. Eye cornea optical 
properties is other source of errors.  

Developed mathematical model of system suggest nonlinear mapping using less 
calibration points, comparing with polynomial mapping. Because sight axis shift from 
optical axis is constant for user, we can save it from first carefully carried out calibra-
tion session for future sessions. 
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Abstract. The purpose of this study is to systematically investigate the effects 
of keyboard adaptations for children with cerebral palsy. Twelve children aged 
from 7 to 15 years old participated in this study. Keyboard adaptation strategies 
were developed based on the individualized assessments. A group comparison 
experimental design was selected to examine the effectiveness of keyboard ad-
aptations. Speed and accuracy of typing Chinese were compared before and af-
ter keyboard adaptations. The results indicated that children with cerebral palsy 
did increase their typing performance after implementing keyboard adaptation 
strategies. The results of this study can provide health and educational profes-
sion a reference when serving children with physical disabilities.    

1   Introduction 

The keyboard is the most common method of controlling computer for most of people 
and almost all computers equipped with a keyboard. In addition, it is generally most 
convenient and cheapest access method. However, children with cerebral palsy usu-
ally experience obstacles in accessing a standard keyboard because of their abnormal 
postures and movements. Rehabilitation professions have been involved in the appli-
cation of assistive technology devices that enable individuals with disabilities access 
technology. How to adapting standard keyboard or providing an alternative keyboard 
to fit special needs for individuals with cerebral palsy is a challenging task for reha-
bilitation professions. 

A review of the literature revealed only few studies on investigating the effects of 
adapting keyboard on persons with physical disabilities. McCormack reported the 
effects of the use of a keyguard used on typing speed and accuracy in an 8-year-old 
boy with cerebral palsy [1]. The results showed that the use of a keyguard increased 
the subject’s typing accuracy, but decreased his speed. Battenberg and Merbler  
compared of the effect of computer input device on task performance of 40 develop-
mentally delayed and 40 control kindergarten children [2]. Children in both groups 
performed better in an alphabet matching task and a spelling task when using a touch-
sensitive screen compared to a traditional keyboard. Touch-sensitive screens seem to 
be more beneficent for children with young ages. Lau and O’Leary employed a  
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descriptive case study design to compare subjects’ performance using three computer 
input devices: the Tongue Touch Keypad, the HeadMaster, and the mouth sticks with 
standard keyboards [3]. Four adolescents with physical disabilities participated in this 
study. Two of them were cereal palsy, and the other two were clients with spinal cord 
injuries. Results showed input speed to be the fastest with the mouthstick, followed by 
the HeadMaster, and then the Tongue Touch Keypad. Accuracy of inputs did not vary 
significantly among three devices. Most of research employed case studies to report 
the effects of computer input devices. The lack of systematic measurements of sub-
jects’ improvements restricts the generalization of those studies. Therefore, the pur-
pose of this study is to use a systematic method to investigate the effect of keyboard 
adaptation on children with cerebral palsy. The typing speeds and accuracy of twelve 
children with cerebral palsy before and after keyboard adaptation will be compared. 
The results of this study will provide rehabilitation and educational professions a 
reference when serving children with cerebral palsy.  

2   Methods 

2.1   Participants 

Twelve children with cerebral palsy participated in this experiment with their parents’ 
consent. Their personal characteristics are described in Table 1.  

Table 1. Characteristics of the participants 

Partici-
pant 

Age 
 

Sex Diagnosis Severity Computer 
use 

(hours/day) 

Internet use 
(hours/day) 

P1 8Y3M Male Quadriplegia Severe 0.25 0.25 
P2 14Y4M Female Diplegia Severe N/A N/A 
P3 7Y Female Athetoid Severe 2 0.5 
P4 15Y4M Female Diplegia Severe N/A N/A 
P5 8Y4M Male Diplegia Severe 1 1 
P6 8Y Female Mix type Moderate 1 N/A 
P7 12Y2M Male Diplegia Moderate 0.5 0.5 
P8 8Y8M Male Diplegia  Moderate 0.7 0.5 
P9 9Y8M Male Hemiplegia  Moderate 0.5 0.2 
P10 10Y9M Female Hemiplegia  Moderate 0.5 0.5 
P11 8Y3M Female Diplegia Moderate 1 1.5 
P12 12Y2M Female Diplegia Moderate 0.5 0.5 

Note: N/A means the participant does not use computer regularly in their daily life.  

Their ages ranged from 7 years to 15 years 4 months with an average of 10 years 3 
months. All participants were diagnosed with cerebral palsy, seven of them were 
diplegia, two of them were hemiplegia, one is spastic quadriplegia, one is athetosis 
and the other one is mix typed cerebral palsy. Hours for daily computer and internet 
use were indicated in Table 1. 
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2.2    Instruments 

The instruments used in this study include two self designed computer software pro-
grams “Keyboard Adaptation Assessment” (KAA) and “Chinese Keyboarding Per-
formance Evaluation” (CKPE). KAA was used to determine appropriate keyboard 
adaptation strategies. The CKPE was used to record speed and accuracy of Chinese 
keyboarding inputs in this study. 

Keyboard Adaptation Assessment (KAA). KAA was developed to assess clients’ 
keyboard performance and provide proper recommendations of keyboard adaptations 
based on the results of assessments. Clients were asked to perform several keyboard-
ing tasks, such as press a specific key or press two keys simultaneously, which were 
generated automatically by KAA. The results of KAA will indicated the client’s key-
board access range, difficulties in keyboard operations and suggestions for individual-
ized keyboard adaptations based on the assessment data.  

Chinese Keyboarding Performance Evaluation (CKPE). A computer software 
program was designed to record the speed and accuracy of Chinese Keyboarding 
Performance. Figure 1 illustrates the design of software screen. 

 

Fig. 1. The design of software screen Chinese Keyboarding Performance Evaluation 

An on-screen Chinese Keyboard was designed on the lower half of the screen. A 
Chinese phonetic symbol will be generated randomly and shown on the left square of 
the screen. The participant was asked to type the indicated Chinese phonetic symbol 
on a standard keyboard or on-screen keyboard. The speed and accuracy of typing 
Chinese will be recorded and analyzed. 

2.3   Experimental Design and Procedures 

A group comparison experiment design was selected to examine the effectiveness of 
keyboard adaptations on increasing speed and accuracy for children with cerebral 
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palsy. Speed and accuracy of typing Chinese phonetic symbol before and after key-
board adaptations were recorded and analyzed. 

2.4   Data Analysis 

The Wilcoxon rank-sum test, a non-parametric test was used to compare the speed 
and accuracy of keyboard inputs before and after keyboard adaptations. Statistical 
analyses were conducted using the Statistical Package for the Social Science, version 
11.5.  

3   Results 

3.1   Keyboard Adaptation Strategies  

Experimental results indicated that children with cerebral palsy often exhibit key-
boarding difficulties which include insufficient ranges of motion of upper extremi-
ties to access across the whole standard keyboard, hitting the wrong key, repeating 
letters by mistakes, hitting the keys several times, and insufficient motor control to 
press two keys at the same time. The difficulties accounted by participants and the 
adaptation strategies suggested from the KAA software were summarized in  
Table 2.  

Table 2. Keyboarding difficulties and adaptation strategies of participants 

Keyboarding Difficulties Keyboard Adaptation 
Strategies 

Participants 

3.2   Speed 

The typing speeds before and after computer adaptations were indicated in Table 3. 
Children with cerebral palsy indeed improve significantly after keyboard adaptations 
(Z=- 3.061, p=.002).  For children with severe impairments, their improvements in 
typing speed increase much more than children with moderate impairments.  
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Table 3. Typing speed (inputs/minute) of the participants before and after keyboard adaptations 

Participant  Before adaptation* After adaptation*  

P1 0.3 6.67 

P2 3.7 11.67 

P3 4.7 6.33 

P4 9.3 11.67 

P5 9.3 13.33 

P6 11.3 15 

P7 14.0 18.67 

P8 15.0 17 

P9 15.3 22 

P10 20.7 23 

P11 20.7 23 

P12 23.0 26 
Note: * means the average numbers of phonetic symbols the participant 
types per minute 

3.3   Accuracy 

Table 4 shows the typing accuracy of children with cerebral palsy before and after 
keyboard adaptations.  The results did not differ significantly before and after adapta-
tion for all the participants (Z=-1.947, p=.051). For most of the participants, their 
accuracy rate were pretty high before adaptation, therefore, they did not improve 
apparently after keyboard adaptation .However, for participant 1, 2, and 3, their 
 

Table 4. Typing accuracy (%) of the participants before and after keyboard adaptations 

Participants Before adaptation (%) After adaptation (%) 

P1 7.7 95.2 

P2 44 92.1 

P3 17.6 95 

P4 100 100 

P5 100 100 

P6 94.4 100 

P7 97.7 94.9 

P8 95.7 98.1 

P9 95.7 98.5 

P10 100 100 

P11 100 100 

P12 100 100 
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improvements of typing accuracy were profoundly which may due to their poor  
performance before adaptations.  

4   Discussion and Conclusions 

The purpose of this study was to compare the typing performances of children with 
cerebral palsy before and after keyboard adaptations. Typing difficulties and keyboard 
adaptation strategies of children with cerebral palsy were explored in this study. 
Speed and accuracy of typing were investigated systematically in this study. Typing 
speeds were increased significantly after keyboard adaptation in this study. However, 
accuracy rates of typing were not significant due to the ceiling effect of some partici-
pants. The accuracy did improve profoundly for some of the participants. The result 
of this study indicate that KAA is a valid reference tool when health professions 
working with children with cerebral palsy.  

4.1   Limitations of Study 

The results of this study provide preliminary supports on utilization of keyboard adap-
tation strategies for children with cerebral palsy. However, these results cannot be 
generalized to other children with cerebral palsy due to a limited number of subjects. 
Only twelve children with cerebral palsy participated in this study, their performance 
on computer adaptation cannot represent the variability of cognitive and motor abili-
ties of all children with cerebral palsy.  

In addition, group comparison may not an excellent way to study the typing per-
formance of children with cerebral palsy since their performance were varied indi-
vidually. This study is also limited to only pre and post adaptation performance was 
recorded per child. An intervention phase after keyboard adaptation may lead to 
greater improvements for those children with cerebral palsy.  

4.2   Further Studies 

A further research that validates the effective computer adaptation strategies in im-
proving of life for persons with cerebral palsy is needed. Replication of this study 
using a larger sample of children with cerebral palsy, including children with different 
diagnosis and various ages should be developed to provide more information for clini-
cal therapists working in this area. Single subject research design which provides 
sufficient periods for observing individuals with physical disabilities learning operat-
ing keyboards may be an alternative way to study this issue.  
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Abstract. The purpose of this study is to develop a mouse emulator system for 
cervical spinal-cord injured PC user. In this system, a laser illuminated point on 
a liquid crystal display is detected with image processing software developed 
for this system and the mouse cursor moves the detected point.  The evaluation 
results indicate that the proposed method is comfortable for cervical spinal-cord 
injured PC user to operate GUI windows system. 

1   Introduction 

Persons with physical disabilities such as cervical spinal-cord injured (SCI) require 
assistive devices to use personal computers (PC), because their physical disabilities 
hinder them from utilizing a normal keyboard and a mouse. Although a mouse or head 
stick is the simplest assistive tool for them, the frequent use of these tools might cause 
additional disabilities or disease in other parts of their bodies. In order to prevent such 
side effects, we had developed a light spot operated keyboard (LSOK) for SCI PC-
users since 1989. When it was initially developed the operating system (OS) was  
MS-DOS, so the development concept was to cast it as a keyboard emulate device. 
Thereafter, operating systems shifted to Windows, and the use of a mouse increased 
dramatically in graphical user interface (GUI) situation. LSOK have been clinically 
evaluated by SCI person, and have been found to be effective as a keyboard emulate 
device [1]. However, moving the mouse cursor is performed by illuminating a laser 
light onto a sensor corresponding to each shift direction (8 directions that include up 
and down, left and right, and diagonally) so, depending on the direction, the direction 
of the head and the line-of sight do not always match. In order to improve the mouse 
interface in relation to the LSOK user, we developed a system (light-spot operated 
mouse emulator) that detects laser illuminated points on a liquid crystal display (LCD) 
using image processing software and moves the mouse cursor to those sites. 

2   Development Background 

2.1   Existing Mouse Emulators 

Mouse pointing devices for SCI PC users have been reported and some products are 
commercially available. These products use a switch operation for each direction and 
a joystick type operation [2]. And other devices perform a mouse operation by linking 
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head movement with mouse cursor movement [3], thereby effectively utilizing the 
residual function of the SCI person. When using these devices, gain (setting of 
amount of mouse cursor move corresponding to head movement) and sensitivity are 
set. Problems occur, however, if these settings are not appropriate. With gain, strict 
calibration on commercially available products is not required, but the user must 
move the head so that the mouse cursor reaches the target site, such as an icon and 
menu bar. If the head can only be moved slightly, the mouse cursor may not always 
move to the periphery of the screen. 

2.2   Adaptation to LSOK Users 

We examined introducing the commercially available product Tracker-One [3] 
/Track-IR [4] for LSOK users (SCI person) for the purpose of using a Windows PC 
mouse, but the distance between the PC screen (19 inch) and user was about 90 cm, 
so there were some cases in which the mouse cursor did not move to the periphery of 
the screen using the gain adjustment the instrument was equipped with. A mouse 
pointing function that utilized a laser pointer was also desired because users were 
experienced with keyboard operations using a LSOK. 

3   Detection of Pointing Sites on the Liquid Crystal Display Using 
Image Processing 

If the user illuminates the laser pointer where he/she wishes to move the mouse cursor 
and the mouse cursor moves there, that should suffice for user interfacing. The pre-
sent system is an application in which images uploaded with a USB camera are soft-
ware processed, the laser illuminated point on the LCD is detected, and the mouse 
cursor follows the detected point. The procedure is as follows: 

3.1   Use of Polarizing Filter 

A polarizing filter is incorporated into the LCD on a PC. When an image is taken 
through a filter that has been rotated 90 deg, the LCD only appears black (Fig 1: Left, 
rotated 0 deg   Right, rotated 90 deg), and the LCD frame is easily detected. 

Fig. 1. CRT image with rotated 0 deg and 90 deg PL-filter 



 Light Spot Operated Mouse Emulator for Cervical Spinal-Cord Injured PC Users 975 

3.2   Use of USB Camera 

The LCD is imaged using a USB camera that utilizes the above mentioned polarizing 
filter, and the uploaded image is processed using software. The system is simplified 
by not using hardware such as an image processing board. Because laser light is re-
flected onto the screen periphery, two USB cameras are set up whereby an image 
from each one is synthesized to produce one image (640 x 480 pixels). 

3.3   Software Image Processing 

The uploaded image is converted to the binary data using the threshold setting and 
the LC frame is detected. The LC frame inside the synthesized image is not at this 
time a perfect square, so it is made into a square by calculating the left upper and 
right lower coordinates using the procedure below. Fig. 2 shows schematically the 
left upper part of the binary screen data. Each cell shows one pixel. '1' is actually 
"0xFFh". 

Cy[m+1]- Cy[m] 
Cy[m]        

 0 8 1 1 1 1 1 1 1 1 
0 1 8 1 1 1 1 1 1 1 1 
3 2 5 1 1 0 1 0 1 1 0 
2 3 3 1 1 1 0 0 0 0 0 
1 4 2 1 1 0 0 0 0 0 0 
0 5 2 1 1 0 0 0 0 0 0 
1 6 3 1 1 1 0 0 0 0 0 

n 0 1 2 3 4 5 6 7
 Cx[n] 7 7 4 3 2 3 3 2 

Cx[n+1]-Cx[n]  0 3 1 1 1 0 1 

Fig. 2. Calculation of frame upper left coordinates 

Cx[n] is the total value of the pixels in which the pixels in each row (Y=0 480) 
are '1' up to x=0 640. Similarly, Cy[m] is the total value of the pixels in which the 
pixels in each column (x=0 640) are '1' for Y=0 480. Next, the biggest differences 
between Cx[n] and Cx[n+1], and Cy[m] and Cy[m+1] were calculated, and the points 
where 10 pixels were added (or subtracted) to each were defined as the frame upper 
left coordinates. In the example in the figure above, the intersection point is where 
n=2 on the left edge and m=2 on the upper edge, and the coordinates are x=12 and 
Y=12. The situation is the same for the right lower coordinates. 

Next, large bright pixels ('1') on the LC frame are illuminated point and the bary-
centric position of these pixels is considered the illuminated point of the laser pointer. 
The threshold was adjusted depending on the usage situation. 
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3.4   Mouse Cursor Moving 

Fig. 3 is a schematic drawing of when the application is operated. The thick line is the 
PC screen. The application (long broken line) shows a screen in which the liquid 
crystal (LC) has been imaged. The mutual position of the LC frame (dotted line) de-
tected within the screen and the illuminated detected point within the frame (o within 
the dotted line) is calculated, and then this is reflected onto the mouse cursor position 
(arrow) on the LCD to move it. In Fig. 3 a laser illuminated point has been detected at 
the top right of the LC frame, whereby the mouse cursor on the PC screen moves to 
the upper right position. 

Fig. 3. Positional relationship between the calculated LC frame and laser illuminated point and 
mouse cursor position 

Image processing occurs at about 10 FPS (frame/sec), and the coordinates for the 
laser illuminated point accumulate in the buffer at any time. For movement of the 
mouse cursor, the laser pointer movement amount m (dots/frame) for each frame is 
calculated, and that movement amount is performed after a continuous time (trajec-
tory delay: T sec) has passed while the movement amount is no higher than the speci-
fied value M. By this process, if the laser pointer is moved quickly (M dots/frame or 
higher), then the mouse cursor will follow it after T sec after it has stopped, but if it is 
moved slowly, the mouse cursor will follow it if the speed is no more than M 
dots/frame). LSOK user perform mouse operations such as left and right clicking and 
dragging by illuminating the laser light on a special sensor set up at the periphery of 
the LCD, so to perform click operations by the above movement processing the 
mouse cursor does not follow movement even when the head is moved. It is possible 
to change the setting values for M (dots/frame) and T (sec) to meet the circumstances 
of the user. 

3.5   Outline of System Set Up 

The system is arranged as per Fig. 4. The sensors set up around the LCD are sensors 
for moving the mouse cursor used by the LSOK user. They are used to evaluate usage 
such as that discussed below.  

PC screen 
Mouse cursor 

Imaged screen 
(application) 

LC frame 

Laser illuminated s point
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Fig. 4. System arrangement 

4   Usage Evaluation 

Usage was evaluated by comparing pointing operations that use the present system 
and pointing operations that use an optical sensor for movement. The parameters 
evaluated were the time it took for the mouse cursor to move to a target circle (T1 
sec) and the time it took for clicking to be completed after the mouse cursor con-
nected at first with the target (T2 sec).  

As shown in Fig. 5, target circles appear in random order, one positioned in the 
center, and 30 positioned around it (in 8 directions, with three circles emanating out in 
each direction, and 6 circles around the periphery), so the subjects performed the 
operation by moving the cursor onto the target - which appeared in order from the 
center  periphery 1  center  periphery 2 and so on - and selecting the target by 
hitting the laser on the optical sensor for left clicking. On the screen the selected tar-
get disappeared and only the target that should be next selected appeared. The move-
ment time T1 was calculated as the time taken for the mouse cursor to reach the target 
after left clicking. 

Fig. 5. Position of target circles 

Sensors for moving 
the mouse cursor 

Image processing 
application 

Adjustment 
sub-window USB cameras 
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Subjects were one SCI person (SCI-A: 3 times by optical sensor), and three able 
body people(Able body -B: 1 person who used the LSOM system 1 time and the opti-
cal sensor 3 times; Able bodies -C & -D: 2 people who used the optical sensor 3 
times). The SCI subject had used LSOK continuously for 13 years and was experi-
enced at moving the mouse cursor using an optical sensor for mouse movement. The 
able bodied subjects had never before performed either type of operation. 

Screen resolution was 1024 x 768 dots and the target circle size was 26 dots in di-
ameter, which were the same values as one side of the 'Close/Minimize/Maximize' 
button in a standard display. The movement speed of the mouse cursor was set at 80 
dots/sec. Sampling of mouse cursor positioning was performed every 50 ms. The 
values in the light-spot operated mouse system were set at 10 dots/frame for M and 
0.4 sec for T. 

5   Evaluation Results and Discussion 

The performance of users was evaluated based on throughput (Amount of work proc-
essed in a specified time) values as defined below [5]. 

Log2(D/W+1)
Throughput = --------------------  .  (1)

T1

D is the distance from the departure point to the target center, W is the target diame-
ter, and T1 is the movement time. Units are bits/sec. 

Table 1 shows the throughput values. The value in the table is the mean throughput 
value for the 30 target site selections. Calculations were made for each measurement 
until the target was reached (approach route) and from the target back to the center 
(return route). 

When a movement was performed using the LSOM, the mouse cursor moved for a 
length of time that combined the time taken to lean the head towards the target and 
the tracking delay time, so a higher throughput value was obtained compared to when 
the optical sensor was used. Because on the return route the target position is always 
in the center and it does not need to be verified compared to the approach route, the 
throughput value for the return route is high. This is the same as when the optical 
sensor was used. 

Table 1. Results of throughput (mean ± SD, bit/sec) 

Evaluate Times 
1 2 3 

SCI-A 1.80±0.27 1.78±0.27 1.82±0.22 1.71±0.29 1.82±0.24 1.87±0.24 
LSOM(B) 2.68±0.71 2.88±0.42 2.61±0.73 2.90±0.41 2.64±0.69 2.89±0.39 

AB-B 1.10±1.42 1.09±0.38 1.16±0.44 1.16±0.35 1.21±0.37 1.10±0.33 
AB-C 1.28±0.40 1.18±0.38 1.32±0.45 1.24±0.48 1.28±0.40 1.37±0.44 
AB-D 1.04±0.39 0.88±0.29 1.22±0.41 1.09±0.30 1.20±0.31 1.14±0.41 
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The value was higher for the person with SCI than for the able body subjects be-
cause the former was experienced in movement operations using the optical sensor, 
and because he was good at fine control when the cursor approached the target. The 
same subject also rarely overshot the target.  

Table 2 shows the mean time (T2) from when the cursor contacted the target to 
when the click was completed. When using the LSOM, the operation time was 30-
60% shorter than the operation time for the optical sensor. As with throughput, the 
mean value of T2 was less for the subject with the SCI subject. However, this value 
also included recovery time when the target was overshot and the cursor traveled to 
the opposite side, so the result reflected the high level of operational experience of the 
SCI subject. 

Table 2. Results of T2 (mean ± SD, sec) 

Evaluate Times 
1 2 3 

SCI-A 1.2±0.6 1.3±0.8 1.0±0.5 1.0±0.5 1.0±0.6 0.9±0.3 
LSOM(B) 0.9±0.4 1.1±0.4 1.2±0.3 0.9±0.3 0.9±0.6 1.0±0.3 

AB-B 3.1±1.7 2.0±1.2 2.7±1.5 1.9±0.9 2.7±1.4 1.9±0.9 
AB-C 1.8±0.9 1.1±0.8 1.5±0.9 1.7±0.8 1.4±1.1 1.0±0.7 
AB-D 2.2±1.7 1.5±1.8 1.9±1.1 1.6±0.9 1.4±0.8 1.5±1.3 

As a reference, Table 3 shows the total number of times the target was overshot in 
the movement experiment using the optical sensor. Compared to the record of a 
maximum of 36 times on the initial effort by the able-bodied subject B, the SCI sub-
ject-A only overshot the target 1 to 3 times, which indicates the level of experience of 
that person.  

Table 3. Results of overshooting the target (times) 

Evaluate Times 
1 2 3 

SCI-A 3 2 3 3 1 1 
AB-B 36 20 28 14 28 5 
AB-C 13 11 11 8 14 10 
AB-D 13 11 16 15 8 14 

As can be seen in Table 2 and Table 3, it could be expected that even when a per-
son was inexperienced at operating the optical sensor, they could, with practice,  
acquire similar ability to the SCI subject who participated in the measurements. How-
ever, as shown in Table 1 and Table 2, big improvements in the throughput value and 
T2 (the time from mouse arrival at the target to clicking) were seen when moving the 
mouse cursor using the LSOM compared with the optical sensor. And, based on the 
evaluation experiment, operability was better when the LSOM was used.  
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6   Summary and Outstanding Issues 

With the present system, because a laser pointer is illuminated onto a site where a 
mouse cursor is to be moved, gain adjustment is not required. The main problem is to 
combat noise such as the reflection of indoor light captured on the screen, so the set-
ting position of the USB camera and an appropriate threshold setting are important. 
However, in a usage situation the demand is to reduce as much as possible the time 
and effort associated with settings, so it is necessary to further stabilize rough setting 
environments and provide a function for detecting point sites. The next step is to con-
duct a clinical evaluation among SCI subjects and investigate ways of improving the 
system. 
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Abstract. The purposes of this study were to design an alternative on-screen 
keyboard for people with physical impairments and to evaluate the efficacy of 
the chorded input method. The approach of the on-screen keyboard is based on 
the human computer interface. It gives visual guide and instant feedback to 
show users where they can find the characters they need. The system has been 
designed with the principles of universal design. Three factors including the 
learning ability, efficiency of using and subjective satisfaction are considered as 
the usability evaluation. According to a preliminary study, the participant felt 
mastered the text input method quickly. An experimental evaluation on the 
typing performance of the subjects with muscular dystrophy will be measured 
under both scanning input mode and chorded input mode in the future. 

1   Introduction 

Computer technology has become an integral part in our daily life. It also helps people 
with physical impairments expand opportunities for educational success and improve 
their opportunities in both vocational settings and leisure activities. Text entry is 
widely regarded as one of the most frequent human-computer interactions. Using 
standard keyboard may seem pretty straightforward to most people. But for people 
with postural limitations, muscle weakness or limited movements, applying computer 
access are difficult. They encounter difficulties in various aspects when using standard 
keyboard, resulting in high error rates, fatigue and inefficiency. On-screen keyboards 
provide an image of a standard or modified keyboard on the computer screen by 
allowing users to select keys with a mouse, touch screen, trackball, joystick, or switch. 
Although the QWERTY layout is entrenched for standard keyboards and most of the 
on-screen keyboards are designed based on QWERTY layout. It is not a good user 
interface for people with physical impairments. The efficiency of the text entry 
depends on the suitability of control interface, which includes proper selection methods 
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and keyboard layouts [1]. People who can manipulate only one hand, or people with 
more severe physical difficulties, may find the distance they have to travel to reach the 
whole keyboard restrictive. Such people may find that a more compact keyboard 
layout makes typing more efficient and less tiring for them. The purpose of this study 
was to design and implement an innovative on-screen keyboard for people with 
physical impairments which based on human computer interface. In the next sections 
the design of the on-screen keyboard and a pilot study will be discussed. 

2   Design the On-Screen Keyboard  

2.1   The Numeric-Based Input Method 

Chorded keyboards use a combination of a few keys to create keystrokes for each 
letter. One clear problem is that typing text with the chorded keyboard is slower than 
using the QWERTY keyboard for novice user. The primary cost of the chorded 
keyboard is the extensive learning required associating the finger combinations with 
their corresponding actions, but after extensive practice, chorded keyboards have been 
found to support more rapid word transcription processing than the QWERTY 
keyboard, possibly due to reduced movement-time requirements [4]. Chorded 
keyboards are useful for people with limited arm range. Our chorded keyboard design 
efforts focus on input speed and learning time for people with physical impairments. 
It allows user to enter data and commands with one hand. We applied the numeric-
based input method works by the user presses two numeric keys to generate character 
[3]. The interface design makes it simple and intuitive for users. To help users with 
their writing and editing, the letters will be pronounced when typed. It gives feedback 
to the user both visually through highlighting and through audio. As shown in 
Figure1, the first key press selects a group, and the second key select a letter, symbol 
or command in that group. For example, in order to type the letter ‘a’, the user first 
presses ‘4’ on the input device as shown to the left in Figure 1. The system will 
produce visual feedback to the user by highlighting the group of letters. And then, the 
user knows what group is activated. When the user presses ‘7’ (the second key), 
which selects the corresponding letter ‘a’ in the group. If a typing error was found, the 
user could use ‘0’ as a cancel button any time. For movement efficiency based on 
Fitts' law, the symbols and commands were configured by their frequency to reduce 
the fingers' traveling distance. For example, space is the most frequently used key and 
it is located on the center of the layout to reduce physical effort. The period mark is 
the most frequently punctuation, its corresponding two numeric keys are the same (2, 
2). The travel distance of comma, question mark, and exclamation mark are shorter 
than other less frequently used punctuation mark. Although the frequency layout is 
theoretically physically fastest, for novice users, the entry speed is determined mostly 
by the needs to search and find target keys rather than by the amount of motor 
movement. The keyboard layout with alphabetical ordering will be faster initially for 
novice users. 
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Fig. 1. Numeric-based Input method support visual feedback 

2.2   Keyboard Layouts 

Our chorded keyboard has been designed following the principle of universal design. 
It is displayed within a window that user can move, resize the layout and gives 
feedback to the user through audio. The system includes 9 layouts (international 
alphabetic layout, Scaffolding layout, Internet layout, 2 types of symbol layout, 
transparency layout, high contract layout and 2 types of Chinese Input layouts). The 
system can work with multiple access devices, such as keyboard, joystick, touch 
screen, touchpad, mouse, adapted switch. It also supports five alternative input 
methods (numeric-based mode, point-and-click mode, dwell mode, group-row-
column scanning mode and joystick select mode). The users also could create their 
individual virtual keyboards by rearrange the special layout. Figure 2 outlines some 
keyboard layouts we implemented. 

The scaffolding layout does not require much practice, and then can help novice 
user to reach a reasonable typing speed. The hint is superimposed directly on the 
target letter and the learner could pay attention to the same point. We suggest the 
novice user use the scaffolding layout at the first time. For visual impaired users, 
using the high contract layout, enlarging the size of the layout and using the option to 
pronounce letter may make a significant difference in the efficiency of their text entry 
task. Internet services also have particular benefits and potentialities for people with 
physical impairments. One of the useful applications for user is the World Wide Web 
(web). The keys on our internet layout are configured into three sets. One set for fast 
keys (1 in the Fig. 3), another for the command keys of browser (2 in the Fig. 3) and 
the last part is the same with the international alphabetic layout. Function key layout 
organized the common symbols, function keys and the common commands of the 
word processor (Microsoft word). The system includes a pop-up menu and allows 
reconfiguration as show in Figure 4.
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        Alphabetic layout               Chinese pattern–coding layout       Chinese phonic–coding layout 

Scaffolding layout                          High contrast layout                        function keys layout 

Fig. 2. The chorded keyboard layouts 

     Fig. 3. The internet layouts          Fig. 4. Pop-up menu 

2.3   Group-Row-Column Scanning 

Developing scanning mode assistive systems for people with physical impairments is 
not a new issue. The scanning approach is designed for people who fail to move the 
mouse pointer with any pointing device. Single switch automatic row-column 
scanning is the most common scanning approach for the people with severely 
physical impairments [5]. Beyond row-column scanning, we created group-row-
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column scanning based on our square layout. We predict that it is more efficient than 
row-column scanning with one switch activation. Figure 5 shows the display 
associated with the group-row-column variety of scanning. First, each group is 
automatically scanned in sequence. When the highlight arrives at the desired group, 
the user hits the switch (figure 5(a)). The highlight then advances scans each row in 
that group until the user hits the switch again (figure 5(b)). Finally, the highlight scans 
across each item in the selecting row until the user hits the switch (figure 5(c)). 
Scanning input method is less cognitive effort when compared to the chorded input 
method. 

Fig. 5. Group-row-column scanning: the on-screen keyboard for single switch input 

3   Usability Evaluation 

To evaluate the usability, text entry tasks were performed to measure the typing 
performance of participant. Our initial trials for usability and efficiency have been 
restricted to one able-bodied college student. She was fluent in reading English and 
familiar with standard keyboard layout. The experiment started with an experimenter 
explaining the task and how to operate the chorded keyboard. And then, the subject 
took 15 minutes practice with the scaffolding layout and was asked to carry out typing 
test using a QWERTY keyboard and numeric-based input method. Each input method 
lasted 10 minutes. A picture of the test application is shown in Figure 6. An article is 
displayed on screen and the user is asked to type another copy and allowed to fix 
mistakes. Articles contain capital and lower-case letters, quotation marks and other 
punctuation. The test text for each trial was randomly selected from 42 articles, and 
both the typing speed and accuracy were recorded by the typing test program. Most 
people with physical impairments use only one hand for text entry, and novice user 
always use one finger for text entry task. In order to simulate the typing performance 
of single-digit user, the subject was asked to use a pencil instead of single finger. The 
subject must to carry out two keyboard patterns one trial a day, five days a week. We 
obtained ten measurements of the text entry speed as show in Figure 7. The 
performance of chorded-based, subject could type only 23.9 correct characters per 
minute in the first trial, and eventually up to 64.7 characters per minute in the last 
trial. 
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Fig. 6. Typing performance test Fig. 7. Comparison of typing speed for QWERTY 
and chorded keyboard 

Although the subjects’ keystroke speed of chorded keyboard was slower than 
QWERTY keyboard, this might due to the subject’s familiarity with QWERTY 
keyboard layout. However, the learning curve of chorded-based input method is very 
short. We also wanted to know how subject feel about the chorded input concept 
through post experiment interview. The interview was conducted after the final 
session. Subject was also encouraged to speak out and to write down comments or 
suggestions. The subject indicated that the numeric-based input method is easy to 
understand and the scaffolding layout is helpful for a novice learner. After using 
chorded keyboard for half of the third session, the subject did not even notice the 
concept any longer.  

A potential limitation of this study is its reliance on a purely able-bodied subject, 
which may limit generalization the research results to the persons with physical 
impairments. However, we are confident that practice will give significant 
performance improvements and the chorded keyboard is more useful for some people 
with physical impairments. 

4   Multiple Accesses 

In order to make our chorded keyboard more useful for people with physical 
impairments, we have continually evolved the chorded input concept for user to 
multiple accesses. The system allows us to combine a wide variety of physical 
devices and language sets to form an interface ideally suited to the specific abilities of 
the user. The system can combine to combine other physical devices, such as N-
fingers input device [2], USB calculator or PDA (Personal Digital Assistant) for some 
persons with muscular dystrophy (see Figure8 and Figure9). For persons with cerebral 
palsy, combine defined switches as input devices will help them computer access 
easily. 
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Fig. 8. USB calculator input device Fig. 9. PDA input device 

5   Conclusions 

Although a large number of assistive technology products are available today, many 
people with physical impairments do not have adequate input devices. Most people 
with severely physical impairments have never been involved in computer usage 
throughout their life, interface designers must make the most of the metaphors 
involved. The need for participation in an emerging information society has let to 
several research efforts for designing accessibility solutions for people with physical 
impairments. Text entry for people with a motor impairment is a painfully tedious 
task. In this paper we present an alternative on-screen keyboard for them. We hope 
that the on-screen keyboard will contribute to creating accessible public computing 
facilities widely that can be enjoyed by people with physical impairments. Over the 
next few months, we will be improving the prototype and will then be offering it for 
people with cerebral palsy or muscular dystrophy. 

We just begun our study of how the chorded keyboard can be used to help people 
with physical impairments, and there is much work to be pursued in many areas. We 
were able to put together several recommendations for the improvement of our on-
screen keyboard based on the observations and the comments provided by the 
participant of the study. There are four implications and suggestions as following:

1. Optimized keyboard layout. The order of the letters in the scanning keyboards is 
crucial for their performance. To enhance the performance of our group-row-
column scanning approach, the more frequently used keys could be rearranged 
together and to place the most frequently occurring characters in the most easily 
accessed locations. 

2. Word-prediction mechanisms. Word-prediction is popular among devices that 
support text input. The on-screen keyboard embedded word-prediction 
mechanisms, characters prediction or abbreviation expansion will improve users’ 
text entry speed. 
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3. Embed intelligent system. Reducing visual search for the selection will accelerate 
the typing speed. What's more, when an intelligent system that can recognize user's 
typing patterns is embedded, it will increase the performance. 

4. Voice recognition. Voice recognition is an alternative input method. We will 
develop the voice command for our prototype in the future. 
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Abstract. Standard Interfaces have limited accessibility. Multimodal user inter-
faces combine various input and output modalities (including seeing/vision, 
hearing/audition, haptic/tactile, taste/gustation, smell/olfaction etc.), which are a 
classical research area in Human-Computer Interaction. One of the advantages 
of multiple modalities is increased flexibility in Usability. The weaknesses of 
one modality are offset by the strengths of another. For example, on a mobile 
device with a small visual interface and keypad, a word may be quite difficult to 
read/type, however very easy to say/listen. Such interfaces, in combination with 
mobile technologies, can have tremendous implications for accessibility and 
consequently, they are a potential benefit for people with a wide variety of im-
pairments. Multimodal interfaces must be designed and developed exactly to fit 
the needs, requirements, abilities and different knowledge levels of the targeted 
end-users. It is also important to consider different contexts of use. However, in 
order to achieve advances in both research and development of such interfaces, 
it is essential to bring researchers and practitioners from Psychology and Com-
puter Science together. 

Keywords: Human-Computer Interaction & Usability Engineering (HCI&UE), 
Multimodal User Interfaces (MUI), Auditive User Interfaces (AUI). 

Introducing Statement: 
Today, together for better interfaces of tomorrow! 

1   Accessibility of Computer Interfaces 

Peoples’ cognitive effort during the use of computer interfaces (especially of inter-
faces on mobile devices) can be dramatically high – especially for people with im-
paired abilities.  

Complexity is increasingly becoming the barrier between advanced user interfaces 
and potential end-users [3]. In order to describe some effects of complexity and to 
form a possible basis for further research and practical implementation, the Cognitive 
Load Theory (CLT) is an ideal starting point [10]. Following this theory, one of our 
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primary goals is to expand the abilities of the end-users working memory, thereby 
reducing their cognitive load.  

According to Oviatt (2004) … “there is currently no coherent theoretical frame-
work that accounts for multimodal interaction patterns, which would be invaluable 
for proactively guiding the design of future multimodal interfaces to be optimally 
compatible with human capabilities and limitations” [8].  

However, not only is the cognitive ability a problem, many paraplegic people or 
people with motoric disabilities simply cannot hold the devices – such as mobile 
phones.  

2   Multimodal Interfaces 

Multimodal human-computer interface devices include joysticks, sip-and-puff-
devices, touch screens and for output text-to-speech systems etc. Especially touch 
screen devices proved to be optimally suitable for disabled people [6,5]. 

These interfaces are interchangeable and can be adapted to the disability of a spe-
cific person. For example, a quadriplegic person can still control their tongue, there-
fore they are able to use sip-and-puff devices for example to control a Television set. 
Our premise is that end-users will not have to adapt to the interfaces, instead the inter-
faces must be adapted to the users.  

“Performance improves further when adaptive processing tailors the interface to 
important user and environmental characteristics” as Oviatt (2004) emphasizes [9]. 

There are many user interfaces for severely disabled people, including [4,2,3]: Joy-
sticks, Foot switches, Touch pads and Tongue pads, special sensors (such as bending 
sensors, pressure sensors), motion-detection and gestures recognition through sensors, 
eye gaze control, eye switch ([1,7,11]) and pneumatic switches (sip-and-puff).  

However, to our experience most of these interfaces require costly hardware and a 
complex setup. Consequently, it is necessary to develop flexible, mobile and simple 
interfaces which can be used in everyday life and consequently require less complex 
and less expensive setup procedures.  

Let us provide an example from our own experience:  
A power wheelchair’s input device can be used for controlling other functionalities 

over the wheelchair’s steering control thus optimizing the human-wheelchair inter-
face. Joystick control is widely spread among wheelchair users and is therefore al-
ready accepted as an input device (low barriers to use). The right interface simplifies 
many complex tasks for severely disabled people. This way they gain a new degree of 
personal freedom and quality of life. This augmentation of autonomy is accompanied 
by positive changes for all parties involved [12]. In this context, the main benefit for 
the handicapped users is that they can use this standard device for more tasks than just 
the control of the wheelchair.  

3   Future Outlook 

With reference to the enormous possibilities of multimodal interfaces and their poten-
tial benefits for end-users, a great deal of future research is necessary. The technology  
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is already here, the know-how for optimum application is still lacking. Research ques-
tions include:  

• How do the end-users really interact with multimodality in real-lfie, as 
against laboratory settings, and in what situational contexts are the end-users 
cognitively and/or motorically overtaxed? 

• Which form of multimodality do the end-users prefer for communication? 
• What communication patterns do they associate with tasks and dialogues? 

However, this research must be carried out by both Psychologists and Computer 
Scientists in close cooperation. All research results, which are gained, must conse-
quently be integrated into development, resulting in advantages at systemic level.  

Let us bring together Psychology and Computer Science in order to proceed for-
ward towards making our information society accessible to everybody, in order to 
make life easier for people who are less fortunate. It is bothour conviction and duty! 
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Abstract. This paper presents a software concept to allow severely physically 
disabled people to enter the information age. The software concept consists of a 
software framework which can be used to reduce the cost of adapting applica-
tions to special input devices. The software framework in particular allows dif-
ferent types of input devices for severely disabled people to be subsumed into 
one software interface. Thus if an application is extended to support this 
framework, the application automatically supports all current and future input 
devices for severely physically disabled people. It turns out that several soft-
ware challenges need to be mastered in order for the framework to satisfy the 
tremendous need for adaptability of severely physically disabled people. 

1   Introduction 

1.1   Eliminating Barriers 

Our world has undergone a major change from the industrial age to the information 
age. Anyone who does not have access to information is unable to take part in the 
information society and falls behind. This phenomenon is known as the 'digital divide' 
and is usually mentioned in the same breath with the Third World. However, even in 
Europe a group of people is endangered of becoming a victim of the digital divide: 
people with severe physical disabilities. 
‘Everyone has the right to freedom of opinion and expression; this right includes 
freedom to hold opinions without interference and to seek, receive and impart infor-
mation and ideas through any media and regardless of frontiers.’ [12] 

Many disabled people are unable to exchange information, contrary to the above 
paragraph from the ‘Universal declaration of Human Rights’ of the UN. However, the 
barriers which deny disabled people this right are not geographical; the barriers are 
user interfaces designed for the average user. 

This fact is especially frustrating, because the virtual world would allow severely 
physically disabled people to be normal in a certain way. The virtual world lacks 
physical representations and thus physical disabilities. 

Unfortunately fulfilling all human rights for everyone is an impossible task. If ful-
filling a certain right generates money or saves money, it will most likely be fulfilled 
sooner than other important rights. This is where this paper comes in: It presents a 
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software concept for special input devices [13] in order to allow severely physically 
disabled people to enter to the information age. 

1.2   The Target Group 

Many applications are primarily developed for the average user and do not follow a 
user centered design [8,14] for disabled people. Having finished an application, de-
velopers sometimes deal with usability [10] and accessibility issues [9]. Most of the 
time, however, they do not consider this issue. That is why helper applications have 
evolved. 

Helper applications translate the user interface into something a disabled person is 
able to use. Output-helper applications such as screen readers translate the output 
from the applications. Input-helper applications translate the input from special de-
vices to simulate a keyboard and a mouse.  

These helper-applications however are just a makeshift, since a lot of information 
and efficiency is lost during these translations. What is more, some applications, 
which do not adhere to standards, cannot be used with them at all. 

A better solution would be to adapt the applications directly. However, modifying 
applications [2] that have been developed for the average user is a difficult and ex-
pensive task. That is why many companies choose to ignore the needs of disabled 
people. 

Larger groups of people with the same disability have formed lobbies and have 
forced even large corporations to adapt their applications. Small groups, however, 
lack this lobbying power and remain unheard.  

They consist of people with severe physical disabilities, who are unable to directly of 
indirectly control a mouse pointer and use special input devices instead, such as [11]: 

• Sip and puff devices 
• Blink sensors 
• Joystick-like devices such as head-mice 
 

If an application is adapted to all of these input-devices, the use-case for every de-
vice has to be considered separately and this is why implementation costs are very 
high. 

The software framework presented in this paper allows subsuming all these devices 
into just one software interface [1]. Thus, if an application needs to be adapted, it just 
needs to be extended once to support all of the above mentioned input devices. The 
whole concept was developed for the ‘MediaWheelie’ [6] project, which gives dis-
abled people more freedom and access (from environmental control [3,5] to informa-
tion technologies). 

2   Reducing Implementation Costs by Creating a Framework 

2.1   Device Abstraction 

The first step to reduce the implementation cost is to add an abstraction layer for input 
device types. This means that the application receives the user input from an abstract, 
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unified device-interface instead of a real device. The application, for example, just 
needs to know how to communicate with a generic joystick-interface instead of im-
plementing the protocol for several proprietary joystick devices. However, for the 
abstraction layer to work, every hardware-device needs a wrapper in order to be ac-
cessible through the generic device interface, also known as ‘driver’. 

This variant allows applications to support new and future input devices [7] of the 
same type, without needing to be extended twice. 

Abstraction layers for hardware devices are common practice for operating systems 
like Microsoft Windows [15], Linux or MacOS and are therefore not elucidated further. 

Since many input devices are already supported by operating systems, it would be 
a waste of resources not to use these existing drivers for the framework and reimple-
ment them for this framework. It is possible to use these operating system drivers by 
writing a universal driver which connects the device-stack of the operating system to 
one of the generic interfaces of the framework. This, for example, would allow all 
DirectX compatible joystick-devices to be used with this software framework, if a 
universal driver was written which connects to the DirectX joystick stack of the Win-
dows operating system. 

2.2   Data Type Abstraction 

The second step in order to reduce the implementation cost is to add another abstrac-
tion layer which is positioned between the device abstraction layer and the applica-
tion. The new layer abstracts the data which the application requires from the user. 
This means that the application just needs to specify which type of input it needs from 
the user as for example a piece of text, a number, or a direction. The rest is done by 
the framework. 

This variant allows applications to support new and future input devices [7] of the 
same type and even future types of input devices, without needing to be extended 
twice. 

However, in order for this to work the framework needs to convert the input into 
the requested data type. For example, if the user uses an USB joystick and the appli-
cation requests the data type 'text' as shown in fig.1., the framework needs to convert 
the input from the generic joystick interface into the ‘text’ data type by using a con-
verter plug-in. 

A converter plug-in is similar to a driver. However, the converter plug-in reads 
from the device abstraction layer instead of a hardware-device. There are several 
algorithms for joystick-to-text conversion. Each of these would be implemented in a 
separate converter plug-in. If the application requires the user to input text, the con-
figuration of the framework is parsed and the configured converter is loaded. From 
now on all joystick input from the user is converted into text until the user selects an 
escape command and thereby ends text-input. Then the text is sent to the application 
and the converter is unloaded. 

This approach requires converter plug-ins from the user’s input-device type for 
every data type the application needs. A lot of converters seem to be required; how-
ever, the three data types 'Text', 'Number' and 'Direction' and thus three converter 
plug-ins are sufficient for most applications. 
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Fig. 1. Application requires the user to input text 

Fig.2. outlines a Microsoft .NET implementation of the framework based on the 
same use-case as in Fig. 1.: a user writing text via a USB joystick. 

There are four different types of plug-ins involved: 
 

• Data types 
• Converters 
• Device types 
• Device drivers 

 

The data-type plug-ins define interfaces for the data abstraction layer. In this ex-
ample the plug-in 'TextDatT.dll' defines the data type 'text' and allows the application 
to request text from the user. 
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Using plug-ins at this point is useful, because they allow application specific data 
types to be added later on. For example, if the application requires the user to select a 
button of a virtual remote control, it might take the user a long time to select a spe-
cific button when using a sip and puff device and the data types 'text' or 'direction'. 
However, if there was a data type called 'remote control button' it would be possible 
to write a converter which allows the user to select a button of the virtual remote 
control even faster. On the other hand this might also introduce dependency problems, 
if no appropriate converters exist in the framework for this data type. Therefore the 
applications should always provide a 'fallback' to the default data types 'text', 'number' 
and 'direction' in case no converter for the application specific data type can be found. 

A central XML based [4] configuration file, in this case 'framework.xml', is used to 
define which converter plug-in is loaded if a specific data type is required by the user. 

Converter plug-ins receive data from the device abstraction layer and send it to the 
data type abstraction layer. In our example this means that the converter reads its data 
from the abstract input device 'Joystick.DevT.dll', converts it to the data type 'text' and 
sends it to the application through the data type abstraction layer. 

Each converter plug-in has at least one configuration file which serves two pur-
poses: 

• It defines specific attributes of the converter, such as its behavior. 
• It defines which device driver is loaded when this converter starts. 

 

The third kind of plug-ins are the device type plug-ins, which define the interfaces 
for the input devices. In this example the plug-in 'Joystick.DevT.dll' defines the inter-
face for a generic joystick. 

The last type of plug-ins are the device drivers, which implement a certain device 
type. The device drivers contain the code for actually interacting with the hardware 
device. They, too, have a configuration file. However, it is only used to configure the 
behavior of the driver. 

When the framework starts, all device drivers should immediately be loaded and 
permanently kept in the memory until the framework shuts down. Since the convert-
ers are loaded on demand, the framework needs to iterate through all configured data 
types and to parse the configuration files of all associated converters. 

3   Results 

Implementing the framework shown in Fig.2. is a lot more difficult than the concept 
suggests. 

If a disabled person for example is able to control two one button devices at the 
same time, they can work more than twice as fast as with just one one-button device. 
This, however, requires converter plug-ins to be able to read user-inputs from two 
input-devices at the same time. 

It should also be possible for one physical device to consist of several virtual de-
vices. For example a PC-joystick consists of the joystick switch which is represented 
by a virtual joystick device and a number of joystick buttons, which are each handled 
as a virtual one button device. 
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Fig. 2. Implementation of the framework 

In future, it will be necessary to implement an output-framework which comple-
ments the input-framework. The output framework will be used to output different 
data types to the user via special output devices. However, it will also be used by the 
input-framework’s converter plug-ins to give the users feedback on their interactions 
via well-specified interfaces. 

Some input-devices also work as output-devices, as for example touch screens or 
game pads with actuators. This means that there is just one driver for both, the input- 
and output device, which implements the interface for the input framework and the 
output framework. As a consequence both frameworks need to work closely together 
and will probably be combined into one program. 

Since the output framework will most probably become as complex as the input 
framework, it is likely that there will be eight different types of plug-ins. This results 
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in a very complex individual configuration of the framework, where it will be easy to 
loose the overview, configure inconsistencies, and produce errors. The configuration 
files therefore need to be integrated with the structure of the plug-ins. 

Ultimately the framework needs to be isolated from the plug-ins so that a bug in a 
plug-in can not crash the framework which as a result might crash the application too. 

4   Future Prospects 

In order for the framework to satisfy the tremendous need for adaptability of severely 
physically disabled people, several software challenges need to be mastered. 

Ultimately the system will be easily comprehensible enough so that third-party de-
velopers are able to write drivers and converter plug-ins in order to adapt the system 
to match the needs of any disabled person. 
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Abstract. For many motorically disabled people it is extremely difficult to op-
erate keyboards. This is worst with tiny keyboards for example on mobile 
phones. This paper reports on research in multimodal user interfaces in order to 
assist disabled people to operate mobile phones or other equipment of daily life. 
Research in this area is gaining insight into problems and solutions which are 
generally applicable to assist the e-Society including elderly people or patients 
within a hospital. In the project described a so called MediaWheelie was devel-
oped, which is itself a common electric wheelchair which is extended by vari-
ous multimedia devices. The focus was on usability and accessibility by follow-
ing an end-user centered development. 

Keywords: Multimodal User Interfaces (MUI), Accessibility, Audicons, Us-
ability, Tacticons, Auditive User Interfaces (AUI), 2D audio interfaces 

Introducing Statement: 
The old interface is about what developers like;  
the new interface is about what end-users really need. 

1   Introduction 

Motorically disabled people (caused for example by spastic tetraplegia, muscular 
dystrophy, cerebal palsy, Parkinson’s disease, spinal cord injuries, etc.) are unable to 
use a conventional mobile phone. However, many people with motor impairments use 
wheelchairs and some of them use power wheelchairs [17]. We investigated multiple 
possibilities in interaction between human and wheelchair and consequently interfaces 
to connect them to the generic, modular interface of our so called MediaWheelie 
(www.medienRolli.com). One of the main goals of this project was to assemble 
standard hardware and software components in a modular way, in order to easily 
adapt the system to special end-user’s needs; this was achieved by application of 
usability engineering methods [8]. 

Surveys showed that nearly 81% of power wheelchair users use a joystick as a con-
trol interface, followed by 9% using head or chin control, 6% using sip and puff, 4% 
using eye gaze [9], tongue pad, head, hand and foot switch controls. The very same 
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survey showed that 40% of power wheelchair users have difficulties controlling their 
wheelchair; a low percentage even finds it impossible to use it without assistance [6]. 
There are many user interfaces for severely disabled person, for instance [7,3,4]: Joy-
sticks (4 and 8 directions; see Fig. 1.), Foot switches, Touch pads and Tongue pads, 
special sensors (like bending sensors, pressure sensors; see Fig. 3.), motion-detection 
and gestures recognition through sensors, eye gaze control, eye switch [1,9,16] and 
pneumatic switches (sip-and-puff; Fig. 3.). However, most of these interfaces require 
costly hardware and a complex setup. We tried to find a flexible, mobile and simple 
interface which can be used in everyday life and therefore requires a less complex and 
less expensive setup.  

  

 

Fig. 1. MediaWheelie steering-joystick 

A power wheelchair’s input device can be used for controlling other functionalities 
over the wheelchair’s steering control thus eliminating optimizing the human-
wheelchair interface. Joystick control is widely spread beneath wheelchair users and 
therefore accepted as an input device (low barriers to use it). The right interface sim-
plifies many complex tasks for severely disabled persons. That way they gain a new 
degree of personal freedom and quality of life is augmented. In a clinical context this 
augmentation of autonomy is accompanied by positive changes regarding physical 
and mental health of all parties involved [18]. One main goal for the handicapped user 
is, that he can use his “normal device” for more tasks than only control the wheel-
chair.  

2   New Multimodal Interfaces 

Standard feedback channels (visual, acoustic, haptic) are well researched, conse-
quently we investigated the possibility of implementing earcons, icons and tactons 
[2]. We developed acoustic and haptic feedback channels, where the latter is based on 
skin stimulation [15] which are usable by power wheelchair users and evaluate their 
suitability. Many paraplegic people or people with motoric disabilities cannot hold 
devices, such as mobile phones steadily in their hands. However, with the Me-
diaWheelie they do not need that ability and still can use the devices. Basically the 
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MediaWheelie consist of an electric wheelchair (from Sunrise Medical), human inter-
face devices and many auxiliary systems. The human interface devices can be a joy-
stick, a sip-and-puff-device or a touch screen and for output a text-to-speech system 
or a TFT display. These devices are interchangeable and adapted to the handicap of a 
specific person. For example, a quadriplegic person can still control his tongue and 
therefore use the sip-and-puff device. The most important aspect of the MediaWheelie 
is that the user can control all of the auxiliary systems with his favorite human inter-
face devices. So the user does not have to adapt to the interface, instead the interface 
will be adapted to the user. 

 

 

Fig. 2. MediaWheelie components include: Mobile phone (GSM, 3G), MP3 playback applica-
tion, E-book (PDF) reader, GPS locator with SMS rescue system, Home device control (e.g. 
EIB [5]), Short message service (SMS), Internet telephony application (Skype), Infrared and 
Bluetooth communication, Wireless LAN (short area communication), Mobile UMTS internet 
connection (long area communication), DVD/Video Player (with optional device, touch screen) 

The user of the MediaWheelie can make telephone calls, read E-books, E-mails 
and SMS, listen to mp3s, watch videos; additionally it allows the end-user to control 
all kinds of auxiliary devices including home automation systems (European installa-
tion bus by Konnex [5]). However, the most relevant and innovative aspect of the 
MediaWheelie is the integrated multimedia environment which allows adaptive us-
ability and flexibility. This flexibility is possible through a complexity-reduced  
user interface, over which all multimedia devices and corresponding applications 
communicate. The modularity of the MediaWheelie allows all input devices to be  
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interchangeable. So also tangible user interfaces [14] can be used, which allows new 
and intuitive input possibilities. The minimal output system used is an AUI (audio 
user interface) device. Special audicons [12] (auditory or natural audio icons) are used 
in combination with natural and synthetically generated speech.  

3   Audio User Interface (AUI) 

To start the MediaWheelie, the mobile phone and the miniature PC on the wheel-
chair need to be switched on. After around one minutes, the system is fully operable. 
By default the MediaWheelie is configured to use the joystick as input-device and 
text-to-speech for output. This setup is e.g. used for people who suffer from spastic 
tetraplegia, a motoric disability. In this case the TFT is not used and only displays 
the name of the current menu. The whole system is menu-based, which means, that 
all applications and auxiliary systems are listed in a cascaded menu. Whenever the 
user pushes the joystick, the MediaWheelie reads out the feedback of the action or 
the current location in the menu. Therefore it is impossible to get lost. If the user  
for example wants to switch on his TV-set, he has to go through the following  
procedure: 

Table 1. Menu selection example to turn on a TV set 

# Joystick 
Input 

Speech Output Environment 
Action 

  Feedback Menu Info  
1 Down  Mobile Phone  
2 Down  Entertainment  
3 Right  Entertainment se-

lected 
  

4   Media Player  
5 Down  Television  
5a Down  Video Recorder  
5b Up  Television  
6 Right Television selected   

   On / Off  
7 Right On / Off selected   

    TV turns on  

The whole menu is defined in an XML structure and can be easily changed. Also 
the menu directions (left, right, etc.) can be changed with only one parameter. When a 
normal or a touch screen is connected to the system, the feedback will also be given in 
visual form to support a multimodal user feedback. 

In the example before, the interface was a wheelchair joystick with 4 directions (4-
way input). The modular software system can also handle other devices like special  
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Fig. 3. Press Device (1 way) and pneumatic switches (2 ways sip-and-puff device) 

buttons, 2-way devices like a pneumatic switch (Fig. 3.) or the eye with the scatir 
switch input device. 

For example the sip-and-puff device can be used with the MediaWheelie to control 
the whole Microsoft Media-center. Depending on the task, the user has to select the 
navigation code like shown in Table 2. Green ( ) means puff and red ( ) stands for 
sip. The user must wait a short time between different commands. The “command 
end” time can be chosen depending on the user input velocity und timing. So it is 
possible also for handicapped people, to control things like video recorder, radio, 
TV set, mp3 player, slideshows and much more over a simple and standard sip-
and-puff device via his wheelchair or directly from his bed. 

Table 2. Navigation codes for sip-and-puff device for MS Media Center [10] 
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4   Conclusion 

The first main phase was the development of the MediaWheelie software architecture 
and the evaluation and implementation of different input devices for flexible envi-
ronmental control. Alexander Weninger is using the system now since September 
2005 and enjoys his new possibilities and freedom. His feedback together with the 
MediaWheelie logging data will be used for the next update and user interface im-
provements. One of the next goals will be the implementation of improved and fast 
text input methods, because this will help the users also to get a better chance for a 
job. 

It could be shown, that with the MediaWheelie system, handicapped people can 
easily control devices, which they normally can not use. With the flexible software 
design, also a wide selection of input devices can be used. The next step will be the 
evaluation and usability testing (velocity, accuracy, learn ability, etc.) of the different 
input devices and the research for more complex input methods, for example opti-
mized text entry (edgewrite, quikwriting [13], nokia T9, etc.) with eye movement or 
the wheelchair joystick.  
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Abstract. Being autonomous is one of the biggest challenges for many people 
with disabilities. While wheelchairs enable individuals to move freely, com-
puters allow them to communicate, work, etc. by their own. In many cases both 
devices are controlled by two different interfaces of the same kind -two joy-
sticks- and people need the assistance of a second person to switch between 
them. In this article we describe how any person that drives a wheelchair using 
a joystick, can control the pointer of any computer using the same driving joy-
stick and without being helped by anyone. This device, NIBLUM, uses Blue-
tooth to get a wireless and transparent connection with the computer. As it is 
not necessary to modify the wheelchair, its manufacturer’s guaranty is not 
voided, something essential to enable NIBLUM’s real usage.  

1   Introduction 

Computers are becoming more and more present in our lives; personal computers 
allow us to communicate, work, learn and perform many leisure activities. Portable 
devices such as laptops, tablet-PCs and PPCs, are also more habitual because they 
enable the user to perform all these actions almost everywhere. Advances in technol-
ogy such as miniaturization, power consumption and weight reduction or wireless 
communication systems have outstandingly contributed to this. 

Disabled people can take advantage of the spread use of computers thanks to 
adapted software and peripherals. Not only do computers help them with those habit-
ual tasks, but they also allow them to do some other basic activities that otherwise 
would be impossible. People with speech dysfunction can make sentences that are 
synthesized and read by the computer, those suffering from cerebral palsy can control 
their environment through the computer, etc. In addition, portable devices let the users 
take advantage of all these features everywhere. As a result, computers give more 
independence to people and improve their quality of life.  

The way people interact with computers is an important issue not universally 
solved. Mice, keyboards and pointers are the most usual input interfaces; lamentably 
not everybody is able to control them properly. Both, PPCs and PCs, often have oper-
ating systems based in graphical user interfaces such as Linux or Windows. Then, 
pointing devices (mice and pointers) become essential for a full control of software. 
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However, people with severe motor-impairments are unable to use those standard 
interfaces and adapted ones are needed for pointing and typing.  

Numerous alternative ways of controlling the mouse can be found in the bibliogra-
phy. Sporka et al. process sounds acquired through the computer's sound card to per-
form basic mouse pointer operations: click, double click and movement in the two 
axes. Main advantages of this system are low computation power needed, short learn-
ing curve, easy installation and no-necessity of special devices [1]. In this line, using 
speech (elaborated sound) recognition techniques such as IBM ViaVoice or Dragon 
NaturallySpeaking are also suitable, but mostly used for textual input [2].  

Vision technology is another possibility widely studied. The analysis of video im-
ages taken from a camera to determine the user's gestures or head position is an alter-
native requiring low infrastructure and high computation resources [3]. To improve the 
performance while reducing computation load, alternative non-visible lighting sources 
(infrared) are used to create a controlled illumination scenario. Adjouadi et al. use a 
commercial system that uses this operation principle to track user's pupil and build an 
integrated, real-time computer interface that allows controlling most of the Windows 
applications [4]. Wearing specific equipment such as reflective targets or special 
glasses makes the image processing simpler. Prentke Romish's Tracker 2000 is a 
commercial system using this approach [5]. Evans et al. process the radiation emitted 
by a small device attached to the user's head to determine the head position [6].  

Physiological sensors can be used to translate brain or muscle signals into cursor 
movements. Lamentably, it is hard to uniquely associate EEG or EMG patterns with 
mouse actions using these techniques [7]. 

Inertial sensing is another technology broadly explored; tilt sensors and gyroscopes 
sense inclination and rotation enabling coherent mouse operation. Chen uses incli-
nometers attached to the user's head to detect lateral and vertical movements [8]. 
Bending the head towards the shoulders to move the cursor left and right, is a move-
ment that can become uncomfortable after some time [6]. To overcome this, detecting 
the rotation of the neck using a gyroscope is more appropriate. [9].  

The most used and simple systems are joysticks with different interfaces and 
movement interpretation to adapt its handling to the abilities of the user [10].  

Each system has its own advantages and drawbacks, but it makes no sense to dis-
cuss about which one is the best because it will heavily depend on the abilities of 
every user. Depending on the physical operation principle used the target population 
will vary. For a person that cannot talk and move autonomously, voice recognition 
and inertial systems will be useless, no matter the quality of these systems. However, 
an eye tracking system can maybe enable him/her full control of the mouse pointer. 

2   Requirements of the System 

Assistive technology (AT) devices are highly user-dependant as each disability hin-
ders people in a different way. Thus, prior to any development, it is necessary to de-
fine the target audience that will use our system [11]. 

We are going to focus on people that are able to control a wheelchair using a joy-
stick by themselves (no matter if they use their hand, chin, etc.) and that are not able 
to use standard interfaces to control intelligent devices such as PCs or PPCs. A broad 
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range of people fits this description; those with severe motor-impairments (neural 
degenerative diseases, spinal-cord injuries, etc.) for instance. 

We can show two different scenarios to illustrate the necessity we will satisfy with 
our system. The first one is a quadriplegic man that controls his wheelchair with a 
chin-joystick. He wants to use the PPC attached to the wheelchair when stopped, but 
he is not able to handle the pointer; thus he uses another adapted joystick (instead of 
the driving one) that has to be installed by someone else. The second user is a woman 
able to control the wheelchair with a hand-joystick, but that cannot move the arms to 
handle other objects by herself. She also has two computers, one at home and another 
one at work. As she is not able to control a standard mouse and keyboard, uses an 
adapted joystick, but someone has to move her arm so she can grab it. As both users 
are able to operate the wheelchair, the driving joystick could be used to operate the 
computer also. Unfortunately, wheelchair manufacturers do not offer this feature and 
manipulation of the joystick's hardware is not possible because it will void the guar-
anty. As a result both people lose their autonomy and independence because they 
need some help to get the computer or PPC interface prepared for operation. It is to 
say, they are not able to communicate, work, play, etc. unless someone else helps 
them with their interface devices. 

The main objective of our system is to enable people that use a joystick (no matter 
the type) to operate their wheelchairs, to seamlessly control a computer or PPC mouse 
with the same device. This would avoid the need of someone else to change the driv-
ing joystick by a different interface. 

The definition of the target audience, together with the definition of how the user 
will interact with the system [11], determine the requisites the system should fulfill to 
develop a functional and really useful device. The desired features are the following: 

 

- The movement of the pointer should be controlled with the wheelchair-joystick 
with independence of its type and position. Guaranty of the wheelchair's manufac-
turer should remain valid, thus physical joystick manipulation is not acceptable.  

- The handling of the wheelchair should not be affected by the device and if possi-
ble, the user should not need to wear additional equipment. 

- Clicking of mouse buttons should be integrated in the system; nevertheless, other 
mouse actions such as double click or drag, should be configurable and allow 
adapted interfaces. 

- The connection among the system and the computer should be transparent (mini-
mum configuration required) and wireless. 

- Because many types of computer devices are used by people with disabilities, it 
should be the most compatible possible, at least with desktop and tablet PCs, lap-
tops, and PPCs. 

- It should require the minimum custom software in the host computer. 
- It should be reliable; remain unaffected by external interferences and automati-

cally recover from failures. 
- The power consumption should be comparable to the one of commercial computer 

peripherals. If not, battery maintenance should be low. 
- It should be cost-effective. 
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3   System Design 

To cover all the requisites detailed before, we have designed a cost-effective wireless 
controller for the pointer mouse that works in any computer with Bluetooth capabili-
ties. This is done with the same driving-joystick of the wheelchair, without affecting 
its normal handling and with no manipulation of its hardware. We call it NIBLUM 
(Non-Invasive Bluetooth Mouse for wheelchairs).  

Interface (Movement and Actions). The interface defines how the user will interact 
with the device. This is how he/she will move the pointer over the computer screen 
and how will perform the mouse operations (click, double click, drag, etc.). Regarding 
to the movement, it is a requisite that it is controlled with the same wheelchair's driv-
ing-joystick (not any other joystick); thus, there are no alternatives on this: The 
pointer will move following the joystick. Left and right displacements will move the 
pointer over the screen in the same direction. Moving the joystick to the front will 
cause the pointer to go up, while pulling it back will make the pointer go down. 

The performance of actions is not tied to any functional requisite; each case will 
have its own necessities depending on the user abilities. Trevin and Pain make a wide 
analysis about the difficulty of performing habitual mouse actions by people with 
various motor disabilities [12]. Based on this study, we implement five actions that 
will be controlled separately: right, left and middle click, double left click and pointer 
drag & drop. These actions will be performed using switches; to allow user adaptation 
we found the best solution to have, besides the habitual three buttons, jack connectors 
for five inputs so that different actuators can be connected. This open architecture will 
take advantage of the user abilities to perform the pointer actions. For example, if the 
user can use the knees, chin, hands, etc. the system could have one to five buttons to 
perform the desired actions. 

There is an additional switch -CONNNECT- that does not perform any standard 
mouse action, but it is necessary in this case. It is used to switch the destiny of the 
joystick's movement from the wheelchair to the computer and vice versa. It will cause 
both connection/disconnection of the wheelchair's motors and wireless connec-
tion/disconnection of NIBLUM to the computer. 

Sensing (Processing and Calibration). As the pointer movement will be governed 
with the wheelchair's joystick -that indeed should not be manipulated- we sense its 
inclination attaching to it a tiny 2-axis accelerometer. The accelerometer is placed 
with the two sensing directions perpendicular to the joystick's main axis. As acceler-
ometers measure acceleration, if static and parallel to the earth's surface, it will detect 
zero acceleration. When operating the joystick, as the sensor is attached to it, the 
gravity component will appear in the sensing axes and inclination can be measured. 

User's movement will not interfere sensor's measurements because he/she will al-
ways be static when using the wheelchair's joystick as a mouse; the wheelchair's mo-
tors have been disconnected when pressing the CONNECT button.  However, the 
accelerometer will not be always parallel to the ground in the joystick's resting posi-
tion; the user can be stationed in a slope or the driving-joystick not be in the armrest 
(mouth or chin joysticks). To overcome this, we calibrate the neutral position and 
calculate the relative inclination from this position. When totally horizontal, the  
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calibration point will coincide with the zero inclination point. In other cases, we ob-
tain an offset inclination in both axes. This offset is subtracted to the measurements in 
normal mode to obtain the joystick's deviation from is resting position.  

The resting position has to be calibrated every time NIBLUM starts to be used. The 
user can be in a different position (slope) than the previous time it was used or the 
joystick can have changed its position. As this calibration should not need the action 
of a second person, we perform it when the user presses the CONNECT button. Thus, 
at this moment we disconnect the wheelchair motors, establish the wireless link and 
calibrate the neutral position. 

 

Fig. 1. Relationship among the speed of the cursor and the joystick’s inclination in basic (solid) 
and advanced (dotted) modes 

Once we know the joystick's relative inclination from its resting position, it is nec-
essary to calculate the corresponding pointer displacement over the computer screen. 
Two operational pointing modes are described in the bibliography: relative and abso-
lute [6]. Absolute mode relates the position of the pointer with the joystick; for exam-
ple, in the resting position it will be in the center of the screen. This mode is more 
suitable for head pointing devices and for people with good movement control. When 
using joysticks, relative pointing is more appropriated; we also do. It works moving 
the cursor while the joystick is displaced in the desired direction; once it comes to the 
neutral position the pointer is stopped. The displacement speed can be constant or 
proportional to the joystick's inclination. First case provides easier handling and more 
robustness when the user has difficulties controlling the joystick; for example, caused 
by tremble. On the other hand, it is slow and less efficient for people without joy-
stick's interaction problems and with some experience; here, speed proportional dis-
placement is best suited.     

Tremor and other involuntary movements can provoke moving the cursor when not 
desired and difficulty to point accurately. In these cases, besides using constant speed 
displacement, we define a dead band around the joystick's resting position. To start 
moving, the user must move the joystick beyond this band.  

We define two control modes: basic and advanced. The solid line in the figure 1 
represents basic mode with constant speed movement of the cursor and a dead band 
around the resting position. In advanced control mode, dotted line in figure 1, the 
cursor displacement speed is proportional to the joystick's inclination  

Each person has different abilities, which are habitually improved through training 
or degenerated because of disease evolution. To broaden the possible user's popula-
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tion and extend the device's life to the maximum, it is possible to easily switch among 
basic and advanced modes with a switch. 

Communication. The communication among NIBLUM and the host computer must 
be wireless because the user might not be able to plug any cable and mandatory assis-
tance of a second person is not desired. We use Bluetooth because, as we will see, it 
allows easy fulfillment of many of the requisites in section 2.  

Besides being wireless, it is a standard widely integrated in many computer de-
vices. This enables immediate interoperation with most of the laptops and PPCs 
nowadays without adding any hardware. In other cases, giving a PC Bluetooth capa-
bilities is easy with a cheap USB dongle.  

Regarding to the link setup, it is desirable that both devices get automatically con-
nected when the user presses the CONNECT button. Thus, any configuration of the 
software each time the user needs the computer should not be needed because it will 
reduce user independence. As Bluetooth was designed to replace wired point to point, 
short distance connections (serial or USB), issues such as discovering, authentication 
or connection are taken into account and solved in the standard [13]. Only the first 
time NIBLUM is used with a computer device, it is necessary the assistance of a sec-
ond person. He/she must configure the software and pair both devices to allow further 
automatic link establishment. Once paired, the computer and NIBLUM will quick and 
automatically recognize each other and get connected. Disconnection does not need 
any preparation; it can be done powering off the device or moving out of range. 

Software. Software is an important issue because NIBLUM is intended to work with 
a wide variety of computer devices. This implies developing software for different 
platforms and overcome compatibility problems. Fortunately, all these matters are 
avoided using Bluetooth. Bluetooth is not only a wireless communication protocol; it 
also defines operation profiles that implement concrete applications: serial port, head-
set, hands-free, etc. [13]. This guarantees interoperation among all the devices imple-
menting the same profile no matter the manufacturer. We will use Human Interface 
Device (HID) profile. It defines the protocols, procedures and features that shall be 
used by human input/output devices (mouse, keyboard, joystick, etc.) communicating 
with a host (computer device). Thanks to that, we will not need to develop any spe-
cific software for the host side because most of systems with Bluetooth capabilities 
include HID profile. 

4   Implementation 

The device has been designed to be highly configurable to best fit the needs of every 
user. The sensing part (accelerometer) is attached to the wheelchair’s joystick in order 
to sense its inclination. This sensor is plugged to the main unit that acquires its infor-
mation, performs calibration and calculates the pointer displacement depending on the 
selected operation mode (basic or advanced). It also includes the operation mode 
switch and the CONNECT and action buttons. The operation of all the buttons can be 
overridden by using alternative adapted actuators connected to the existing jacks. All 
these operations are carried out by a microcontroller that sends the mouse operations 
to a Bluetooth module that implements the HID mouse profile. In figure 2 we show 
the block diagram of the system. 
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Fig. 2. Block diagram of the system 

As a portable device, power consumption is a key issue that may turn the system 
useless. In our case, the current consumed by the accelerometer and the microcontrol-
ler is around 1 mA in active mode. However, the Bluetooth module uses up to 50 mA 
when transmitting and around 30 mA when connected in active mode even without 
data exchange. To reduce this energy devouring, we use Bluetooth sniff mode [13]. 
This way, the device only participates in the connection (listen and send data) for a 
short instant at regular intervals; the longer the intervals are, the less average power 
will be used. As a result, regarding to power consumption, our device is in the range 
of commercial mice. Percept Technology Labs made a study comparing Microsoft 
and Logitech wireless mice resulting in an 11 mA to 24 mA in continuous operation -
we consume around 15 mA- [14]. In idle mode we go to 4 mA while others consume 
from 1 mA to 1.3 mA. When not connected all the devices fall below 300 uA. These 
results indicate that our device is suitable to be used as a computer mouse in terms of 
battery life time. 

5   Discussion 

The device has been tested with 20 people, of whom five were people with disabili-
ties. All of them successfully used the device. The most appreciated feature was the 
possibility of switching the joystick function from handling the wheelchair to control-
ling the pointer without the assistance of a second person. Dedicated buttons to per-
form double click and, specially, drag&drop actions were also highly valued. The 
duplicity in the controlling modes showed its usefulness; not only four users chose the 
basic control mode as the best suited, and one of them was unable to operate the de-
vice in the advanced mode. On the contrary, the remaining users graded the basic 
mode as slow and in some cases even exasperating. 

The device developed fulfils all the requirements stated in section 2. It detects the 
joystick’s inclination no matter the position of the wheelchair and produces the corre-
sponding movement of the pointer on the computer screen. To complete a real mouse 
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performance, actions like right/middle/left click, double click and drag&drop are 
carried out with adapted interfaces that can be connected to NIBLUM. All this is done 
without modifying the wheelchair and with no limitation in the computer type to be 
used (PC, laptop, PDA), it only has to have Bluetooth capability. It can also work 
with any operating system because no custom software has to be used; only the stan-
dard Bluetooth HID profile needs to be installed. Regarding with practical aspects, it 
has a competitive power consumption that makes it suitable to be fed with normal 
batteries. Cost is another key issue that determines if it can be used in real situations. 
NIBLUM is going to be commercially available and compared to similar products it 
will be much cheaper. 
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Abstract. We present a robot wheelchair based on a UPS (Ultrasound
Positioning System) for the elderly or the disabled. The proposed ro-
bot wheelchair system, called Smart Wheelchair, is a standard powered
wheelchair equipped with a laptop computer which supports a vari-
ety of GUIs (graphical user inter-faces) for the disabled and a micro-
processor system equipped with UPS and external connectivity modules.
The Smart Wheelchair incorporates state-of-the-art technology providing
information about the location of the wheelchair based on its movement,
which is beyond comparison to ordinary wheelchairs that have just one
function: to move patients. The Smart Wheelchair can provide users with
driving assistance and take over low-level navigation to allow the user to
travel efficiently, safely and easily.

1 Introduction

Our research project is aimed towards developing a usable, low-cost assistive
smart wheelchair system for the disabled. We have developed an indoor navi-
gation system based on UPS (Ultrasound Positioning System) and a graphical
user interface, so that disabled or senior people can navigate autonomously us-
ing the Smart Wheelchair. Many people in wheelchairs are unable to control a
powered wheelchair with the standard joystick interface. The Smart Wheelchair
takes commands from the user based on a simple graphical interface of computer
and executes them while taking into consideration local positioning information.
This will allow the chair to follow preset paths and avoid obstacles. It is very
important to find the local position in mobile robot navigation.

The smart wheelchair is equipped with a ATmega128 processor for the posi-
tioning and controller module, which can recognize the position of the wheelchair
using information from U-SAT system, and control the motor. By using a laptop
computer or PDA, the user can send commands to the control system. Depend-
ing on different user needs, various HCI (human computer interfaces) options
may be needed to provide control. The Smart Wheelchair can provide users
with driving assistance and take over low-level navigation to allow the user to
travel efficiently, safely and easily.

K. Miesenberger et al. (Eds.): ICCHP 2006, LNCS 4061, pp. 1014–1020, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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2 Related Works: Robot Positioning

The robot positioning system has been studied and researched for many years.
Robot positioning can be categorized into three parts: absolute, relative posi-
tioning, and a combination of both methods. The dead-reckoning method is one
of the most popular among relative positioning methods. The dead-reckoning
method uses encoded information which it gains from the wheels to determine
the position of the robot. But because of wheel slippage, mechanical tolerance
and surface roughness, the accumulation of errors for this method is unbounded.
The distance between the actual position and the computed position increases
as it moves further. So the actual position is hardly maintained as it moves over
longer distances [1]. Other methods use sensors such as a rate-gyro and a mag-
netic compass. A rate-gyro accumulates errors continuously with the passage of
time and a magnetic compass does not function well in a place where magnetic
fields vary from position to position. For these reasons, it is hard to find accu-
rately the location of the robot moving over long distances by only using relative
positioning.

Global Positioning System (GPS) is mainly used for absolute positioning.
Today’s GPS receivers are extremely accurate, thanks to their parallel multi-
channel design. Certain atmospheric factors and other sources of error can affect
the accuracy of GPS receivers. Garmin GPS receivers are accurate to within
15 meters on average. Newer Garmin GPS receivers with WAAS (Wide Area
Augmentation System) capability can improve accuracy to less than three meters
on average. Users can also get better accuracy with Differential GPS (DGPS),
which corrects GPS signals to within an average of three to five meters. But three
satellites are necessary to get a three dimensional coordinate of the GPS receiver
attached on a robot. In addition one more satellite is necessary because of clock
bias. Therefore it does not operate well in places where no GPS satellite signal
reaches or there are less than four visible satellites [2]. The absolute position of
a robot can be measured by using GPS, however, it is not accurately measured
in places where the GPS satellite signal is blocked.

The methods which measure the absolute position of a robot without using
GPS are CCD cameras, infrared light and ultrasonic sensors. First, the method
of using a CCD camera requires complicated signal processing to analyze images.
In addition it is expensive and depends highly on camera calibration and image
sensitivity [3,4]. Second, finding the absolute position of a robot by using infrared
light is easy and inexpensive as the incident angles of the infrared light can be
detected by using an incident angle sensor. However, this method leads to low
system performance, hardly applicable to an outdoor environment [5]. Third,
there are two methods of detecting absolute position using ultrasonic sensors.
One method uses the reflection of ultrasonic waves and another uses ultrasonic
waves directly. The method using the reflection of ultrasonic waves is useful for
the detection of obstacles but is inappropriate for the determination of absolute
position. Therefore the measurement of distance using direct ultrasonic waves
has generally been used. The method using direct ultrasonic waves shows better
performances and is more economical compared to the other methods referred to
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above. In this method, an ultrasonic transmitter is located on a robot and several
ultrasonic receivers are attached to the ceiling to find the position of the robot
[6]. Ultrasonic transmitters are also located at fixed positions whose coordinates
are known and are read by an ultrasonic receiver attached to the robot [7,8]. In
the measurement of the distance using direct ultrasonic waves, a high-precision
method is proposed [9]. The absolute positioning system using ultrasonic sensors
based on this method is represented as UPS. UPS is an absolute positioning
system using direct ultrasonic waves and has better performance and is more
economical than other absolute positioning systems.

3 System Design and Implementation

3.1 Ultrasonic Positioning

Fig. 1 shows the concept of ultrasonic positioning system in the SmartWheelchair
positioning, which is constructed by multi-ultrasonic-transmitters placed in the
environment and one receiver mounted on the wheelchair. This system uses direct
wave reception rather than reflected wave reception. Not only 2-dimensional but
also 3-dimensional position information can be determined using the U-SAT
(ultrasonic satellite) system. The U-SAT is an ultrasonic positioning system that
can obtain an absolute position using known positions of ultrasonic transmitters
and a receiver attached to a powered wheelchair. The advantage of U-SAT is
that the position of the wheelchair is determined easily and economically.

Ultrasonic transmitters with a RF (radio frequency) synchronous broadcaster
and a receiver are used to measure distance as shown in Fig. 2. The ultrasonic
transmitters and receiver of this precision distance measuring module utilize a

Fig. 1. U-SAT system for the Smart Wheelchair positioning
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Fig. 2. RF-broadcaster, U-SAT transmitter, and U-SAT receiver

frequency of 40 KHz. When the ultrasonic transmitters receive a synchronous
signal from the RF-broadcaster, the transmitters start to generate ultrasonic
signals at 40 KHz. The receiver checks the time difference between the RF-
broadcaster’s signal and the ultrasonic transmitters’ signals, and then determines
its position using TOF (Time of Flight). In this experiment the distance limit
is about 20m and measurement errors are less than 1cm.

3.2 Smart Wheelchair System Design

The general configuration of the Smart Wheelchair system is shown in Fig. 3. The
Smart Wheelchair is equipped with a ATmega128 processor for the positioning
and controller module. The positioning and controller module can recognize the
position of the wheelchair using information from U-SAT system, and control
the motor. It also can get information from close-in sensors and acceleration
sensors. By using a laptop computer or PDA, the user can send commands
to the control system. Depending on different user needs, various HCI (human
computer interfaces) options may be needed to provide control based on voice
recognition, gesture, or motion.

The system can communicate with a server using a short distance communi-
cation system such as WiFi (Wireless Fidelity), Bluetooth, or Zigbee. The server
is designed not only to follow the location of the Smart Wheelchair but also to
monitor the condition of its users in real time. This system will make use of var-
ious medical sensors which will interface with the communication system. The
user’s condition may be monitored from a distance by a medical doctor or family
members through the Internet. The proposed system can be adapted to users de-
pending on the user’s degree of disability. We have configured the positioning and
navigation system for an indoor environment for our experiments. A laptop PC is
used for the robot’s graphical user interface. The focus was on creating an inter-
face that could be easily customized for various users and their access methods.
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Fig. 3. Configuration of the Smart Wheelchair system

3.3 User Interface

Fig. 4 shows an example of the User Interface (UI). There is a small window to
show the trajectory of the path on the top left corner of the UI. An example of
the implementation of path tracking is shown in Fig. 5.

4 Conclusions and Future Works

This research project is aimed towards the development of a usable, low-cost
assistive smart wheelchair system for the disabled. In the initial work towards
this goal, an indoor navigation system based on UPS (Ultrasound Positioning
System) and a graphical user interface have been developed. The Smart Wheel-
chair must work with the user to accomplish the user’s goals, accepting input
as the task progresses, while preventing damage to the user, other obstacles and
the Smart Wheelchair itself.

Work is continuing towards the goal of a complete smart wheelchair system. A
robotic wheelchair must be able to navigate in both indoor and outdoor environ-
ments. While indoor navigation can implemented using infrared and sonar sen-
sors, outdoor navigation can not rely on these sensors alone. The Smart Wheel-
chair will continue to take high-level directional commands from the user and
execute them while keeping the user safe. The system will automatically select in-
door or outdoor mode using an indoor/outdoor sensor currently in development.
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Fig. 4. Example of UI for local positioning and control

Fig. 5. Example of UI for wheelchair tracing
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Abstract. In the framework of the EU funded MOVEMENT Project a novel 
modular robotic system is being developed which aims at supporting the mobil-
ity of elderly citizens and persons with disabilities. This paper outlines some of 
the use cases which were developed for the envisaged system with focus on as-
sisting severely disabled children and their carers in an institutional environ-
ment. Six scenarios were developed and commented by nine professional car-
ers. The paper presents and discusses the qualitative and quantitative data 
gained from user panel discussion. It was found that the concept and the use 
cases of MOVEMENT system were very well rated regarding utility which con-
firms the work of the consortium up to now. The future development activities 
towards the roll out and evaluation of the first MOVEMENT prototype platform 
are described.  

1   Introduction and Aim 

MOVEMENT stands for "Modular Versatile Mobility Enhancement Technology" and 
aims at the development of a novel system for supporting mobility of disabled and 
elderly persons. The core of the envisaged MOVEMENT system is formed by an 
intelligent mobile (robotic) platform which can attach to a user definable selection of 
application modules (e.g. chair, manipulator, information terminal). These modules 
are more or less inconspicuous mainstream articles but will become powerful assistive 
devices when the mobile platform attaches to them [12]. Due to the novel approach of 
MOVEMENT the initial development and refinement of use cases were crucial in 
order to present the concept to the future users and to gain feedback from them. While 
the consortium developed scenarios for a wide variety of environments (private home, 
institutional care, shops, sheltered living) and different user groups (persons with 
mild/temporary, moderate and severe disabilities) [5] the paper on hand focuses on a 
subset thereof, namely on those scenarios which describe the future application of 
MOVEMENT for severely disabled children and adolescents at a support centre. 
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2   State of the Art 

Several RTD projects and research groups are working on the development of smart 
wheelchairs [1,2,6,7,8,9,11,14,15]. Thus, the last decade saw the evolution of more 
and more complex wheelchairs demonstrating capabilities for navigation, manipula-
tion and transport. Unfortunately, commercialisation usually was difficult or even not 
possible, since the prototypes are bulky, difficult to operate, need to be configured for 
each individual person and are still very expensive.  

3   Vision and Concept of MOVEMENT 

MOVEMENT aims at developing a new solution for supporting personal mobility 
which meets the users' expectations for an inconspicuous, non-stigmatising, tailorable, 
ready to use and affordable mobility aid. As a consequence, the objectives of the 
project are: 

• Addressing all three aspects of mobility (moving people, objects and information) 
by a fully modular set of assistive devices that can be freely assembled depending 
on the user's needs.  

• Providing a concrete solution which can be placed on the assistive technology 
market soon after completion of the project.  

• Pursuing an active dissemination and demonstration strategy by which users, care-
givers and the health system are informed about the product under development, 
leading to awareness creation on a European level. 

MOVEMENT addresses the needs of persons that do not need or want to use a 
wheelchair all the time but just intent to use it occasionally for managing their way 
from room to room. Persons normally not able to control a wheelchair (e.g. in case of 
spasm or athetosis) will also profit from the system developed within the 
MOVEMENT project. It, therefore, will be possible to drive the MOVEMENT sys-
tem in a manual, an assisted or an autonomous mode [4]. To support the project goals, 
the User Interface for MOVEMENT will consist of a modular combination of tradi-
tional input/output with additional input channels and feedback, adaptive behaviour, 
prediction of user intention in combination with shared control, autonomous naviga-
tion and collision avoidance. For all operating modes the User Interface will adapt to 
the user characteristics and specific habits so that the initial setup will be improved 
over time. Main innovations the project aims at are: 

• Modularity to enhance the flexibility of use and to reduce costs 
• High level commands and shared control principle 
• Enhanced flexibility due to modularity 
• Mobile, multi-functional communication terminal approaching the user on demand. 

4   Methodological Approach for User Needs Investigation 

Detailed scenarios and clear pictures regarding MOVEMENT modules have been 
developed ensuring an easy to understand presentation to the users and enabling them 
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to provide clear feedback and comments. Main purpose was to collect primary and 
secondary users' comments, needs and wishes regarding the foreseeable application of 
the MOVEMENT modules in daily usage. This was done by telling stories, by creat-
ing separate scenarios for different settings even if from technical point of view the 
scenarios are similar. These scenarios were developed and pre-tested in direct coop-
eration with some key users and experts. The focus is on system's functionality and 
the benefits for the users. Totally the consortium developed a comprehensive set of 35 
scenarios which were presented to 45 participants of the user panels organised in 
Italy, Austria and The Netherlands [3]. Note that this paper focuses on 6 out of the 35 
scenarios. For the user panels the following procedure was agreed on: 

1. explanation of the purpose of the meeting based on slides  
2. explanation of the basic MOVEMENT concepts based on slides  
3. oral presentation of pre-selected scenarios supported by slides (handouts) 
4. discussion on each of the scenarios on the following questions 
5. could you imagine yourself using this solution? (Y/N) [if not, why not?] 
6. could you imagine someone else using this solution? (Y/N) 
7. can you foresee use in other use conditions (free text) 
8. can you foresee barriers/problems during usage? (free text) 
9. which priority would you give to making this scenario come true for you in your 

specific situation? (very high / high / medium / low / very low) 
10. which priority would you give to making this scenario come true for disabled and 

elderly in general? (very high / high / medium / low / very low) 
11. discussion on each scenario; comments, evaluation, suggestions? 

For each scenario quantitative and qualitative data were gained: The quantitative 
results were regarding utility (yes =100%, no=0%) and priority (high=100%, 
high=75%, medium=50%, low=35%, very low=0%). The qualitative results (quoting 
of the oral and/or written comments) were assigned as far as possible to the user code 
of the originator in order to allow back tracing.  

In the beginning of the meetings the participants received and signed an informed 
consent form [10]. This form contains information about the MOVEMENT project, 
the concrete objective of the user panel activities and the activities to be done during 
interview. It also names the responsible researcher with contact information and 
makes clear that the participation in the project is completely on a volunteer base and 
can be withdrawn by the participant at any time without any justification. It also ex-
plains what the collected data are used for and that the data will be coded and only 
used for scientific reasons inside the consortium. 

The consortium communicated clearly that not all scenarios will be implemented in 
the framework of the project (even if there might be high need from the users' side) 
due to limited resources. 

5   Scenarios of Use 

Six out of the 35 scenarios [3] are showing usage of future MOVEMENT system with 
regard to severely disabled children and youngsters and their carers. Description of 
environment: A support centre for motor and multiple impaired children and adoles-
cents (aged 5 - 18) near Innsbruck, Austria. It runs a kindergarten, school and residen-
tial school. There are 104 children, about 20 of them could benefit from MOVEMENT. 
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5.1   Transferring Children in Standard Chairs Between Rooms in School 
Building 

10 o' clock. The bell indicates that the lesson is closed. The next lesson will take 
place in another room (physiotherapy). Some of the children in the class room are 
using their UI to call the platform. When the platform has arrived behind the child's 
standard chair (of type "Tripp Trapp") it makes a beep to indicate its readiness for 
docking. The child confirms via the UI. The platform now slowly moves under the 
chair, stops there and starts to move the chair up for about 5 cm. The child is in-
formed via speech output that the chair has been docked and the platform now is 
ready to go. The child uses the joystick to steer the platform (manual or assisted 
driving) and moves into the therapy room. There the child steers the platform into a 
position which is used for the later manual transfer out of the chair which will be 
assisted by the physiotherapist. The child uses the UI to activate the undocking proc-
ess. Thus, the platform moves down the chair about 5 cm till the chair has stable 
contact with floor. Then the platform moves backwards a bit. It informs the child that 
undocking was completed successfully and leaves the room to travel to the next child 
waiting for a lift. 

5.2   Assisted Driving 

Charles is sitting in his orthopaedic chair which is docked on the platform. He is a 
young boy and not yet familiar with driving a wheelchair. Thus, when moving around 
a corner it often happens that he underestimates the space needed between the chair 
and the wall. In such situations the platform stops automatically in order to avoid a 
collision between the platform and the vertical edge of the wall which Charles is com-
ing around. After the platform has stopped Charles can steer another course. The 
assisted driving feature is also providing support to Charles when he is steering the 
platform through a narrow door. When ever a collision is foreseeable the platform 
automatically reduces speed and stops automatically when necessary. The platform 
also recognises stairs and stops to avoid a fall downstairs. 

5.3   Smart Wheelchair for Transferring Mail 

Tim is quite proud of his new daily duty. Some days ago the head of school asked him 
if he would like to do him a favour: to bring the mail of today into the head office. 
Everyday in the beginning of the first break Tim moves with his platform to the en-
trance hall asking the porter for the mail. The porter hangs the bag with the mail on 
the platform and Tim moves through the corridor to the head office of the school. 
Usually the door is open and he calls the director from outside who then will take up 
the bag with the mail. Today the door is closed. Obviously the director is not here. 
Tim is not happy about this as he enjoys a lot the small conversations which usually 
are taking place between him and the director. In order to complete his job he is mov-
ing the platform next to the door in parallel to the wall and is activating the object 
transfer mechanism. This makes the platform hang the bag with the mail onto a hook 
on the wall next to the closed door. Then Tim moves away to use the remaining part 
of the break for meeting his friends. 
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5.4   Special Chair for Severely Disabled Children 

Most time Sue is lying in a horizontal position. For medical reasons several times a 
day she is brought into a vertical position. Since she has the M-system her mobility 
has increased significantly compared to the previous situation. The mobile platform 
can dock to a special chair which can change its own shape from a bed like shape into 
a vertical position. With this system, which is steered by the care persons, it is much 
easier for Sandra to participate in activities of the other children. The care persons 
appreciate the reduction of their own physical load. 

5.5   Mobile Board for Communication, Information and Environment Control 

Over the week Tom is living together with 7 other youngsters in one of the groups of 
a residential school for disabled persons. In the morning he attends school in the same 
institution, afternoon and night he spends at the residential school. During weekend 
he usually is with his parents in a village 50 km away. But this weekend he will stay 
at the institution. For Saturday evening he plans to watch a movie. First, he wants to 
call up one of his friends. He uses the M- user interface mounted on his chair to call 
the table with the mobile information board. The platform automatically moves to the 
room where the information board currently is located, docks it automatically and 
moves with it in front of Tom. Tom now can steer the information board via his 
MOVEMENT user interface. He activates the internet access and checks the starting 
time of a movie which he wants to watch on TV. After he has found this information 
he activates the phone mode and selects the numbers of his friend he wants to call to. 
After the farewell he hangs up the phone and activates the environmental control 
system on the terminal to activate the TV and to select the channel where the movie 
will be delivered. He is checking the volume level of the TV and then he decreases 
the light level of the room light. After this he tells the platform to move the terminal 
away. While Tom is enjoying the first sequence of the movie the M-platform quietly 
is moving the terminal out of the room. 

5.6   Mobile Board for Environment Control 

It's 10 to 8 in the morning. Ellen who is main teacher in one of the classes has already 
completed her preparation, all the children have arrived. As usual, the first lesson will 
start with the "Morgenkreis" (morning circle) which is a ritual nearly all of the pupil 
do like a lot. The children come together, sitting down on the floor or sitting in their 
chairs and wheel chairs in the shape of a circle. Ellen invites them to share their im-
pressions from yesterday and to have a look on what this day will bring. The ritual is 
completed with a song, today it is a song from a CD-Player. Ann who is using a M-
system compatible tripp trapp calls the platform which is carefully moving directly 
behind the tripp trapp. It signals its readiness for docking. Ann confirms via user 
interface and the tripp trapp is docked. Ann steers the system towards her position in 
the circle where she undocks. She then calls the platform to bring the environmental 
control terminal next to here. The platform automatically moves in the corner of the 
class room, docks the terminal, moves the terminal next to Ann. Ann uses the UI to 
control the terminal and selects the environmental control feature which enables here 
to start the CD-Rom with the song on it. 
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6   Findings 

Nine professional assistants (teachers, therapists) of severely disabled children and 
youngsters participated in the evaluation of 6 scenarios. The scenarios were accepted 
very well, the users saw them as very good examples of what the platform should 
actually be able to do. 

Not surprisingly, one of the major findings is the explicit mentioning of safety re-
lated issues. The users must have the final control over the platform in any case. There 
have to be precautions that the platform does not e.g. go down stairs (automatically and 
by users' intent). Speech input is seen as an interesting feature, however not all users 
(especially of the 'severe' group) are capable of producing speech in a quality that 
speech recognition software would need. Well designed alternative input methods are 
therefore necessary. It turned out, that sharing of a platform between multiple users (as 
presented in some scenarios) is seen quite interesting by the users (children's home, 
sheltered home) , especially as this might limit costs of the total system. For safety 
while driving it is important that the platform reacts on the movement of the child's 
arms. If the arms are stretched left and right of the platform this most likely will exceed 
the geometric width of the platform. This must be checked by the platform before 
moving through a narrow door. For recognising obstacles one should be aware that 
there might be several things on the floor which should not cause the system to stop 
(e.g. paper, cloth, threads) but also obstacles with nearly the same height (a hand of a 
child) which must be recognised as an obstacle causing the system to stop. 

A transport box with a magnetic mechanism to dock / undock to platform (or to 
conventional power wheelchair) would be very useful as general way for transport of 
boxes which can be docked and undocked by the user autonomously. The boxes can 
be filled and purged independently. MOVEMENT also was seen as a learning system 
which assists users to learn driving a mobility system [13]. 

Table 1. Ranking of utility and priority of 6 out of 35 scenarios as seen by 9 professional carers 
of a support centre for motor and multiple impaired children and youngsters in Austria 

Scenario involved 
MOVEMENT 
modules 

utility (an-
swers) 

prior-
ity 

(an-
swers) 

SC1 - Transferring Children 
in standard chairs between 
rooms in school building 

platform, table 62,50 8 60,00 5 

SC2 - Assisted Driving platform, or-
thopedic chair 

100,00 9 82,22 9 

SC3 - Smart Wheelchair for 
Transferring Mail 

platform, chair, 
container 

100,00 9 75,56 9 

SC4 - Special Chair for se-
verely disabled children 

platform, spe-
cial chair 

71,43 7 60,00 5 

SC5 - Mobile Board for 
Communication, Information 
and Environment Control 

platform, chair, 
ICT terminal 100,00 6 93,33 6 

SC6 - Mobile Board for Envi-
ronment Control 

platform, chair, 
ICT terminal 

100,00 6 76,67 6 
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Not all users of the panel have evaluated all scenarios, this fact has to be taken into 
account when interpreting quantitative data however, and information gained from the 
qualitative input covers all the scenarios. Some scenarios present the same 'feature' of 
the MOVEMENT system but in different settings or surrounding for the different user 
groups. Although a manipulator is not part of the MOVEMENT system and was not 
presented in the scenarios, some users suggested (or asked for) a possibility to pick up 
items from the floor or to have support when one wants to take something from a 
shelf of a general form of handling support. 

The presented scenarios of use were well accepted by severely disabled users and 
by care persons. Valuable new feedback from users was collected and systematically 
documented and is used as input for the ongoing development process. This detailed 
knowledge about user needs, helps the consortium in carrying out the research and 
development activities in a user centered way while focusing on those modules which 
actually will be implemented in the framework of the project. Generally (see also [3]) 
it was found that the concept and the use cases of MOVEMENT system were very 
well rated regarding utility which confirms the work of the consortium up to now. 

The aspects of running the MOVEMENT system in institutional environments al-
lowed gaining some valuable information regarding multi user usage and regarding 
economic aspects (one platform could serve several users; the platform could be part 
of the infrastructure and therefore could be paid by the institution). 
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For over ten years human-computer interface, blind interaction and integration of 
visually impaired users with sighted users are the key issues of equal access to 
information and service. The vast research on alternative visualization, augmented 
communication, user-centered design and usability has been done, and much more 
projects and solutions are under development. However, several generations of 
graphical interfaces (Xerox, Apple, Microsoft) have brought less or no benefits for the 
blind users. Some elderly people still recall the times of DOS and command line, 
when both the system and application software levels were almost equally accessible. 
Nowadays, multi-processor operating systems are extremely complex and perform 
hundreds of routine tasks which are not necessary to be supervised or adapted for the 
user control at all.  

Of course, we cannot diminish advances in speech and dialog processing. 
Nevertheless in practice, at the level of “terminal window” we cannot observe a great 
progress that has been done during the last years to provide easy access for blind 
users. A huge number of software, hardware prototypes and theoretical models have 
been developed for transforming user interface or components to be unified and 
adaptable for all [8], [9], [10]. And yet a good interface seems to be more practical 
and robust when different concepts and metaphors might especially be modified for 
the target group of users. While, the same technique may not be suitable and efficient 
for all, e.g., Braille interface [6] and multimodal integration myths [7]. 

Graphical input and visualization have irrefutable benefits as an intermediate 
between an analog perception of the human being and a digital “assistant processor”. 
Unfortunately, ten years in the field of auditory display research did not lead to a 
significant progress in visualization of sound images [4]. Other techniques making 
use of electro- or vibro-tactile imaging have a longer history. Up to now only a 
simulation of simple geometrical shapes may evoke sensations similar to their visual 
prototypes [1], [3], [5]. Diverse pin-matrixes with a low usability have been produced 
as an imitation of the visual display principles that are often not acceptable for 
cognitive processing a dynamical tactile image [6].  

“GUIs are unsuitable for blind use” – we can find such a statement in almost each 
paper where authors carried out usability study of some improvements or have 
proposed an alternative approach and techniques [2], [12]. Still, some authors try to 
improve the methods and add more features which can bring frustration rather than 
benefits for non-visual communication and an access to semantics of the message 
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encoded [11]. An access to information content in its various form is the goal of the 
end user. Navigation, pointing and selection are not the goal, but just one of the ways 
which may be appropriate or unsuitable being used with the particular methods, tools, 
environment and the task. 

It is a great challenge to develop human-computer interfaces which can be properly 
matched to the user needs and abilities. To support blind interaction with entities of 
the information space new techniques ought to be based on metaphors and paradigms 
which are inherent and intuitive for the blind computer user. Blind people need a good 
interface design that will obviously differ from the existing solutions, which have 
been designed and intended, for instance, for visually impaired people.  

We make a lot of errors and create the prototypes which probably will never be 
used. Sometimes, we invent algorithms and interaction models which contradict to the 
nature of the human perception. However, we know the goal and we are looking for a 
solution. Our knowledge and experience in developing the means of information 
delivering and manipulation will grow up. And we cannot say that nowadays visually 
impaired people just have an access to Braille sheets and use a white cane. 

In this session the authors will discuss the issues and prototypes which sometimes 
would become a vital component, tool or technology making a natural integration of 
the blind users in high-tech society. 
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Abstract. There are specific usability requirements that have to be met when 
developing dual interfaces, that is, graphical user interfaces that are adapted for 
blind users. These include task adequacy, dimensional trade-off, behavior 
equivalence, semantic loss avoidance and device independence. Consequently, 
the development of human-computer interfaces that are based on the task, 
domain, dialog, presentation, platform and user models has to be modified to 
take into account these requirements. This paper presents a framework that 
includes these requirements, allowing for the development of dual interfaces. 
The framework includes a set of guidelines for interface design, a toolkit for the 
low effort implementation of the user interface, and a programming library for 
the inclusion of speech and Braille in applications. A case study of the 
development of one such dual interface application is also presented. 

1   Introduction 

Graphical user interfaces were designed to increase the usability and to improve the 
functionality of applications [1]. However, a graphical interface is obviously a barrier 
for blind and visually-impaired people, although assistive devices (primarily speech 
synthesis, Braille displays, Braille and Qwerty keyboards, voice recognition and 
screen readers [2,3]) solve many of the problems they come up against. Nevertheless, 
the use of assistive technologies does not in itself guarantee that blind users will be 
able to access the application. To this end, the applications need to be built following 
special design rules [4,5]. 

Hence the adequacy of a graphical user interface for blind people involves some 
specific usability requirements for these users. This means that (i) the designer has to 
present the interface information in an appropriate structure that can be understood by 
blind users, (ii) none of the meaning of the interface content should be lost during the 
adaptation and (iii) the information supplied should be adapted for the assistive 
devices used by blind people. These requirements have an impact on HCI modeling. 
HCI modeling involves the creation of the task, domain, dialog, presentation, platform 
and user interface models [6], the design of which is therefore affected by this 
adaptation.  

Based on the above, this paper describes a framework for developing graphical 
user interfaces for blind people based on usability requirements acquired from our 
experience in developing this kind of applications [7,8,9]. 
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The paper is organized as follows. Section 2 introduces related work. Section 3 
presents usability requirements for blind people. Section 4 describes a framework for 
blind user interfacing. Section 5 presents an application developed using this 
framework and the paper ends with some general conclusions. 

2   Related Work 

The adaptation of an application designed for sighted users to the needs of blind 
users has the drawback of the original dialog design addressing the specific needs 
and abilities of sighted users. Also the syntax has to be restructured to meet the 
needs and abilities of blind people, and this is not always possible [10]. A clear 
example of this would be a musical score editing application. For a blind user to be 
able to use such an application, the blind user-adapted tasks and dialog process need 
to be defined. 

A better solution is to create applications with special-purpose interfaces for blind 
users or with dual interfaces. Toolkits like HAWK [11], which provides a set of 
standard non-visual interaction objects and interaction techniques that have been 
especially designed to support high quality non-visual interaction, have been created 
to facilitate this process. Another tool aiding the development of dual interfaces 
suitable for both sighted people and blind users is the User Interface Management 
System (UIMS) [10]. HOMER [12] is an example of an UIMS that improves the 
development of dual user interfaces. 

In any case, we have found, as pointed out by [13], that in order to design an 
interface suited for use by blind people it is essential to examine the fundamental 
accessibility issues for such users and define appropriate usability guidelines for 
them. Not only should these guidelines be formulated as general design principles or 
low-level and platform-specific recommendations, but they should also be based on 
experimental evidence [14]. 

3   Usability Requirements for Blind People 

When specifying usability requirements for blind people, it is important to bear in 
mind that these requirements have to coexist with those of other user types in 
accordance with Design for All principles (equitable use, flexibility in use, simple and 
intuitive use, perceptible information, error tolerance, low physical effort, size and 
space for approach and use) [15] and standard HCI dialog principles (suitability for 
the task, self-descriptiveness, conformity with user expectations, suitability for 
learning, controllability, error tolerance, suitability for individualization) [16]. 

The usability requirements for blind and non-blind people differ to a large extent. 
Firstly, there is the fact that blind people cannot perform all tasks at the current state 
of technology. For instance, a blind person cannot as yet drive a car, which means that 
this task would not have to be adapted for this group of people. This question is 
referred to as task adequacy. 
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Secondly, blind people and non-blind people use different dimensional access 
schemes. For sighted users, it is a 2+1 scheme: the user interface objects are distributed 
in two-dimensional regions (the screen, a window, etc.) and their position typically 
provides additional semantics about each object. The “+1” component represents the 
transition from one 2D region to another (navigation), which is performed by user 
actions. The dimensional access scheme of blind people is 1+1. Devices for blind 
people (speech and Braille displays) are one-dimensional, which means that user 
interface objects are presented using a list structure and that the navigation is towards 
another list. This is what we have called the dimensional trade-off. 

Thirdly, there is the requirement of maintaining a behavior equivalence. A non-
blind person interacts using direct manipulation of screen objects, which is not 
possible for a blind user using assistive technologies. Thus, the interaction process 
should define how to make each interactive object accessible for the blind. Extra 
actions need to be added for all objects, including the messages that must be sent to 
the assistive technologies, the mechanism for accessing each part of the item, and any 
browse functions that can be performed. 

Fourthly, it is not enough just to adapt each object for blind users. The information 
provided to blind users during task performance also has to be adapted, assuring that 
there will be no semantic loss during the process, because relevant information may 
be conveyed by means of images or the spatial distribution of objects located in a 
window. This is what we have termed semantic loss avoidance. 

Finally, the assistive technologies used by blind people are not standardized. 
Speech devices differ both in the functionality they offer and the programming 
interfaces that have to be used, and the same applies to Braille displays. Applications 
must deal with this diversity of devices. We call this the device independency 
requirement. 

4   A Framework for Blind User Interfacing 

The above-mentioned requirements have to be dealt with when applying the modeling 
approach of user interface development [6], which is based on the task, domain, 
dialog, presentation, platform and user models. 
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Fig. 1. Blind user requirements, HCI models and FBLIND 
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Based on the experience acquired over the years, we have developed a framework 
for the development of dual user interfaces for sighted and blind people: FBLIND 
(Framework for BLind user INterface Development). Fig. 1 shows the relationship 
between the blind-user requirements, the HCI models and our framework. 

FBLIND has three main components: a set of user interface design guidelines, an 
interface development toolkit consisting of automatically adapted user interface 
objects (BVCL) and a programming library providing support for speech and Braille 
input and output (SBIO). 

4.1   Blind User Interfacing Guidelines 

These guidelines are based on the recommendations of the Spanish and international 
standards on software accessibility [4,5]. These recommendations, in whose 
development we are participating, along with other tips that we have picked up over 
the years have been incorporated into the proposed framework. 

Our guidelines affect all the HCI models to a greater or lesser extent and contain 
useful information for all the stages of interface design and implementation. One very 
important aspect of these guidelines is that the application should be compatible with 
screen readers and other assistive technologies that blind people use to access 
graphical user interfaces. Below is an overview of the main issues for each of the 
models.  

In the case of the task model, there is only one constraint: the tasks described 
should be checked for incompatibility with the capabilities of blind people using 
assistive technologies. This caters for the task adequacy problem. 

The domain model is affected by the dimensional trade-off and the behavior 
equivalence requirements. To solve the dimensional trade-off, the sequence of 
windows and their content need to be defined hierarchically as a series of trees linked 
by transitions between windows to be compatible with 1+1 navigation. As regards 
behavior equivalence, the designer should define the information about what happens 
when transitions take place between tree levels or trees to be presented to the blind 
user as speech or Braille. 

For the dialog model, the actions to be taken are determined by the behavior 
equivalence and semantic loss avoidance requirements. To solve the behavior 
equivalence problem, the dialog model should take into account that the main input 
device is the keyboard (or equivalent), and it should define each user interface 
object’s interaction process and the access mechanisms to these objects’ properties. 
With respect to semantic loss avoidance, a number of additional interaction 
commands should be incorporated to improve user operations, such as informing 
users about where they are in the application, repeating the last message, spelling the 
last message, etc. 

The presentation model is subject to the behavior equivalence and the semantic 
loss avoidance requirements. With respect to the behavior equivalence, the speech and 
Braille presentation of each of the application’s standard and special-purpose user 
interface objects should be defined. In terms of semantic loss avoidance, several detail 
levels will first have to be established for this information so that the interface is 
suited for both novice and experienced users. Additionally, special attention should be 
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paid to non-standard objects and objects with a high graphical content to assure that 
no semantic information is lost.  

The platform model is affected by the device independency requirement. Dual 
interface applications should provide speech output, Braille output or, preferably, both 
types of output. The platform should provide services for this functionality, and, in 
order to deal with device independency, it should provide standardized API for speech 
and Braille devices. The platform model, then, should contain information about the 
capabilities of those APIs. 

Finally, the user model has to deal with the semantic loss avoidance and the device 
independency requirements. In particular, the user model should represent 
configuration parameters for the functionality required to solve both these problems, 
such as speech parameters (speed, tone, volume…), Braille parameters (cursor type, 
Braille code type…) and help level (for novice, intermediate or advanced user). 

4.2   BVCL 

The usability requirements for blind people applicable to the presentation, platform 
and user models have been built into a toolkit, called BVCL (Blind user adapted 
VCL), which is an extension of the Borland C++ Builder development environment 
and has been developed as a result of three Master’s degree dissertations.  

BVCL incorporates user interface objects with automated presentation in speech 
and Braille (presentation model), which saves development time. It also eases the 
programming of additional speech and Braille messages (platform model). 

Finally, the specific messages generated in speech and Braille for each user 
interface object can be easily configured through BVCL, and it also incorporates 
layout managers to automate the layout and sizing of the user interface objects 
according to user preferences on font sizes, colors, etc. (user model). 

4.3   SBIO 

SBIO (Speech and Braille Input / Output) consists of a series of programming 
components that improve speech and Braille input and output. It is a package for 
Microsoft Windows, as this is one of the platforms most commonly used by blind 
people. It was developed jointly by Microsoft, the ONCE (the Spanish National 
Organization for the Blind), and the UPM (Madrid Technical University). 

SBIO contains four components: the Microsoft speech API, a Braille API, a set of 
ActiveX components that offer a simplified and unified speech and Braille interface 
(SBIO-Core), and a dynamic link library (SBIO-Lib) that facilitates the use of IOSB. 

5   An Environment for Bilingual Dictionaries with a Dual 
Interface 

DABIN is an environment that includes bilingual dictionaries with a generic interface 
(Fig. 2) combining visual and blind interfaces (using speech synthesis and Braille). Its 
basic function is to search for words in one language and get their translation in 
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another language from a range of bilingual dictionaries. Users can choose the source 
and target languages of the translation, as well as the user interface language. 

All the tasks in task model were checked to ascertain whether they were adequate 
for blind users and accessible by means of the keyboard, speech synthesis and Braille 
display, and that they did not require hand-eye coordination or simultaneous control 
of different visual items. 

In the domain model, DABIN has a hierarchical structure based on linked trees that 
can be easily explored in both the 2+1 and 1+1 access schemes. It should be noted 
that the tree structure for each software window is simple and quite shallow. Because 
blind users must necessarily navigate by levels within the tree and cannot “take a 
look” to find out where to go, the software windows are designed to assure that their 
navigation tree is not overly complicated.  

 

Fig. 2. DABIN’s graphical user interface 

In the dialog model, mechanisms were enabled to allow blind users to do all the 
tasks using key combinations or system menus. The interaction procedure for each 
user interface object was also defined for adaptation to blind people’s needs. In 
addition to the standard user interface objects included in BVCL, a new complex 
object was needed: a translation browser, used to display the translation (bottom box 
of Fig. 2). We defined an interaction procedure for this component to make the 
reading of a translation a natural activity for blind users. This procedure is based on 
enabling several ways of getting the information using the keyboard only, allowing 
users to move forwards and backwards over the translation, select text and start a 
search for the word which the cursor is over. Behavior compatible with standard edit 
boxes was applied in the translation browser design.  

Commands to access additional semantic information, such as user location, 
repetition of the last message, spelling or context-sensitive help, have been added to 
the system interaction techniques to prevent semantic information loss. 
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To build a dual interface the presentation model considered the visual appearance 
(following the Windows standards) and the non-visual appearance (focusing on sound 
–speech synthesis– and haptic –Braille– presentation). The sound and haptic 
interfaces for each user interface object were defined using BVCL and SBIO. The 
output in response to the different user actions on the translation browser was also 
defined in detail.  

Finally, we identified three user types in the user model: sighted users (no special-
purpose adaptation required), visually impaired users (the colors and the sizes of the 
texts can be configured), and blind users (the voice parameters can be configured for 
each of the languages as can the general appearance of the Braille). 

To check that the information provided by the system was correct, several users of 
the three identified types tested this interface. As a result, the model was refined until 
the assistive technologies provided equivalent semantic information to what was 
displayed on screen. 

6   Conclusions 

We believe dual interfaces development to be the best option for efficiently 
developing and building user interfaces that satisfy the needs of both sighted and 
blind users. To this end, we have defined specific requirements that take into account 
all the problems that blind users face and that coexist with the standard dialog 
principles and Design for All guidelines. We have built these requirements into the 
HCI models. We have also presented a framework (FBLIND) to improve the 
development of these user interfaces. This framework includes a set of guidelines, 
which help the developer to focus on relevant issues during the construction of the six 
HCI models; a toolkit for auto-adapted user interface objects, which greatly reduces 
the implementation costs of dual user interfaces, and an API for the use of assistive 
devices, which provides an easy way to implement speech and Braille output. The use 
of this framework has been illustrated by means of DABIN, a software environment 
for bilingual dictionaries for use by blind and sighted users. 

More tool support should be provided for tasks that are not yet covered by the 
toolkit and the API. A CASE tool covering the whole user interface development life 
cycle, providing support for manual tasks would be the ideal thing. 
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Abstract. A basic device combining a tactile display function and a touch po-
sition sensing function is proposed. The trial device consists of two major com-
ponents, a tactile graphic display and a six–axis force/torque sensor. The force
sensor measures six dynamic values generated by touch action on the display sur-
face and a PC estimates the touch position based on the data. Since the defects of
the first trial production are the weakness of the touch surface, an assembly error,
and the measurement error of six–axis force/torque sensor, they are solved in the
second trial production. The effect of a contact force on the estimated position
are examined respectively by a vertical component and a horizontal component.
It is shown from the above experimental results that the second trial production
is practically sufficient estimated position accuracy.

1 Introduction

Most of the tactile display devices developed in the past were only unidirectional com-
munication tools, that is only display devices [1,2,3]. If a bidirectional communication
function could be provided, graphic information would become more accessible for
visually impaired personal computer (PC) users and stimulate their creative activity.
So, we have developed a tactile input/output device which combined the tactile display
and a six–axes force/torque sensor [4,5]. The six–axes force/torque sensor measures the
force which the user applies to the tactile display, and PC estimates the touch position
on the tactile display which is applying force based on the measurement value. The
click function to specify the arbitrary coordinates on the tactile display by an empty
hand is realized. Furthermore, scrolling of the screen is enabled from measurement of
force and it become possible to search all the areas of the PC screen on the tactile
display with 48 × 32 dots. Based on these, the inspection of the file operation by GUI

K. Miesenberger et al. (Eds.): ICCHP 2006, LNCS 4061, pp. 1039–1046, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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(Graphical User Interface) operation or a web page will be attained. However, in the first
trial production, when a horizontal component of force is added, the estimated position
and the touch position is shift greatly. As a result of performing analysis and exami-
nation, the cause of the position shifts are able to consider the weakness of the touch
surface, the assembly error, and the measurement error of the six–axis force/torque sen-
sor, etc. In this paper, the new device which solved the above mentioned three problems
is developed. The correction method of the touch position is newly drawn using the
knowledge acquired with the first trial production with development of a second trial
production. We investigate the accuracy of detecting method when the touch action is
placed on the second trial production.

2 Second Trial Production

There were the following three problems in the first trial production.

1. Although the touch surface of the first trial production is constituted by the top plate
of tactile pin module, the module is a product made of resin. Therefore, the touch
surface will be distorted when the touch surface is weighted.

2. The assembly error exists in our device, and the device has influence which cannot
be disregarded for the estimated accuracy.

3. Used six–axes force/torque sensor includes the 5% error in a measurement value
when the sensor is weighted between multi axes.

In order to solve the item 1., the tactile pin module is put into the metal box. 1536 holes
are prepared in the top plate of the metal box, and Teflon processing is given to the
surface. In order to solve the item 2., the correction formula is newly drawn. It explains
in full detail behind. The item 3. is necessary on the structure of the sensor. Therefore,
although influence of the item 3. is not completely eliminable, we changed the rating
of six–axes force/torque sensor and the error is reduced relatively. Below, the tactile
display and six–axes force/torque sensor are described.

2.1 Tactile Graphic Display

Four bimorph modules (SC–10, provided by KGS Inc.) are used to assemble the tactile
graphic display. Each module has a 32 × 12 arrangement of pins with 2.4 mm spacing.
The pin is 1.3 mm in diameter and must be pushed down with the force of at least 0.098
N in order to touch the surface. The total tactile surface has the 32 × 48 arrangement
activated at a time. The height of the tactile pin when activated by a data signal is 0.7
mm. The refresh time for the entire surface is about 50 ms. The device interfaces with
the host PC through a USB or serial communication. The top right of Fig. 1 shows the
component of the tactile display.

2.2 Force/Torque Sensor

The six–axes force/torque sensor is used in the experiments. The sensor measures the
force and the torque generated by touch action. The touch action contains important
information such as touch position, push direction and push strength. These quantities
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Supporting Plate
Tactile Component

Force/Torque Sensor Total System

Fig. 1. Actual structure of the second trial production is shown. A display component is fixed on
a solid plate firmly connected to a six–axis force/torque sensor.

are estimated based on the measured data and used for discriminating proper touch
actions and designing HCI (Human Computer Interaction) functions such as mouse
like function, touch scroll function and so on. The sensing ranges are respectively 25
N (in regard to the x– and y–axis), 50 N (in regard to the z–axis) in force, and 1 Nm
(in regard to the x– and y–axis), 0.5 Nm (in regard to the z–axis) in torque. The display
is fixed on a solid plate firmly connected to the force/torque sensor as shown in Fig. 1.
The sensor is set roughly below the center of the display component.

3 Principle of Touch Position Estimation

3.1 Basic Equation

Fig. 2 helps to explain the operational principle adopted here. When the user pushes the
surface Π with force f at r, the following simultaneous equations are formed:
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m = r ⊗ f , (1)

(h, r − h) = 0 (2)

where Eq. (1) is force–moment equation, Eq. (2) define the touch surface, r : touch
position vector, f : force vector, m : force moment vector, h : normal vector defining
the touch surface, ⊗ : vector product, and (, ) : scalar product. The touch position is
theoretically obtained as the solution of Eq. (1) and Eq. (2):

r =
{h ⊗ m+ (h, h) f }

(h, f )
. (3)

Since r is a three–dimensional solution, it is necessary to transform into the touch sur-
face coordinate system. If a transformation matrix is placed with A and a parallel trans-
lation vector is placed with c, the transformation result are formed:

r′ = Ar + c, (4)

where

At A = I, (5)

Ah = 0. (6)

3.2 Estimation of Normal Vector h

Normal vector h is estimated from the measurement value. When we set the touch
position to ri(i ∈ I) and set the left side of Eq. (4) corresponding to ri j(i ∈ I& j ∈
Ni), let the vector h which minimizes formula (7) equal the normal vector. Under the
constraint of Eq. (5), (h, A) which minimizes the following equation (7) leads to the
optimal estimation in the meaning of least squares estimation.

Q =
∑

i

∑

j

(ri − Ari j − c, ri − Ari j − c) (7)

Fig. 2. Touch position sensing principle
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By the way, although h changes delicately with the bolting torque of an assembly etc., it
is thought that it is usually fixed. Moreover, when distortion is large, it is also considered
that the estimated position cannot be corrected in the affine transformation of Eq. (4).
It is desirable to estimate h beforehand from this viewpoint. The estimated h is set to h
where the following Eq. (8) is maximized using the above mentioned ri j(i ∈ I& j ∈ Ni).

R = 1 −
∑

i
∑

j(ri j − ri, ri j − ri)∑
i
∑

j(ri j − ri j, ri j − ri j)
(8)

where

ri = Average j(ri j), ri j = Averagei, j(ri j). (9)

However, h is obtained within the area which is predicted from structure.

3.3 Estimation of A and c

ri j is calculated by substituting the above mentioned h into Eq. (3). Q is obtained by
substituting the the obtained ri j into Eq. (7), and we obtain A and c which minimize
Eq. (10).

J = Q + (λ1, λ2)Ah (10)

The right hand second term is the constraint of Eq. (6). The reason for not adding
Eq. (5) to the constraint is that the output of six–axes sensor includes the 5% error in the
measurement, when multi–axial tension is applied. If Eq. (5) is added to the constraint,
in order not to allow even small elasticity, we cannot expect the improvement in the
estimated accuracy.

4 Experimental Investigation

The effect of the touch force on the estimated position are examined by a vertical com-
ponent of force and a horizontal component of force, respectively. These characteristics
are the foundations of accuracy evaluation our device.

4.1 Experiment 1: Estimation Accuracy Using Vertical Component of Force

We first examine the accuracy of the estimated position on the touch surface using an al-
gorithm based on the principle mentioned above. As experimental conditions, the touch
plane is delimited to the lattice and a vertical component of force is added with twenty
five measurement points. In addition, we use the six kinds of weights as a load, because
it is thought that the user operate our device according to not the same force but various
force in practical use. Therefore, six estimated positions are obtained from six vertical
component of forces in one measurement point. First, the touch plane is assumed to be
orthogonal to h, and the distortion correction is not done. On these conditions, Fig. 3
shows the estimated positions (denoted by square) in comparison with the touch posi-
tions (denoted by circle). The estimated position is estimated in the direction of minus
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square) in comparison with the touch positions
(denoted by circle) : Conditions (1. the touch
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Fig. 4. The estimated positions (denoted by
square) in comparison with the touch positions
(denoted by circle) : Conditions (1. the touch
plane and h are not orthogonal, 2.correction.)

y against the touch position. Moreover, we understand that the influence by the kind of
the weight can be disregarded. Second, we assume that the touch plane and h are not
orthogonal, we apply the correction of h and the affine transformation. Fig. 4 shows the
experimental result. The normal vector h is calculated with h = (−0.8,−1.2, 83.8), that
is, the position difference to the direction of minus y is reflected. By performing the
transformation, all the estimated position can be agreed with the touch position.

4.2 Experiment 2: Estimation Accuracy Using Horizontal Component

Fig. 5 shows the experimental apparatus. The horizontal component of force is applied
by a tilted weight. The experimental conditions are follows:

Fig. 5. Experimental apparatus using horizontal component of force
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Table 1. Experimental result: The evaluation object is a difference between actual touch position
and estimated one. A unit is mm.

Non Correction Correction

Point 1 Point 2 Point 3 Point 4 Point 5 Point 1 Point 2 Point 3 Point 4 Point 5
− fx 1.851 1.737 1.028 1.758 1.447 2.74 0.866 1.083 1.101 1.030
− fy 2.47 2.36 1.281 0.423 2.39 2.74 1.055 1.640 0.478 0.563
+ fx 2.03 2.81 1.257 0.457 4.12 1.422 1.238 0.973 1.014 2.18
+ fy 1.374 2.32 0.965 1.613 2.86 1.488 0.753 0.298 1.370 1.546
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Fig. 6. Touch position data using the horizontal component of force

1. Weight is 500 g, and its shape is a column of 82 mm and a cone of 29 mm.
2. Forces are measured by the six–axes force/torque sensor.
3. Measurement carried out at five points, i.e. top left (Point 1), top right (Point 2),

center (Point 3), bottom left (Point 4), bottom right (Point 5).
4. Each measurement point is measured in four horizontal directions.

The experimental results are shown in Fig. 6. The evaluation object is a difference
between actual touch position and estimated one. Table 1 shows the evaluation objects
in each measurement points. The average of all measurement points of the non correc-
tion is 1.828 mm, and the average of all the measurement points of the correction is
1.279 mm. The accuracy of estimated position has been increased 30% in comparison
with non correction.

5 Conclusion

There is a tactile display as one of the transmission of information apparatus for vi-
sually impaired persons. However, the function of display is almost limited only one–
direction. In this study, a basic device combining the tactile display function and the
sensing function was proposed. We also proposed the new device which solved the
weakness of the touch surface, assembly error, and the measurement error of the six–
axis force/torque sensor. In the second trial production, the new correction method is
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drawn, and the experiment of position estimation is conducted. As the result of exper-
iment, the improvement of the estimated position accuracy is admitted compared with
the first trial production. In the future, we pursue the possibility of our device by ap-
plying to applications of the cooperation of voice information and the fusion of tactile
map, etc.
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Abstract. Apple Human Interface Guidelines state that all applications
should be accessible in order to provide the best user experience. Not all
software vendors honor this statement and if an application does not
support accessibility, people with disability or a special need can hardly
use it or cannot use it at all. The purpose of this paper is to present a
method that is capable of extending an already existing applications to
support accessibility without the necessity to have access to the source
code of the application. Paper proposes the use of Mach code injection
techniques to load access enabling code into the context of the access
enabled application and describes ways that are used to make the appli-
cation accessible. There is also a case study of proposals offered by this
paper on a portion of ProTools, a professional audio editing software
that makes its mix table window accessible.

1 Introduction

Accessible applications provide useful information about their user interface and
its state information to an assistive application in a defined way and the assis-
tive application presents that information to the user. User decides what to do
and instructs the assistive application that asks in turn accessed application to
perform the desired action. The process of access enabling (accessorizing) of an
application provides alternative to mouse-driven user interface and offers support
for full keyboard navigation. Accessible applications can be used by millions of
people with disability or a special need and even people who do not necessarily
have any disability can benefit from it.

Accessorizing is a task that takes part in application development cycle and
is very easy for applications that use only the user interface elements (widgets)
provided by the operating system. If the application defines its own widgets, it
is required by Apple Human Interface Guidelines [4] to provide necessary acces-
sibility support. Whether to respect or not this document is always a decision
made by the application developer and if the developer decides to not support
accessibility for his custom views, visually impaired people are not able to use
his product. This paper presents an approach that could be taken to make an
already existing nonaccessible application accessible with the help of Mach code
injection.

K. Miesenberger et al. (Eds.): ICCHP 2006, LNCS 4061, pp. 1047–1054, 2006.
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2 State of the Art

In Mac OS X 10.2, accessibility support got greatly enhanced and Accessibility
framework has been introduced. This framework provides accessibility protocol
Carbon and Cocoa applications adopt and also provides an API that is used
by assistive applications to query and direct user interface in another running
application. Since then, each system widget has been extended to conform to the
accessibility protocol [5] to provide defined response to the assistive application.
With the announcement of Mac OS X 10.4, VoiceOver [5] technology has been
introduced to provide a fully spoken user interface and visually impaired users
are able to navigate through the user interface seamlessly. As long as the user
interface is made of standard Carbon, Cocoa, or Java either AWT or Swing
widgets, it is automatically accessible and only few more work to add objects’
descriptions and to bind title user interface elements with their corresponding
widgets is expected from the developer.

On the other hand, custom widgets may be sometimes necessary and such
widgets have to adopt the accessibility protocol to ensure that they properly
respond to queries and requests from the assistive application. The way how
they do so depends on the framework used and it is wrapped in the following
table:

Table 1. Accessibility in Mac OS X frameworks

Framework Implementing accessibility via

Carbon kEventClassAccessibility Carbon events
Cocoa NSAccessibility protocol
Java javax.accessibility package

Each accessible widget has an associated accessibility object (AXUIElement)
that stores information about widget and is used during the communication
with the assistive application and accessibility API. Accessibility objects are
organized in hierarchies and one object can embed one or more accessibility
objects. Such hierarchy of objects allows an application to contain its windows
accessibility objects, menu bar accessibility object, and some additional objects.
Contents of any accessibility object that is associated with an onscreen widget
can be comfortably monitored with Accessibility Inspector application that is
installed together with Mac OS X Developer Tools. Accessibility Inspector is also
used to debug the AXUIElement contents and hierarchy eg. during the pruning
process.

Each accessibility object has attributes such as its role, title, description or
its parent. Besides attributes, accessibility objects can perform actions that are
also presented to the assistive application and user can ask accessibility object
to perform such action. A list of mandatory attributes and actions for object’s
roles is described in [5].
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3 Access Enabling New Applications

The process of access enabling of applications is not a very difficult task and
consists mostly of adding descriptions to already existing widgets and binding
standalone text titles with widgets descriptions semantically belong to. All of the
typical accessorizing scenarios, that are for Carbon, Cocoa and Java applications
are described in the following three subsections.

3.1 Accessorizing Carbon Applications

Most Carbon applications are accessible if they use standard widgets but there
is still need to supply widget descriptions and possibly their title elements. Ac-
cessibility in Carbon applications is attained in the five following steps [9]:

1. Preparing — in this stage, keyboard navigation is designed, help tags are
provided and window proxies are established so they can connect a window
to a file. Having a window proxy set automatically enables accessibility for
document windows.

2. Context related accessorizing — provides auxiliary attributes and also binds
title objects with widgets they logically belong to.

3. Pruning — it is necessary to set accessibility as ignored for widgets, that are
not meaningful to be accessed such as container views that typically embed
other widgets.

4. View accessorizing — provides access for all views.
5. Custom widgets accessorizing — this is the most complex step that makes

custom views adopt the accessibility protocol. This means that a view has
to provide its description, role, value, a list of actions and other attributes
assistive application may need.

3.2 Accessorizing Cocoa Applications

Cocoa applications are easier to accessorize hence most of the accessorizing work
is done at the UI design level and works automatically. Should the need to
customize this behavior arises, the following can be used [8]:

1. UI Design — title and linked accessibility objects are specified during the
Cocoa UI design process, therefore they work automatically.

2. Setting instance specific attributes — sometimes it might be necessary to
override default settings for title and description and this is typically accom-
plished by using accessibility APIs.

3. Subclassing accessorized classes — subclassing is used to construct custom
views and if a view needs to be accessible, it is required to override several
Cocoa methods. These methods define whether the object is ignored, provide
object’s attributes and perform hit testing.

4. Accessorizing from scratch — if a completely custom behavior is used, ob-
ject can override approximately ten accessibility methods and handle all
requests from assistive application by itself. That includes providing a list of
attributes, a list of actions, hit testing, etc.
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3.3 Accessorizing Java Applications

Java applications typically need the Java Accessibility bridge to provide acces-
sible GUI with the help of javax.accessibility package. In Mac OS X, this
technology is already built into Java 2, Standard Edition and all Java applica-
tions that use AWT or Swing windowing models are automatically accessible.

4 Access Enabling Already Existing Applications

This paper presents a method of accessorizing windows in an already existing
Carbon (host) application we do not have source code of. We assume that the
host uses user interface that does not consist of system widgets and provides
its own, non-accessible widgets. In order to provide accessibility in such host,
we have to provide the information assistive application requires by means of
accessibility protocol. To provide this information, each window has to provide
accessibility object hierarchy that can be created by creating HIViews that han-
dle all of the necessary events of kEventClassAccessibility event class. In
further we will call such view an axView and its purpose is to provide a place-
holder that has no physical appearance but provides information required by the
assistive application. Each axView responds to the following accessibility events
in addition to events requires by HIView and its base class HIObject:

– kEventAccessibleGetAllAttributeNames — this event provides a list of
attribute names (such as role, title, description) that will given AXUIElement
contain. axView adds 3 attributes that are:
– kAXTitleAttribute — attribute that holds a object’s title.
– kAXDescriptionAttribute — attribute containing object’s description.
– kAXFocusedAttribute — attribute that defines whether the object cur-
rently has a keyboard focus or not.

– kEventAccessibleGetNamedAttribute — the purpose of this event is to
provide a value for an attribute specified by its name.

– kEventAccessibleGetAllActionNames — event similar to the first one,
where the AXUIElement is expected to return a list of actions it supports.
axView provides no default actions but its descendants such as button typi-
cally provide kAXPressAction action.

– kEventAccessiblePerformNamedAction — called when the user has de-
cided to let object perform given action based on its name.

– kEventAccessibleGetNamedActionDescription — provides a description
for a name based action.

With the help of axView and its descendants, we are able to create the missing
AXUIElement hierarchy in host’s windows and therefore provide navigation sup-
port. axView can serve as a base class for many other views and a typical sibbling
monitors the state of the widget we provide access to and updates appropriately—
changes its description when the color of the widget changes, for example. An ex-
ample of a view that provides kAXPressAction action is axButton subclass that
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provides an access to a push button beneath it. When the user decides to push
this button, axButton obtains kEventAccessiblePerformNamedActionevent for
kAXPressActionactionname. Its event handler resolves this event by synthesizing
a click on itself that gets dispatched to the original accessed widget.

4.1 Getting Accessorizing Code Run in Host’S Context

Accessibility notifications can be used to get informed when a new window ap-
pears in target application and assuming that we can safely distinguish one host’s
window from another, we are able to map all custom widgets to axView objects
and provide access to that portion of the user interface. In order to do that,
we need to get accessorizing implementation into host’s address space and the
easiest way to do so is from a plug-in loaded into the host.

If the plug-in way is not feasible or when the host does not support plug-in
architecture, we can build our code as a dynamic library and use function at-
tributes __attribute__((constructor)) and __attribute__((destructor))
to get attributed functions run when the library loads and unloads. Dynamic
loader (dyld) can be instructed to load specified libraries into each new process
when DYLD_INSERT_LIBRARIES environment variable is set. Since such behavior
might be undesired, this way is neither preferred nor recommended.

Third, and probably the most efficient way depicted at Fig. 1, is to use Mach
kernel APIs [1,2] to allocate a block of memory in host, into which we copy a
loader code that will be responsible for dynamic library (or bundle) loading and
its consequent execution. Such method is possible as long the current process
privileges match host’s privileges. The code is copied with the Mach virtual
memory APIs [2]. Once we have code ready in the host, we have to allocate an
another block of memory that will provide a stack space for a new thread we
create. Having code copied and stack allocated, we can create a Mach thread
in host1 (1). Math thread is initially in suspended mode so we can set its in-
ternal state which features initial register settings such as program counter and
stack pointer. Thread’s program counter is set to the previously copied code
and stack pointer is set as well. Thread’s main routine can also get parameters
either in registers (for PowerPC based Macs) or on stack (for Intel based Macs)
and finally we can start the thread remotely. Mach thread starts off with a cre-
ation of a pthread (2) that performs the initialization process and terminates
itself.

From our experiences, even some of the “thread safe” marked functions did
not like to be called from a Mach thread and therefore the creation of the pthread
was necessary. Pthread’s purpose is to install a Carbon Event timer that fires
at system task level (3), at that it is safe to call any APIs that we need to
load bundle into host’s context (4), (4’) and then exit. Once the installed timer
fires, it loads specified bundle (whose full path is one of the arguments passed
to the Mach thread) into host’s context and calls its main entry point that can
do whatever necessary (5).
1 This method is usually called code injection and is described more in [10,11] under
mach_inject.
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Fig. 1. Loading accessorizing bundle into a process

5 Case Study

The idea presented in this paper was applied on the newest version of ProTools, a
professional audio editing software developed by DigiDesign, a division of Avid
Technology, Inc. company. ProTools is a good case study sample because its
user interface consists mainly of custom widgets that have no relation to the
widgets provided by the operating system. Such non-relation is logical since
system widgets match neither appearance nor behavior of mix table widgets and
ProTools implement these widgets on its own.

The primary focus was to accessorize the contents of ProTools’ mixer window
that provides software control to a hardware mix table that must be attached to
the computer via USB or Firewire/IEEE 1394 port in order to operate. ProTools
is also able to operate with more than one device attached and that allows
virtually an infinite number of audio channels to be processed. The mixer window
consists of a left portion that presents a list of audio tracks at the top, their
groups at the bottom, and the right portion delimited with a vertical split view.
The right portion of the window shows visible tracks as columns for each audio
track and each column corresponds to a mix table column. Each audio track
consists of 5 inserts, 10 sends, input and output settings, automatic type, main
volume slider, record, solo, and mute buttons, peak indicator, balance sliders
and several other indicators and none of these widgets is accessible.

The mixer window is an essential portion of ProTools because it controls
how the mixed data will finally appear. Each of 5 inserts presents a hard-
ware or software DSP plug-in that can be used to filter input data such as 1
band equalizer or reverb. Inserts automatically return real-time filtered data to
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the same input channel. Sends are similar to inserts but do not return filtered
data back and rather send it to a hardware port or a channel. Peak indicator
that normally indicates too sensitive input with a red color, and record, solo,
and mute buttons are also important as they change color as the only indica-
tion of being active. It is not necessary to provide access to the main volume
slider and balance sliders as they copy hardware settings on the attached mix
table.

The injection method is used to have bundle containing our accessorizing sup-
port loaded into ProTools’ context and that bundle scans ProTools’ window list
and if the mixer window is not found, it installs an accessibility notification (ob-
server) to get notified when a new window appears. Due to its special signature,
mixer window can be easily recognized. Once the mixer window is available, bun-
dle code creates axView hierarchy for the entire mixer window and redefines the
raw keyboard down event to properly honor keyboard focus navigation. Apple
advises against using the raw keyboard down event and recommends to use the
unicode input text event instead so the text input methods have a chance to see
the keystrokes. Hence the text input event is not sent to that window for a tab
key as ProTools override it, the only way is to override the raw keyboard down
event. Our event handler just scans the event for a tab key and then passes the
event to the next event handler in the chain. Numerous axViews allow user to
specify inserts and sends because there is currently no other way of changing the
insert or send without a mouse. Other axViews provide functionality to read the
name of the DSP plug-in currently inserted in given insert or send slot, or read
the state of record, solo and mute buttons. Another kind of axView is installed
on the peak indicator to notify the user when the data is at peak and might
result in a data loss.

6 Conclusions

This paper provides an overview of access enabling of applications currently in
development and also provides an approach to accessorize an already existing
applications. The presented approach can be used to access enable Carbon ap-
plications even if they are no longer in development or its vendor has no interest
in making their custom user interface elements accessible. Nonaccessible custom
widgets of Cocoa applications could be accessorized with code injection too, but
the mechanism would be different. The idea uses Mach kernel APIs to perform
code injection that loads an accessorizing code into the application being ac-
cessorized. The code that performs access enabling has to recognize application
windows and create the missing accessibility objects to enable functionality of
assistive technologies such as VoiceOver.

The code injection is performed by creating the lowest level possible (Mach)
thread in application being accessorized as the API that is used to create such
threads allows application context to be specified. That Mach thread creates
standard pthread and terminates. Pthread uses thread safe APIs to get injected
code run at the system task level at which “non-thread safe” APIs can be safely
called. System task level code loads accessorizing bundle that implements the
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missing functionality into the application either instantly or by installing acces-
sibility observer to get notified when a new application window is available.

The accessibility is provided via axViews that based on HIViews that conform
to the accessibility protocol and provide useful information to the assistive appli-
cation. axViews are placed above the user interface elements they provide access
to and can optionally monitor that elements’ state to update their description
and functionality. Most of axViews provide kAXPressAction action that synthe-
sizes a mouse click on itself and as axViews do not handle mouse click, the click
passes through and reaches the original nonaccessible user interface element.

Our approach was tested on ProTools application, that is used for professional
audio editing and is mostly not accessible. The main focus was on mixer window
that provides access to the mix table and the entire window was covered by
a number of different axViews that monitor the state of the user elements and
allow visually impaired used to control this window. This includes insert and send
manipulation, input/output settings so the user is able to software interconnect
filters implemented by DSP plug-ins with input and output.

7 Future Work

Further research can focus on similar approach that could be used with Cocoa
applications and also creating an application that would serve as an accessorizing
toolkit and could be used by people.
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Abstract. The goal of the MOST project is to develop a novel, inexpensive, 
easy-to-use digital talking device for blind and visually impaired users based on 
off-the-shelf handheld computers (Personal Digital Assistant). The device 
provides a novel user interface based on a simple menu system and Braille text 
input, and a range of application programs to support everyday tasks, including 
clock, notepad, phone and short messaging, email. This paper reports on the us-
ability evaluation of the device, its strategy and implementation, and shows that 
our approach results in an easy to learn and use system with input speed compa-
rable to sighted users. 

1   Introduction 

Miniaturisation and the consequent appearance of a range of portable digital devices 
(laptops, notebooks, handheld computers, mobile phones, MP3 players, sound record-
ers) help sighted users in performing their daily task with ever increasing efficiency. 
Unfortunately, this trend is not a happy one for blind and partially sighted users. For 
them, these devices – due to their increasingly graphical user interfaces and small 
control buttons – become ever more difficult to use, creating a “left out” feeling in the 
disappointed user. Those, however, who can overcome the hurdles and manage to use 
these devices, will find themselves equipped with a number of units they need to carry 
around. 

Handheld computers (also known as Personal Digital Assistants or PDAs) would 
seem to be an ideal platform for creating one unified portable device that performs all 
the tasks of these various digital gadgets. Unfortunately, PDAs are especially not well 
suited to blind users for as most of the control and data input takes place via the touch 
sensitive screen and requires the use of a stylus.  

Despite these difficulties, the MOST project is investigating how PDAs could be 
made usable for blind users. The aim of our effort is to develop a novel, inexpensive, 
easy-to-use digital talking device based on off-the-shelf PDAs that, as a result, could 
become the one and only device users need to carry around and yet perform a wide 
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range of useful functions (word processing, media player, email and Internet access, 
mobile phone and short messaging, etc.) expected in our digital world.  

The basic capabilities and functionalities of the prototype system we developed 
were described in a previous ICCHP article [1]. In Section 2 of this paper, we give a 
short overview of the current version of this prototype concentrating on the modes of 
operation and available functionality. Section 3 looks at the question of usability, and 
describes the approach we have taken to carry out usability evaluation. The primary 
concern at this stage was to achieve the possibility of off-site evaluation and to meas-
ure Braille input performance over a long period of time. Section 4 presents the  
results of our Braille input performance evaluation. The paper ends with our conclu-
sions and directions of future work.  

2   The MOST Mobile Assistant  

The MOST Mobile Assistant is a special software-based solution to make off-the-
shelf PDAs usable for blind users. To minimize cost, specialized hardware solutions 
(similar to e.g. [2]) were deliberately avoided. The navigational buttons are used to 
move around in the Assistant’s menu structure and control programs. The touch 
screen contains nine virtual buttons that enable users to perform text and data input in 
Braille (six Braille dots, confirm button, space and backspace buttons).  

Since the virtual Braille keyboard must be available at all times, a screen reader 
approach [3] was not suitable to make the device usable. Also, this would have locked 
our system to specific platforms, such as Windows or Palm. Instead, we decided to 
create a special software framework that provides a uniform user interface to users 
regardless what software they are using or who developed it.  

The heart of the MOST user interface is a specific menu system that provides con-
sistent navigation with any application. The user moves through the menu with the 
navigation buttons of the PDA. The up and down keys select from submenu items or 
commands, the right key executes the selected command or application, while the left 
key always returns to the previous level of the menu hierarchy. 

2.1   Functionality 

The approach we took required that those programs people would normally find on 
PDAs had to be developed from scratch. Our implementation is based on Java that 
makes our system platform-independent. In the prototype version we developed a 
number of applications. In the current state of the project, we are improving these to 
achieve commercial grade quality, as well as adding new programs to provide more 
functionality. The following programs and corresponding functionality are available 
at the time of writing: 

− Clock: Allows users to retrieve and set current time, date and time zone. Periodic 
time read out at user set intervals is also possible.  

− Alarm clock: Allows users to set alarm/wake-up time and corresponding sound. 
− Address book: Stores user contact information such as, name, address, phone num-

bers, and email address. The address book can be accessed from other programs to 
easily retrieve information where it is needed. 
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− Notepad: A simple text editor that allows users to enter plain text notes or read 
text. Text can be read in different units (word, sentence, paragraph, continuous) as 
suited.  

− Calculator: A simple calculator performing basic arithmetic operations. (A full 
blown scientific calculator has also been developed but not yet part of the system.) 

− Phone: On PDA phone devices, the framework enables users to access the underly-
ing mobile phone system to initiate and receive phone calls, receive and send short 
messages. 

− MP3 Player: A CD quality software MP3 player that allows playback of music and 
talking book files stored on the PDA. 

− Email Client: A special email client to receive, read and write email messages. 
Attachments are not supported at the moment. 

− Settings: The users can also access important system settings and information. The 
current status of the device, battery charge level, Braille keyboard and Text-to-
Speech settings can be queried and set where applicable. 

2.2   Braille Input 

Each of the above programs, with the exception of the MP3 player, relies on Braille 
input. Since the PDA touch screen senses only one pressure point at a time, it is not 
possible to create a software Braille keyboard in which users press several keys simul-
taneously similar to the traditional Braille keyboard. On the PDA, Braille input must 
be performed point by point, followed by a confirmation that marks the end of the 
Braille cell entry. For instance, the character ‘g’ is entered as the following sequence: 
pressing Braille dots 1, 2, 4, 5, then the Accept key.  

3   Usability Testing 

The primary question of the project is whether we can make PDAs usable for blind 
users using our approach. The functionality of the application programs has been 
verified previously. The number one concern is thus the effectiveness of our user 
interface, that is, whether the menu system is intuitive and consequent enough and the 
speed of entry of our Braille input method is comparable to that of sighted users.  

3.1   Overview of Usability Testing Strategy 

These questions can only be answered with extensive usability testing performed by 
blind users over a period of time. Usability tests are normally carried out in special 
laboratories where user activity can be closely monitored. There are several reasons 
why this approach could not be used in our project: 

− There is no graphical user interface; traditional video recording approaches do 
not work. 

− Testing should last for months; the number of sessions required would make 
testing very slow and difficult to manage. 
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− On-site testing would put users under unnecessary stress impairing their  
performance.   

− Travelling to the test laboratory would impose extra burden to the users, espe-
cially for those living in different towns. 

To simplify and automate usability testing and relieve users from the stress and 
travelling burden, a special usability logging module has been developed as an inte-
gral part of the framework. The module relies on the log4j logging framework [4] 
and allows us to record each and every event happening in the Mobile Assistant. With 
careful filtering it can be used to log e.g. menu navigation events, Braille dot presses, 
character or word entry events. This strategy lets users work at home, at any suitable 
time and at their own pace without stress. It also enables us to collect more reliable 
performance data from each user more, as logging information can be collected for 
several weeks or months. 

3.2   Implementation 

To comply with privacy and data protection directives, the logging framework is not 
recording every activity of the users. It is only operational in a special test program 
that is responsible for conducting usability tests. This test program was designed to 
measure the Braille input speed of the users over a long period of time. The test 
includes Braille character, word and sentence typing exercises during which all key-
strokes and their timestamp are stored using a Java logging framework. These data 
provide the basis for quantitative usability analysis giving insight into how effi-
ciently the system can be used, with what error rate and how fast the users learn to 
use it. 

The log files generated by the usability test program are collected regularly from 
the users and after pre-processing stored in a database. The collected data allows us to 
analyse Braille input performance, such as learning rate, maximum input speed, error 
rate, and correlate this to computer experience, age or amount of time spent with 
using the device. Special care is taken to evaluate the performance of contracted and 
non-contracted Braille, as well as non-English character input in comparison to 
sighted users. 

3.3   Users and Profiles 

At this initial stage, five test subjects have been selected. As listed in Table 1, they are 
of different age groups and have a varying degree of computer experience. Some 
never used computers; some have experience with DOS systems, while the others are 
average Windows PC users. 

In the future, the number of test subjects will be increased to collect more infor-
mation and to find out how younger adults and children perform on the Mobile 
Assistant. 

Several sighted users acted as control group test subjects (age 26-40) in order to es-
tablish baseline performance for normal stylus-based PDA entry speed. These users 
performed the sighted version of the usability test program.  
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Table 1. The profiles of the test subjects in terms of age, sex, sight impairment and computer 
experience 

 

User No. Gender Age Degree and age  
of sight loss 

Use of Braille  Computing 
experience 

1 female 63 blind, age 3 regular, contracted none 
2 male 54 blind, since birth regular average user 
3 male 42 blind, since birth regular, contracted expert user 
4 female 45 blind, age 11 regular average user 
5 male 42 blind, age 17 seldom expert user 

 

4   Results 

In this paper we discuss results related only to the Braille input speed measurement, 
as we consider this the most important factor in the usability of the system. From the 
Braille input point of view, there are two key usability-related characteristics that 
determine the viability of our approach. The first is whether blind users are able to 
use the touch screen-based Braille keyboard. The second is the achievable typing 
speed. 

We have found that although it is possible to use the touch screen without a posi-
tional guide, this way of operation results in very slow input and high error rate. To 
orient users, a plastic guide with holes at the dot locations have been designed that 
can be fitted onto the PDA in a way that it does not touch the screen. The user then 
only needs to find the particular hole for the given virtual key and the hole will guide 
his or her finger to the correct touch position  

From the test logs we can determine the amount of time spent with the usability 
tests as well as with other activities. This provides important information about how 
much experience the user gathered during the evaluation period. Table 2 summarises 
the tests quantitatively. During the entire test period, our blind users typed several 
hundreds of character a day, in total varying between 12 000 and 27 600. The log files 
also indicated that on average, users 1-5 used the Assistant for 121, 50, 71, 89, 156 
minutes each day, respectively. 

Table 2. The average time spent with daily testing, and the number of tests performed 

Daily average User 
No. 

Active testing 
days Testing 

time [min] 
Braille character 
tests  

Word tests  Sentence 
tests 

1 27 38 44 26 10 
2 15 21 31 21 4 
3 47 18 54 25 5 
4 69 25 50 25 7 
5 34 41 23 36 19 
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4.1   Typing Speed 

The data in the log files allowed us to explore in detail how users can use our system. 
We could extract information such as the time to enter Braille characters, complete 
words and sentences; the variation of these time values with time that show speed 
improvement due to learning; the type and rate of errors during text input; correlation 
between age and entry speed, and correlation between entry speed and the number of 
Braille dots required for the text. 

For space considerations, we only show one set of results in Fig. 1 and 2, which 
summarize the character entry time distributions for the blind versus sighted users and 
show the variation in error rate with time. 

Based on the app. 150 msec response time of PDA screens and the average user re-
action time, we presumed that 2 virtual buttons can be pressed in a second on the 
touch screen. Taking an average of 3 Braille dots per character plus the Accept key 
press, this results in 2-second average character entry times, or 30 char/min typing 
speed. Fig. 1 clearly shows that 3-point characters are entered faster than anticipated, 
in app. 1.5 seconds. In fact, nearly all characters are typed in less than 2 sec average.  
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Fig. 1. Box plots of blind and sighted user input times. Boxes represent boundaries for 25-75% 
of data points with median, whiskers for 10-90%, and outliers for 5-95%. 

When compared to the entry times of young (age 25-35) sighted users, we can see 
that the English alphabet characters are entered 2-3 times slower. (Note, that this 
speed difference is expected to disappear for older sighted users.) Characters with 
accents (e.g. á, é, ) or multiple consonants (e.g. ny, sz, ty), however, are typically 
entered faster by the blind users on our Braille keyboard. Word and sentence test also 
show that blind users achieved half of the entry speed of young sighted users. We 
expect to see further speed gain when using contracted Braille input.  
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Figure 2 illustrates the variation of the relative error (number of incorrect charac-
ters / total typed characters) in Braille text entry. The results demonstrate how fast 
users can learn to use the Mobile Assistant. Users, who never before used a PDA 
device and our Mobile Assistant, could naturally and quickly adapt their Braille skills 
to the Braille touch screen keyboard. The error curves show that within two weeks 
each user converged to app. 1% error from the 5-10% initial value.  
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Fig. 2. The change of error as users spent more time using the Mobile Assistant. Each user 
achieved an app. 1% error rate within two weeks of testing. 

5   Conclusions 

The aim of the MOST project is to create an affordable and efficient portable comput-
ing device based on off-the-shelf PDAs. The purpose of this paper was to give an 
overview of the MOST Mobile Assistant, its functionality and user interface, and 
describe in detail the approach we took for the usability evaluation of the device. 

We have developed a special logging module that allows users to perform usability 
tests without stress at any suitable time in their home. The framework provides de-
tailed information about the performed usability tests for a long period of time. The 
evaluation of the results showed that text entry speed comparable to sighted PDA 
users can be achieved and users learn to use the system very quickly. This is very 
important as we intend to create an Assistant that helps users who do not have com-
puting knowledge. 

Further input speed improvement is expected by the use of contracted Braille input 
or external Bluetooth keyboard that provides sighted typing speed for blind users with 
standard keyboard typing skills. These tests are being planned at the time of writing 
and should produce results in the near future. Further usability tests are also planned 
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that will involve more users including children. Besides pure text entry measure-
ments, task-oriented performance studies are planned to measure e.g. the effectiveness 
of sending short messages from the Assistant in comparison to sighted PDA and mo-
bile phone users. 

A set of new application programs is also under development. An agenda program, 
simple web browser, colour recogniser, educational, adventure and quiz games are in 
the pipeline. Work is underway to create a client application to access the Hungarian 
E-book Library [5] and other public electronic libraries for browsing, searching and 
downloading books (in either text or mp3 format) in a uniform way.  

In the long term, the Mobile Assistant will be ported to desktop computers to pro-
vide blind users with a simpler and more effective environment than today’s graphical 
user interface oriented systems.    
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Abstract. Various approaches to providing blind users with access to graphi-
cal user interfaces have been researched extensively in the past 15 years, and
yet accessibility is still facing many obstacles. Graphical environments such as
X Windows offer a high degree of freedom to both the developer and the user,
complicating the accessibility problem even more. Existing technology is largely
based on either a combination of graphical toolkit hooks, queries to the applica-
tion and scripting, or model-driven user interface development. Both approaches
have limitations that the proposed research addresses. This paper builds upon
past and current research into accessibility, and promotes the use of abstract user
interfaces to providing non-visual access to GUIs.

1 Introduction

Ever since graphical user interfaces (GUIs) emerged, the community of blind users has
been concerned about its effects on computer accessibility [1]. Until then, screen readers
were able to truly read the contents of the screen and render it in tactile and/or audio
format. GUIs introduced an inherently visual interaction model with a wider variety of
interface objects. MS Windows rapidly became the de facto graphical environment of
choice at home and in the workplace because of its largely consistent presentation, and
the availability of commercial screen readers created somewhat of a comfort zone for
blind users who were otherwise excluded from accessing GUIs.

As X Windows-based systems grow in popularity for both home and work environ-
ments, an additional level of complexity has emerged. Not only pose GUIs an obstacle
by being inherently visual, but it is also possible to combine elements from a variety
of graphical toolkits such as Athena, GTK, Qt, . . . into a single graphical environment.
This important feature promotes flexibility and interoperability, but it largely compli-
cates the work needed to provide accessibility. Screen readers either must support all
commonly used toolkits, or they must be designed to not depend on any implementation
specific details.

Past and current research indicates that abstracting the user interface offers a high
degree of flexibility in rendering for a multitude of output modalities. Blind users gen-
erally prefer auditory and/or tactile representations of the GUI, as an alternative to the
visual rendering provided by GUIs. Current approaches use a combination of toolkit
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extensions, scripting, and complex heuristics to obtain sufficient information to make
alternative renderings possible [2]. Alternative approaches aim to solve the accessibility
problem by addressing the different output modalities in the design and development of
applications, composing model-driven user interface implementations at development
time.

The need for alternative user interface representations across different output modal-
ities makes the accessibility problem a prime candidate for using abstract user interface
(AUI) descriptions. The remainder of this paper first presents related work on GUI ac-
cessibility. The third section describes the use of AUIs at the core of an accessibility
framework, providing non-visual rendering in parallel with visual representations, fol-
lowed by a comparison of this approach against AUI-based model-driven user interface
construction. Section five concludes this paper with a description of future work.

2 Related Work

In the context of accessibility of GUIs for blind users, Mynatt and Weber provided two
early approaches [3]. The Mercator project at the Georgia institute of Technology re-
placed the GUI with a hierarchical auditory interface, whereas GUIB provided a tactile
representation of the screen contents. Contrasting both projects also established four
core design issues that are common to non-visual access to GUIs, further refined in
[4]. This early paper also provides a more general description of common approaches
towards GUI accessibility.

The ”Fruit” system described by Kawai, Aida, and Saito [5] addresses the issue of
user interface accessibility by means of an abstract widget toolkit. Application software
is still written as if a graphical widget toolkit is being used, while the actual presentation
of the user interface is handled by device-specific components. The ”Fruit” system does
not support synchronised presentation in multiple modalities, nor does it provide any
accessibility at the level of the windowing environment.

Savidis and Stephanidis explored alternative interaction metaphors for non-visual
user interfaces [6]. This work was expanded upon in the development of a user interface
development toolkit [7]. The HAWK toolkit provides interaction objects and techniques
that have been designed specifically for non-visual access. The toolkit is used in the
AVANTI project [8], introducing a Unified User Interface concept using runtime user
interface adaptation based on user and usage context.

The similarities between application user interfaces and World Wide Web forms
provide an important foundation for using AUIs. Barnicle researched specific obsta-
cles that blind users encounter when using GUIs [12]. His results were confirmed in
later research[13,14]. The UsiXML [9] project at the Belgian Laboratory of Computer-
Human Interaction (BCHI) at the Université Catholique de Louvain builds upon these
concepts. The ability to abstract the user interface lies at the core of the research pre-
sented in this paper.

Research into alternative user interfaces has been extensive. Two notable projects are
the ”virtual sound wall” at the Oldenburg R&D-Institute for Informatics Tools and Sys-
tems [10], and the performance analysis of multi-modal interfaces by Vitense, Jacko,
and Emery [11]. Both solutions require expensive devices that are well outside the



Non-visual Access to GUIs: Leveraging Abstract User Interfaces 1065

budget of an average user. The research presented in this paper therefore limits the
context of output modalities to refreshable Braille displays, speech synthesisers, and/or
non-spatial sound.

3 Leveraging AUIs Towards Accessibility

The non-visual presentation of GUIs poses several HCI design issues that need to be
addressed as part of any acceptable accessibility solution. Five fundamental problems
were identified by Mynatt and Weber [3], and Gunzenhäuser and Weber [4]:

– Coherence between visual and non-visual interfaces
– Exploration in a non-visual interface
– Conveying graphical information in a non-visual interface
– Interaction in a non-visual interface
– Ease of learning

Abstract user interface rendering at runtime ensures coherence, and allows both
sighted and blind users to operate using the same mental model of the interaction se-
mantics [15,16]. In addition, AUIs can address the three remaining fundamental HCI
problems by translating what is perceived as visual metaphors in a representation inde-
pendent manner. Some of this task is to be delegated to the screen reader implementa-
tion. E.g. while the AUI rendering is handled per application by shared components, the
screen reader is typically implemented as an application that serves the entire window-
ing environment. Figure 1 explains how non-visual access to GUIs can be implemented
by leveraging AUIs.

Whereas current approaches work with applications that are implemented against a
specific graphical toolkit, depending on explicit support for accessibility in the toolkit,

Java Apps GTK+ Apps

AUI AUI AUI AUI

Screen Reader

Braille DisplaysText−to−Speech

Swing

GTK+ Athena

Qt

X Windows

Qt AppsX11 Apps

Non−Visual Renderer

Application Layer

Rendering Agents

Device layer

Fig. 1. Leveraging abstract user interfaces for accessibility
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AUI-based non-visual access builds on a paradigm where the UI of the application
is described in an abstract form. The presentation of the UI is delegated to specific
rendering agents, both visual and non-visual [15].

The advantages of this approach are not only within the context of providing non-
visual access to GUIs but also within the context of user-controlled “look & feel”.
Because applications are no longer specifically built for a given graphical toolkit and
rendering is delegated to specific agents, it is possible to render applications against any
supported toolkit. This flexibility can be a powerful feature for many users.

Leveraging AUIs allows accessible user interfaces to be implemented side-to-side
with their graphical counterparts. This resolves a long standing problem with screen
readers needing to tap into the application flow in order to retrieve the information
needed to drive alternative presentations. This puts current screen reading technologies
at a definite disadvantage.

The XML document shown in figure 2 provides an example of a fairly simple user in-
terface. The graphical rendering in Swing is shown in figure 3. The example application
is a card game, appealing to both a sighted and blind audience.

While the example presented here is very basic, it does show important features of
the presented approach. The menu bar with all its components is defined in a truly
abstract way, whereas the main user interface uses an abstract form augmented with
additional (graphical) information, such as image sizes and background image specifi-
cations. It carries all information to facilitate both visual and non-visual presentations.
While the example is a hand-crafted AUI description, more complicated applications
would benefit from generated user interface descriptions (e.g. using UsiXML [9]).

The reference implementation currently being developed parses the XML docu-
ment describing the user interface into an abstract object model. This model drives all

<?xml version="1.0"?>
<gui>

<window id="GameSys">
<menuBar>

<menu id="Game">
<menuItem id="New" label="New game"/>
<menuSeparator/>
<menuItem id="Quit"/>

</menu>
...

</menuBar>
<form id="Table" width="500" height="300"

bgImage="felt.jpg">
<form id="Card-1" width="71" height="96"

bgImage="card-1.gif"/>
...

</form>
<statusBar label="GameSys v1.0.0"/>

</window>
</gui>

Fig. 2. XML document providing an abstract user interface description
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Fig. 3. Rendering an AUI description using Swing

rendering engines, providing them with information about what needs to be communi-
cated to the user. The rendering engines decide how the information is presented. Input
from the user is channelled from the input device to the focus manager in the abstract
object model, interacting both with the application and with the rendering engines. The
current architecture for the prototype is shown in figure 4. Note that whereas the XML
document describes only how the user interface is presented to the user, the abstract
object model also carries information on what data is to be presented as is suggested by
earlier research [17].

Although Swing is used as the underlying technology for this prototype, all of the
UI logic is handled by the AUI focus manager. This ensures that both the visual and
the non-visual presentations provide users with identical interaction models. In addi-
tion, the focus manager can make decisions based on graphical information (element
sizes, etc. . . ) without exposing the actual decision logic to the rendering agents. This
is required in order to resolve the problem of conveying graphical information in a
non-visual interface.

4 Comparison with Model-Based UI Construction

Model-based UI construction generally covers two approaches:

– Development-time UI construction
This includes all ways of generating multiple final user interfaces (generally for a
variety of modalities). Often, rather than simply creating multiple UI front-ends,
multiple versions of the application are generated due to using a more invasive
interface between the application and the user interface. A prime example is the
UsiXML project (and its derived projects) [9].
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– Runtime UI selection
This includes all mechanisms that allow some form of model-driven UI customisa-
tion. Where development-time UI construction generates a set of UIs, runtime UI
selection supports alternatives for UI components. A model-driven UI engine de-
termines which alternative (if any) for a given component is to be used at any given
time. A good example of this approach is the AVANTI project [8].

The research presented in this and earlier papers [15,16] can and will build on
development-time UI construction techniques, but it present a very different approach
in terms of accessibility. Providing non-visual access to UIs by means of modality spe-
cific implementations constructed during the development of the application makes it
impossible to share a single instance between a sighted and a blind user. As such, collab-
oration by observing the same runtime information is not possible. Runtime rendering
of the AUI allows for this by supporting multiple simultaneous renderings.

Runtime UI selection is somewhat similar to the approach presented here, in the
sense that the user interface presentation is decided upon at runtime rather than at de-
velopment time. This powerful technique supports current concepts of universal access,
and is a major advancement towards accessibility. It does not generally provide for si-
multaneous rendering in different modalities. It does involve a tight coupling between
the application and the user interface presentation, making future extension of supported
modalities more complicated. Runtime rendering of AUIs does not have that limitation.

5 Conclusion

This paper describes a novel approach to providing a long-term solution for non-visual
access to GUIs by leveraging abstract user interfaces. The theory behind the presented
work is built upon extensive research into HCI accessibility issues, AUIs, past and



Non-visual Access to GUIs: Leveraging Abstract User Interfaces 1069

current approaches to solving this complex problem, and user feedback on existing
implementations.

A prototype is being developed for extensive field testing as part of this research.
Only through user feedback can success be measured appropriately. The prototype will
be enhanced to provide better support for a representative subset of commonly used
widgets so that multiple example applications can be built.

There is still a long way ahead, and ultimately, integration with existing (and in-
development) AUI frameworks will be important. Not only because modifications may
be required in order to support runtime rendering and non-visual access, but also be-
cause the proposed approach builds upon the adoption of the AUI application develop-
ment paradigm. because
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Abstract. We describe the goals, issues and constraints found creating audio-
haptic applications oriented to people with visual disabilities. Using audio-
haptic games as a measuring tool, we have found unexpected features in the 
user’s audio perception. Our goal is to define a model of perception and usabil-
ity guidelines for developers creating immersive accessible applications. This 
paper presents initial findings, related to user precision over 3D audio and hap-
tic effects. The game and environment use a multichannel speaker array taking 
advantage of Microsoft DirectX multichannel audio support (5.1) as the audio 
processing abstraction layer. The environment allows simple haptic assistance 
through force feedback joystick devices, also supported by Microsoft DirectX 
as the force feedback and user input abstraction layer.  

1   Introduction 

We have been developing accessible games since 2003 at ORT University, Uruguay, 
as testing tools for immersive audio–haptic environments, based on previous audio 
game concepts [1,2]. These games used 3D audio with simple haptic support. We 
used Microsoft DirectX as the hardware abstraction layer for game development [5]. 
We handled multichannel 5.1 audio by means of MS DirectX 3D acoustic support 
(DirectSound) [6]. In addition, we made use of basic haptic feedback with MS 
DirectX force feedback support (DirectInput) and a force feedback joystick. Force 
feedback joysticks are simple haptic devices and provide basic features: haptic ex-
ploratory procedures supported are pressure and contour following (with limitations), 
according to Klatzky’s classification [7]. We did a proof of concept for the environ-
ment and gathered preliminary feedback from users of the 2003 game, augmented by 
new opinions and perceptions in 2004. During 2004, we developed an “audio-haptic 
engine” called “SHADE” (Simple Haptic Acoustic Development Engine) [8], which 
facilitates game production and simplifies the way in which more sophisticated effects 
can be used. During 2004 and 2005 we used SHADE to develop games [10].  

During the testing and concept validation phases in 2003, we found that some us-
ers’ 3D sound perception differed from the expected behavior [4,9]. To establish a set 
of predictably perceived sound and haptic effects, we started to create new SHADE-
based games to automatically measure and record user responses and their subjective 
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overall assessment for a selected effect set. We expect to begin testing these games 
with end users in 2006. 

In the following sections, we will describe observed user perceptions in our present 
research and future lines of research. Section 2 describes the test environment and 
explains SHADE and DirectSound capabilities and constraints. Section 3 explains 
validation test findings. Section 4 gives a preliminary limited set of guidelines for 
developers working with multichannel audio–haptic environments. Section 5 sets out 
our preliminary conclusions and our expected future lines of research.  

2   SHADE Aural-Haptic Display 

SHADE strongly relates to 3D DirectSound and DirectInput models. The DirectSound 
3D model defines, for each sound source, its volume level, direction, and positioning 
in the 3D virtual soundscape. The sound model assigns a virtual position to the user in 
a 3D space. The x-axis goes from left to right; the y-axis goes from bottom to top; the 
z-axis goes from near to far [6]. Sound source positioning may be absolute or relative 
to the avatar1. Sound propagation rules may establish two “sound projection cones” 
(Figure 1) and special effects like “occluded sound” (behind a wall or door).  

 

Fig. 1. DirectSound propagation model, showing inside cone (d), outside cone (c), and virtual 
zones with particular sound propagation. Distance (a) represents the “near” zone, distance (b) 
represents the sound fading zone and no sound is perceived over distance (b). The sound source 
is located at the origin (C). [2] 

Looking at Figure 1, when the avatar’s virtual position is in zone (1) (marked over 
the avatar’s right shoulder), it is meant to be near the sound source, and all speakers 
have the same volume level and play synchronously. Therefore, the sound source 
                                                           
1  Avatar: from Sanskrit avatâra, god’s incarnation on earth. Term used to refer to the main 

character in role-playing games; usually the player “tells” this character what to do to play 
the game. 
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position is not identifiable. When in zone (2), the avatar is meant to be far away from 
the sound source and only the secondary cone sound (strongly faded) is perceived. 
When in zone (3), the avatar is meant to be in a direct path, but far away from the 
sound source. Therefore, the user clearly perceives the sound, but its volume is faded. 
When the avatar is in zone (4), it is meant to be so far away from the sound source 
that it either perceives no sound at all or the sound volume is very low and constant. 
In all these cases, differential time shifting is applied to each loudspeaker [6]. 

Although we can theoretically change elevation (vertical position) using Direct-
Sound to shift the sound timing, it is very hard to get different users to have a stable 
perception of elevation [6,9]. This is because people perceive elevation cues as a 
natural time shift produced by the outer ear (pinna), person’s height and other mor-
phological aspects [11]. For the time being, then, we have opted for a 2D soundscape 
in SHADE, because of the above-mentioned instability and the increased complexities 
in loudspeakers setup (loudspeaker position and room height, among others) [9]. 

Our preliminary approach to 3D sound-haptic games intended users to sense an 
immersive environment and to improve on traditional stereo or monaural audio game 
playing experiences. User feedback indicated satisfaction with the environment’s 
increased realism and complex capabilities offered. We expect people to use this 
environment at home; as a result, standard off-the-shelf equipment was to be used.  

We decided not to produce a graphical interface for SHADE-based games to make 
sure that both sighted and blind users had the same clues. We plan to add high-
contrast wire frame 3D scenes for low vision users in future releases. 

Joystick haptic capabilities offer limited haptic support, including slow motion (0.2 
Hz) (i.e., simulating waves in a calm sea) or fast motion (500 Hz) (i.e., simulating a 
gong), in which case amplitude must be short. It can also rotate or simulate a quick 
movement, like the release of a bow string (from fast to slow movement) or some 
object being hit (from slow to fast movement with an abrupt end). Joysticks can only 
vibrate and rotate with limited amplitude and frequency [13] and cannot offer real 
enclosure or full contour sensation. Other products, like PHANToM from SensAble 
Technologies [14] or the SPIDAR from Tokyo Institute of Technology [15], among 
others, offer richer support, but are experimental or less accessible to targeted end 
users. When we began our work in 2003, we also found that the force-feedback joy-
stick was very similar to a very old and common haptic device for blind people: the 
white cane. Considerable work has been done worldwide using the force-feedback 
joystick as a haptic device since 2002 and information is still being gathered [4]. 

3   Validation Test Findings 

3.1   Analyzed Variables  

We evaluated perception accuracy in terms of the angular distance between the theo-
retical sound source position and the user signaled position, following previous im-
mersive sound experiments conducted by the CIPIC Interface Laboratory [9,11]. Even 
though we are working in a 2D sound space only, this space is part of a 3D environ-
ment. Therefore, we still refer to environment sounds as 3D sounds. 

Working with SHADE and DirectSound, we defined the term “3D Sound Azimuth” 
(3DSA) for the user perceived angular position of a 3D sound source. 3DSA is the 
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avatar’s angular orientation in relation to an arbitrary “front” position in the sound-
scape (referred to as angle 0º “Front”, see Figure 2b) and the virtual 3D sound source 
position with respect to this.  

 

Fig. 2. (a) Loudspeaker array with user [17]. (b) Arbitrary angles assumed in environment 
evaluation. 

We will use the term 3DSA Accuracy (3DSAA) to indicate the accuracy of the user 
perception of the 3D sound position. This metric is defined as the angle between the 
extreme azimuth perceptions for the same sound position. Lower angular values rep-
resent better 3DSAA behavior, i.e., a 3DSAA of 30º means an accuracy of ±15º from 
the sound source position. 

Our initial observations related to 3DSA and 3DSAA using low (30 Hz) and high 
(3000 Hz) audio frequencies. Our sound probes were “contextual” sounds: a water 
drop, a cricket, and thunder, among others. We observed user reaction in a small 
group of people who participated in product tests: five sighted people and three visu-
ally impaired users who were 16, 23 and 37 years old at the time they tested the prod-
ucts. We also evaluated haptic support. Blind people found it too strong, but still con-
sidered it to be interesting and to reinforce game play. 

3.2   User Perceptions 

How accurate is user 3DSA appreciation? Is it stable at different sound frequencies? Can 
the end user perceive that a sound source is moving virtually around the avatar’s position? 

These questions arose when we began to test our game and found that some of the 
user perceptions differed from expected behavior. These irregularities were also found 
to occur in other games.  

Currently, we have no systematic or automatic records, because earlier games did 
not collect user reaction time. We expect to automate information gathering in two 
new games to be delivered in early 2006. However, taking in account our initial data 
and subject to future validation, a short summary of the main perception problems 
detected is presented below. 

1. Effect of sound source azimuth (sound position effect). Primary sound azimuth 
cues are binaural [9], [11], [12]. For static sources, there is a significant variation in 
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user 3DSAA depending on sound position. Perception quality increases for lateral 
azimuths (more exactitude in angle appreciation) and strongly decreases behind the 
user (Figure 3a). We can see that users have a 3DSAA of 45º with frontal audio 
sources and 3DSAA quality increases to 30º (±15º) for lateral sound sources. Fi-
nally, we find that there is a sharp loss of precision for sound sources behind the 
user. This demonstrates the effects of Interaural Time Difference (ITD)2, which is 
at its maximum level when the environment produces the sound laterally and drops 
to a minimum when the sound is produced in front of the listener [5]. Behind the 
user, outer ears and head “shadow” stop the sound being heard directly: complex 
sound phase shifting and room reverberation alters perception, making it even 
more difficult to identify the source’s 3DSA [4]. 

 

 

Fig. 3. (a) Mean observed 3DSAA among environment testers. (b) Arbitrary angles assumed in 
environment evaluation. 

2. Effect of sound source relative distance (far–near effect). Due to the DirectX 
model of sound propagation and contrary to expected behavior, 3DSAA is better 
for virtually distant sources than for nearer ones. Sound sources virtually located at 
3 meters from the avatar have a lower 3DSAA (greater angle) than sound sources 
virtually located at 5 meters or more. 

3. Effect of sound source frequency. At lower frequencies, the sound wavelength is 
larger than head diameter and the room reverberation effect is worse [12]. We 
found that user azimuth identification was less reliable with low frequency sources. 
Sometimes they could vaguely identify what “regions” the sound came from (“from 
the front”, “from the left”, and so on), whereas on other occasions they could not 
even identify a region, especially when low frequency noises were “close” and the 
room reverberation had a worse effect on perception. The use of one subwoofer as 
the only low frequency emitter also affects results: low frequency sounds are only 
emitted by the subwoofer in position “B” (Figure 2a). The combined effect of low 
frequency and rear sound position caused a 3DSAA as bad as 120º for some users. 

4. Effect of “ambiance” sound incidence. We used two kinds of “theatrical ambi-
ance” sounds: non-directional thunder and automatic characters: a dog (barking) 

                                                           
2  Interaural Time Difference: Delay time between the signal perceived by one ear with respect 

to the other. Its value is highest when the sound source is in a lateral position and the differ-
ence in the ear distance with respect to sound source is the greatest.  
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and guards. Thunder claps were disorienting as users could not define the 3DSA 
and expected some clue from the sound. The barking dog sound made one of our 
users jump: she believed that there was a real dog in the room. In this case too, us-
ers expected some clue from those sounds. 

5. Effect of inner-outer cone sound volume ratio. We observed a 3DSAA quality 
reduction when outer cone sound volume exceeded inner sound volume by 30%. 

6. Effect of sound motion. It is difficult for users to perceive small changes in 
3DSA. Variations under 10º were undetected for all users and more than 70% of 
users could not detect 3DSA changes of less than 45º (see Figure 4). 

 

Fig. 4. Average user ability to detect 3DSA motion. (***): all test users, (**): 50% of test users, 
(*): 25% test users, (  ): none. User is looking to the right in this diagram. 

7. Effect of haptic reinforcement. Haptic support reinforces 3DSA perception, but 
does not increase precision. Users like haptic effects as clues or theatricals rein-
forcement. We need to conduct experiments over a bigger population to develop 
guidelines for haptic features. 

8. Effect of user training. Although we acknowledged a 3DSAA enhancement for 
users playing the game more than once, more studies need to be undertaken to get a 
reliable quantitative measure.  

4   Initial Developer Guidelines 

This section presents our preliminary guidelines for developers, which we expect to 
extend after further work.  

The more challenging an effect is, the fewer the people who will be able to per-
ceive this effect. We intend to classify user audio-haptic capabilities into different 
skill levels. In this way, categories, i.e., “beginner”, “novice” and “expert”, will be 
able to be defined for expected skills needed for use of simulators and games or to be 
able to do jobs using an auditory display. We also expect to define a usabil-
ity/playability guide for developers, based on these skills levels. 
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1. Offer a high pitch “reference sound” in each environment. This allows users to get 
their bearings in the soundscape and to construct the concept of “front”, “right”, 
“left” and “rear”, simplifying their virtual movement interpretation. 

2. Use at least 45º in movement implementation. This allows most users to recognize 
soundscape rotation. In SHADE, the avatar is only allowed to perform 90º turns. 

3. Use low frequency sounds (less than 100 Hz) for omni-directional background 
sounds. Use them only if they are periodic and well documented (i.e., for thunder, 
the initial audio-drama explains that it is a stormy night). Do not use low frequency 
sounds as directional guides. 

4. Use wide movements to move objects in the soundscape. If this is impossible, use 
only high-pitched sounds to refer to these objects in the soundscape.  

5. Allow objects to refer (announce) themselves from long distances; this will make 
user orientation more precise. When the user comes close to the object, there is a 
loss in precision. Compensate for this loss using a secondary distant referrer sound 
in another position, preferably at 90º from the target sound source. 

6. Rear sounds are indicative of presence and are not precise. Give users enough time 
to rotate to raise precision before user interaction is needed. 

7. Design initial clues as high-pitched (2000–5000 Hz) sounds. A few minutes into 
the game, users may get their bearings with lower-pitched sounds, but designers 
should refrain from using very low frequencies (less than 100 Hz) for actions re-
quiring orientation and precision. 

8. Reinforce low-pitched clues with haptics indicating direction, if possible. Haptic 
scores do not rotate around the joystick axis (their angle is fixed), which is another 
good reason for allowing only very limited angle positions. 

9. Use small amplitude movements with haptic reinforcement: blind users will find it 
less exaggerated, and all users will still feel the score. 

5   Conclusions and Future Research 

Applications with immersive audio–haptic support can be developed for the blind, 
based on 5.1 audio and a force-feedback joystick using DirectX as the hardware ab-
straction layer. In these environments, care must be taken to allow users to identify 
the position and movement of sound sources. High frequency sounds, a minimum 
player turning angle of 45º, ample character motion and a large soundscape will help 
to create a near-realistic and enjoyable application.  

More research is needed to create a better guide. Two new games (“Jedi Trainer” 
and “Dancing Mat”) with automatic collection of user reactions will be under final 
user testing in 2006. A new haptic editor with Lego tiles will allow blind users to 
create their own stories and soundscapes, based on previous work experiences [2], 
[16]. This editor is related to SHADE and will become available for testing in 2006. 
We expect to collect a set of rules for future use in the industry, in the shape of a job 
skills guide and a skill level qualifier for simulation and games. Our metrics would 
relate to the variation of sound length, intensity and frequency; sound simultaneity 
and sound movement, with and without haptic reinforcement. 

We expect these guidelines to allow less experienced developers to produce pre-
dictable and enjoyable applications for blind and sighted people. 
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Abstract. Multi-modal interfaces have been overflowing HCI research, 
incorporating the different senses, to provide adequate feedback or input for 
human-device interaction. The plethora of sensory combinations that this 
“creeping multimodalism” implies seems to be creating an oxymoron when it is 
used as a solution to help people with sensory problems and/or limitations 
dealing with interfaces. A better solution for those people would be to use 
systems where the traditional senses are obsolete as driving factors of the 
interaction, and they are only used as peripheral aids. The quest for such an 
amodal user experience is the object of our current research. 

1   Introduction 

The directional gesture system is an example of potential amodal interaction 
techniques when combined with touchscreen input. Blind people could use such a 
system as a text entry tool on touchscreen based mobile devices and PDA’s [4, 5, 9, 
10]. The subject of our current research is to employ gestures that would be easily 
associated with integrative notions [2, 6, 7]. The goal is to maximize the inherent 
potential for intuitiveness that lies in touchscreen based input [1] employing 
directional gestures, and to ultimately provide blind users with an amodal input tool, 
that could be customized to be used in different applications [3, 8]. 

We are focused towards advanced systems that could adapt to user performance 
and interpret the user input and intention. Systems like that can be powerful and useful 
when there is an acquired or intuitive appropriation between direction and integrative 
notion that creates a symbolic/generic language inherent to human brain. The different 
directional gestures could, for instance, correspond to notions and categories, which 
are specific for mathematics and represent a set of particular actions which may be 
performed with objects, numbers (e.g., Chinese characters for numbers) or graphs. 

Addition, subtraction, multiplication, and division (fraction expressions, 
numerators and denominators) could be associated with directional gestures. For 
example a rightward gesture could correspond to the notion of addition “+”, while a 
leftward gesture could be subtraction “-”.  The same appropriation could be used to 
define numerical difference and equality (left-side/leftward and right-side/rightward), 
geometrical relationships of parallelism such as orthogonality, similarity, congruence, 
tangency and so on. In a more basic approach eight different directions could be 
associated with eight numbers or different alphabet characters [10]. 
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The system that we are developing is using an input of straight-line gestures that 
are classified in the four basic and intermediate directions. Furthermore, it is able to 
discern between parallel e.g. “// ” and sequential “− −” gestures. This would already 
enable a wide range of gestures that could be tied to a “vocabulary” of corresponding 
inherent notions. In order to determine the factors that differentiate the two-part 
gestures into single and double we needed to test a vast number of handwriting 
patterns to build a reliable recognition algorithm for user input. This test was the 
starting point of our research and helped us build amodal communication system. 

2   Method Design 

2.1   What Makes the Directional Gestures Differ 

The amodal system that we plan to construct will have to be able to recognize three 
types of gestures. The main challenge was for the system to recognize if a gesture is 
single, or the first part of a double gesture. Ten subjects from the local university were 
recruited for preliminary experiment to gather a base of three types of directional 
gestures. The goal of the experiment was to find the parameters (predictor-factors) 
defining when recognition and classification can be performed regarding uncompleted 
two-part directional patterns. 

Setup. The hardware used in the experimental set-up was a pen tablet Wacom 
Graphire4. The software recognizes and stores data for two-part gestures done in the 
Wacom tablet, using stylus. Each of the two-part gestures comprised of two vectors, 
the first gesture, the second gesture and the distance between their starting points. The 
parameters that were collected were the length (R1, R2, R3-distance) and the time 
(T1, T2, T3) accordingly. Those parameters are redundant to parse the data input 
stream. However, for directional input techniques “interrupted sequences” of 
handwriting patterns were never used before because only uninterrupted gestures 
seemed to lack discrimination problems [5]. 

The subjects were instructed on the concept of single and double gestures. They were 
told that the system receives an input of three types of gestures, and thosecould be 

− two single gestures implemented sequentially with a little pause as naturally 
as possible, 

− one double gesture composed of two parallel handwriting strokes and 
− one double gesture composed of two sequential handwriting strokes. 

 

The task that was given to them was to perform a number of gestures using pen 
input on a tablet. The gestures had to be straight lines toward specific directions. 

Each subject had to complete three sessions of tests. Each subject would have to 
produce gestures following all four of the basic directions (up, down, left and right). 
The purpose was to gather data for the four basic directions, at least, not to compare 
them and focus on possible differences as such, but in order to observe if a common 
pattern would arise.  

The first session was a collection for single gestures. The subjects were told that 
they had to produce 250 two-part gestures (where each part is a “single gesture”). 
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The second session was about making 250 double sequential gestures “− −” where 
the two parts had to be short enough to form together a complete pattern. 

The third test session exactly the same with the second except that 250 double 
parallel gestures “// ” had to be produced instead. 

Sound signals were used to give the subjects feedback that the recording of the 
input pattern was completed and the number of gestures was displayed. At this phase 
the system did not make any comprehensive analysis of input data, but was only 
recording the number of Down-Up events and time per stroke. When the conditional 
task was inadequately matching the template, the data were not adopted and an error 
sound was given. 

Results of the Preliminary Test and a Pilot Model 
In total 30000 (10subjects × 250 trials × 4 directions × 3types) handwriting gestures 
were collected. After processing the data of the preliminary test we found out that the 
defining factors for the different types of two-part gestures (single or double) were the 
length (R1) of the first vector (which seemed to be longer for single gestures), and the 
time (T3) of the intervening space between the gesture vectors in a sequence.  

 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Fig. 1. Handwriting directional gestures from the arbitrary location with touch input 

Besides that, T3 can efficiently split or integrate single and double gestures when the 
length R1 is ambiguous. R3 is the second criteria to differentiate parallel and 
sequential gestures (Fig.1). 

2.2   Auditory Visualization of the Temporal Scale 

At first, we eliminated the navigational problems by making the interaction independent 
of specific starting location in the tablet [10]. When the main discrimination factors 
were identified we built a new feature in the testing software, which could 
guide/synchronize the blind user actions (handwriting strokes) to augment input space 
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and, finally, increase reliability of interaction technique. We supposed that the length of 
strokes could have less variation when the “temporal window” has a “visible” temporal 
scale. In particular, an auditory strobe-like signal was integrated in order to provide pace 
in blind handwriting. The maximum time that we assigned for the production of 
directional gestures in the experiment was 2000 ms, which could be interrupted when a 
two-part gesture was considered as completed. We added a sound signal that would 
mark the interval limit between two single gestures repeated every 400ms until the 2000 
ms “deadline”. Those were not absolute guides on how to employ pace, but the subjects 
(of the algorithm verification test that followed, and is described in section 3) were 
informed that they could follow the signal to ensure completion of the handwriting 
strokes within the appropriate time limits. 

2.3   Description of the Algorithm 

When the pen touches the tablet for the first time (MouseDown event 1) the system 
saves the position X0Y0  and the time T0. When the pen is lifted (MouseUp event 1) the 
new data X1Y1T1  are also saved. At this point, the timer for the 150ms interval starts 
up. Also the length R1 and angle 1 are calculated. 

When the length of vector R1 exceeds 50 pixels then the first assumption is made 
regarding a “single type” gesture. The next assumption will follow when the 150 ms 
have expired. If so, then the timer is stopped and the gesture is recorded as a “single 
type”. Nevertheless, if the pen touches the tablet for a second time (MouseDown 
event 2) then the properties X2Y2T2  are saved. If 150 ms have not yet reached their 
expiration (the timer is still active) then the timer is stopped at that point and the 
gesture can be considered as a “double type” stroke. 

The length between MouseDown event 1 and MouseDown event 2 is recorded as 
R3. The data  X3Y3T3 are also recorded for MouseUp event 2. Herewith, when R3 is 
longer than R1 then the gesture can be classified as a “double sequential” type. If R3 
is shorter than or equal to R1 then the double gesture is classified and recorded as a 
“double parallel” type. 

 The length between MouseDown event 2 and MouseUp event 2 is saved as a 
vector R2 and the angle of this segment is also calculated as angle 2. Those values 
refer to the second segment of the double gesture. 

Certainly, in handwriting stream, the strokes with non-equal angles might be 
referring to different patterns. Therefore, the final check for two-part gestures has to 
do with comparing the angles, to verify if both segments are pointing to the same 
direction. When angle 1 equals angle 2 then the gesture is valid as a double type, and 
if not the system rejects the gesture as a non-recognizable type (non-commensurable 
to template) that is not used in the test.  

3   An Extended Directional Input Evaluation 

3.1   Verification of the Recognition Algorithm Setup 

The next step was to test the recognition algorithm. A new experiment was organized 
having as a main purpose the verification of the reliability of blind input and 
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recognition of extended directional gestures. The test was carried out with 8 subjects.  
The hardware setup was the same with the preliminary experiment where the subjects 
just performed particular gestures. 

For the extended test, we categorized the gestures in directions and types, and the 
new experimental software expected a specific gesture as input each time. When the 
performed handwriting pattern matched the expected one, the gesture was recorded as 
valid; otherwise it was categorized as an error.  

The system had the capability of recognizing 24 different handwriting patterns all 
of which were exclusively comprised of directional strokes. The three main categories 
were single gestures made of one vector, and then there were double sequential and 
double parallel gestures. Each of those types could be performed and recognized in 
eight different directions. The directions were labelled (1-8) and they were situated 
between the following degrees (337-23-68-113-157-203-247-293-337). In other 
words, these were the basic directions up, down, left and right, and their in-between 
directions (e.g., left up). 

All in all, the required gestures for each test session were 240 (24 gestures repeated  
10 times each). The gestures were not expected by the system in a linear way, but 
they were required in a random order. When 10 gestures of a specific type were made, 
this type was not requested any more within this test session. Each subject had to 
complete 8 sessions. 

 
 

  

  
 

Fig. 2. Non-speech cues to assign a type of gestures, and speech cues for direction in testing 

One gesture had to be entered at the time after the “requirement” was given by the 
system. The required gestures for the test had to be made in blind mode. There were 
only auditory cues as to what kind of gesture was expected each time. The cue could be 
repeated at will by pressing a button, on subject request. A combination of speech and 
non-speech cues were used in order to convey the direction and the type of gesture that 
was required. The type of gesture single, sequential or parallel was described by non-
speech cues and the actual directions were given by speech cues. (Fig.2) 
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3.2   Results and Discussion 

R1 is the principal discriminating factor for single and double gestures and this is 
illustrated in Fig. 3 where the values for different types of gestures are clearly over and 
below the discriminatory limit of 50 pixels, allowing a “comfortable” classification of 
gestures, which is crucial for the recognition system reliability. 

T2 stayed well below the maximum limit of 150 ms (Fig. 4) giving comfortable 
recognition possibilities for the secondary discriminatory factor for single and double 
gestures. 

Errors were in very low levels for plain single gestures, while for double 
gestures the sequential ones proved to be the more error prone. The mean errors 
per direction demonstrated that even for beginners, errors for the most “difficult” 
type of gestures (double sequential) were between 7 and 18%. We expect the errors 
to decrease significantly as the subjects will gain more experience in producing the 
gestures. 

 

Fig. 3. Mean R1 for single, double parallel and double sequential gestures. The black horizontal 
line shows the limit for differentiation of recognition. 

 

Fig. 4. Mean T2 for double parallel and double sequential gestures 
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The values that were received for R1 and R3 follow the algorithm. Fig. 5 illustrates 
that the length variations for R1 and R3 are directly linked to the gesture type in all 
directions. 

 
Fig. 5. Mean values for R3 and R1 for double gestures by direction and type of gesture 

3.3   Conclusions 

Analysis of the extended test results verified the functionality of the algorithm and the 
correctness of our model. We can indeed differentiate between single and double, 
parallel and sequential gestures produced in blind mode based on values of length, 
time, and angles.  

The sound strobe signal was a valuable confirmatory feedback for the user, which 
helps her/him produce reliable single or two-part gestures of different properties 
(single-double, eight directions). From the system point of view the user-input 
integration by pace (synchronization of handwriting behaviour) decreased the 
variation of the parameters used for gesture recognition more than twice. 

4   Future Research 

Based on the encouraging results of the experiments, we can now focus our research 
on applications of the extended directional input technique. We were initially oriented 
on building a system that would use the amodal patterns for human-device 
integration. Such a communication system can be based on a simple gestural input 
accessible to blind people. The crucial step now is to carefully construct a hierarchy 
of the different types of directional handwriting patterns that now became available, 
with appropriate system functionality.  

The gesture driven amodal system is versatile enough to encompass different 
functions varying from text input, to arithmetic expressions or even manipulation 
within an interface (such as navigation). Furthermore we plan to expand the assistive 
secondary feedback that can be used as general guidance or confirmation for the blind 
users. We plan to integrate tactile feedback through vibration to supplement the 
current sound signals. This will result into a system that will use amodal input and 



1086 G. Yfantidis and G. Evreinov 

will in addition encompass different types of secondary feedback to enhance the user 
experience, and assist the blind user in more customized and effective ways. 

Acknowledgments 

This work was financially supported by the project “Multimodal Collaboration 
Environment for Inclusion of Visually Impaired Children” funded by the EU 
Commission, IST-2003-511592.  

References 

1. Arato, A., Juhasz, Z., Blenkhorn P., Evans, G., Evreinov, G. Java-powered Braille Slate 
Talker. In Proc. of the 9th Int. Conference on Computers Helping People with Special 
Needs. ICCHP 2004, LNCS Vol. 3118, Springer-Verlag, 2004, pp. 506-513.  

2. Greco, A., Caneva, Cl. From Action to Symbols and Back: Are There Action Symbol 
Systems? In Proc. of XXVII  Annual Conference of the Cognitive Science Society, 2005. 
Website, 2005: http://www.disa.unige.it/DOCS/PERS/greco/pubblicazioni/stresa.pdf . 

3. Himberg, J., Häkkilä, J., Kangas, P., Mäntyjärvi, J. On-line Personalization of a Touch 
Screen Based Keyboard. In Proc. of the 2003 Int. Conf. on Intelligent User Interfaces (IUI 
2003), ACM Press, 2003, pp. 77-84.  

4. Kurtenbach, G. and Buxton, W. User learning and performance with marking menus. Proc. 
of CHI '94, (1994) 258-264. At: http://www.billbuxton.com/MMUserLearn. 
html  

5. Isokoski, P. A minimal device-independent text input method. Report A-1999-14, 
Department of Computer Science, FIN-33014, University of Tampere, Finland, 1999. 
Available at: http://www.cs.uta.fi/reports/pdf/A-1999-14.pdf . 

6. Ventrella, J.J. “Yaw, Pitch, Roll <> No, Yes, Maybe”, Website, 2005 http:// 
www.ventrella.com/Ideas/YawPitchRoll/yaw_pitch_roll.html . 

7. Wobbrock, J.O. The Benefits of Physical Edges in Gesture-Making: Empirical Support for 
an Edge-Based Unistroke Alphabet. Extended Abstracts of the ACM Conf. on Human 
Factors in Computing Systems (CHI '03). ACM Press, pp. 942-943. 

8. Wobbrock, J.O., Myers, B.A. and Kembel, J.A. EdgeWrite: A stylus-based text entry 
method designed for high accuracy and stability of motion. In Proc. of the ACM 
Symposium on User Interface Software and Technology (UIST '03) Vancouver, British 
Columbia November 2-5, 2003, ACM Press, 2003, 61-70. 

9. Yfantidis, G., Evreinov, G. (2005) Blind Text Entry for Mobile Devices. In Proc. of 
AAATE 2005, Lille. France, IOS Press, pp. 246-250. 

10. Yfantidis, G., Evreinov, G. Adaptive Blind Interaction Technique for Touchscreens. J. 
Universal Access in Information Society, Springer, 2004, vol. 4(4), available at http:// 
dx.doi.org/10.1007/s10209-004-0109-7. 



K. Miesenberger et al. (Eds.): ICCHP 2006, LNCS 4061, pp. 1087 – 1093, 2006. 
© Springer-Verlag Berlin Heidelberg 2006 

Multimedia Browser for Internet Online Daisy Books 

Piotr Brzoza1 and Dominik Spinczyk2 

1 Silesian University of Technology, Computer Science Department, Akademicka 16 
44-100 Gliwice, Poland 
piotrbr@polsl.pl 

http://www.key.org.pl 
2 Silesian University of Technology, Biomedical Department, Akademicka 16 

44-100 Gliwice, Poland 
dspinczyk@polsl.pl 

Abstract. Visually impaired people have limited access to printed media: 
books, magazines, newspapers etc. Only one to five percentage of printed books 
and magazines are published in the form accessible for this group of readers. 
Nowadays printed materials are prepared on computers in digital form. These 
documents can be accessible for all readers. Paper describes a computer system 
enabling interactive online presentation of multimedia Daisy books over the 
Internet. The system cooperates with the Internet multimedia library computer 
management system. The main goal of both projects and their execution, is easy 
and effective access to information for visually impaired people. We focus on 
new feature of our DaisyReader which allows interactive voice reading of math 
formulas. 

1   Introduction 

Visually impaired people have limited access to printed media: books, magazines, 
newspapers. Only a small percentage of printed books and magazines are published in 
Braille or are recorded on cassettes or CDs. The cost associated with those publica-
tions is very high. It limits and delays the amount of available publications.  

Computers equipped with screen magnifier, screen reader or talking multimedia 
browser enable blind users unlimited access to information. Internet library portals, 
friendly to visually impaired readers allow for easy and effective access to catalogues 
of public and academic libraries. The next step in accessibility of printed materials is 
their structuring and change to digital form. The main goal of current projects is to 
perform such structuring, which will enable presentation of the book’s content in 
multimedia form adapted to the needs of differently handicapped reader groups. 

2   State of Art 

2.1   Accessibility of Library Web Services 

Accessibility and usability tests were conducted to assess to public and academic 
library portals in Poland. Library web pages were evaluated using Bobby service 
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against W3C accessibility standards. Blind people using assistive software performed 
developed set of test tasks. A number of accessibility issues were detected: difficult 
navigation, graphical links without alternative text description, untitled frames and 
inconsistent labelling for form elements. The library systems were accessible to ex-
perienced blind computer users but sometimes difficult in use. 

2.2   Digital Publications Accessibility 

Not long ago visually impaired people had access only to books in Braille format and 
audio books recorded on cassettes or CD. Affordable personal computers allow access 
to printed publications by new innovative ways. An example of computer access to 
information is the reading of printed text using a scanner, optical character recogni-
tion software (OCR) and a program that change text to speech (TTS). 

Today many publishers offer both printed and electronic book versions (called  
e-Books). E-Books can be read on e-Book reading devices, personal computers, and 
palm-sized personal digital assistants. Electronic books are published in several  
e-Book formats. To read them users need various e-Book reading software. 

Digital Rights Management (DRM) used by e-book reading software causes addi-
tional accessibility problems. The e-Book reading software presents the text in graphic 
form that does not allow the text to be transferred to the clipboard. This pre vents the 
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duplication of the book content. Unfortunately it also prohibits the screen reader from 
accessing the e-book’s synthetic speech feature. The end result is that blind people are 
denied access to the e-Book, because the screen reader does not work correctly.  

The screen reader software they use intercepts the information being displayed on 
the monitor and uses a speech synthesiser to read it aloud.  

As a solution to this problem the companies such as MICROSOFT and 
ADOBE are proposing to extend functionality of e-book readers with an addi-
tional audio interfaces that would allow e-books to be accessed by people who are 
visually impaired. 

2.3   Daisy Standard 

The Daisy Consortium founded in 1996 representing publishers and libraries for the 
blind has developed a new digital multimedia book standard, accessible to visually 
impaired readers (DAISY 3.0 ANSI/NISO Z39.86-2002). Daisy books present book 
content in multimode form including text, audio, and graphics. Readers can easily 
navigate in logical book structure by: chapters, headings, pages, paragraphs and sen-
tences. Main daisy book structure is presented in figure 1. Daisy books can be played 
using hardware or software players. Currently world wide there are about 130000 
available book titles. 

3   System Deployment 

We present interactive system for online multimedia daisy books presentation, which 
main components are presented in figure 2. 
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Fig. 2. Multimedia system components 
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3.1   Management System for Internet Multimedia Library 

We present a system, which manages the virtual library of multimedia publications. 
The system is a result of a research project conducted by The Silesian University of 
Technology together with the Academic Library and School for the Blind in Poland. 
The design of the system allows: 

• cataloguing and collecting of multimedia publications like e-books, e-magazines, 
digital talking books, digital music and movies 

• assures secure Internet access to the library resources by registered users 
• provides management of reader's orders 
• distributing of the ordered publications on CDROM disks 

The presented library system is running in Linux environment on Pentium multi-
processor servers. The system is managed with the web user interface and standard 
Internet web browsers. The library is easily accessible to visually impaired people. 
The user web interface was designed with the special attention to requirements of 
blind and low vision internet users and allows for direct access to information on 
internet pages, easy navigation and adjustment of font size, color and contrast as 
specified by the individual user. WWW library service was build according to the 
W3C-WAI web content accessibility guidelines. Accessibility of the library pages 
was tested with the software for visually impaired users. Zoomtext, Jaws and Win-
dow-Eyes were used during testing. 

We present system services as data flow diagram in figure 3. 
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Fig. 3. Data flow diagram of management system 

The presented library system offers the following services: all Internet users can 
search the library catalogues and browse detailed search results with information 
about found publications. This allows potential readers to get acquainted with of-
fered publications and the user interface of the library system. All other services are 
available only to registered users. This guarantees secure and controlled access to 
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offered publications. Users of the system are authorized during login with securely 
passed user identifier and password. Handicapped readers using standard web browsers 
and assistive software can search publications in the catalogue by title and author. 
Found publications are presented as a list. This allows handicapped readers to easily 
browse search results. After the publication title link is clicked on, the page with the 
detailed information about the publication is presented to the user. Readers can 
download publications to their local computer disk, browse publications online, add 
publications to the cart and browse its contents as in Internet shops. Publications col-
lected in the cart can be ordered on the CD ROM disks. This allows for the alternative 
way of delivering digital talking books to readers who do not have fast Internet access. 
Readers can also browse the history of borrowed publications and suggest new publica-
tions for the library. The library system offers its users context sensitive help available 
in the navigation bar. The font size and color used on the library pages can be adjusted 
on a per user basis according to the information stored in the personal user profile. 

The system offers the following services to library personnel. Librarians can 
browse and modify the list of new publications proposed by readers. They can choose 
which publications to be prepared in accessible format and input them into the library 
server system. The system manages and allows for a number of librarians to work 
independently on preparing their publications. Next using the web browser he or she 
enters the catalogues data and publication file into the library server. After the data is 
verified, the publication is available to readers. The library system enables the effi-
cient management of publications, reader accounts, orders, and generation of statisti-
cal library usage reports.  

3.2   Interactive Multimedia Daisy Books Browser 

Currently available daisy players allow reading multimedia Daisy books to be stored 
on compact discs (CD) or local computer hard discs. Books recorded on CD-ROM's 
are collected personally or ordered by mail in the library. Some libraries offer digital 
books by Internet. This method requires full book contents download over the Inter-
net. Books in Daisy format range from several to hundreds of megabytes in size. 
Downloading large amounts of data makes this approach to books’ distribution both 
difficult and time consuming. Access to information contained in multiple books is 
very difficult and multiple books information searching is practically impossible. In 
our continuous research and development of the multimedia library system we have 
designed and developed new multimedia Daisy book browser. The new software 
Daisy reader allows playing Daisy books online over the Internet or in the standard 
way, from CD or from the local hard disk. Online Daisy books are played from a 
multimedia server and are available for reading after a few seconds from being found 
in the library system. Books audio, text and graphics content are presented synchro-
nously. Consecutive book pages are displayed.  Sentences are highlighted with simul-
taneous audio being played. The book’s index allows access to selected chapter. The 
reader can also navigate through the logical book structure by: chapters, headings, 
pages, tables, paragraphs and sentences. 

Similar as in printed books readers can add bookmarks with text, audio notes and 
exchange bookmarks list each other. Browser offers searching text function which 
allows playing narrator’s speech and presenting highlighted text from place where it 
has been founded. 
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Fig. 4. Main window browser 

Browser user interface is customizable to different users group: blind, low vision, 
dyslectic, mobile impairment. Blind people can use browser with assistive software or 
use it in self voicing mode. We extend browser functionality which allows read aloud 
text DAISY book with synthetic voice. New navigation commands enable readers 
interactive audio browsing: sentence reading, word spelling and reading structural 
information like tables, math formulas. Interactive audio presentation of math formu-
las and tables allows preparing advanced DAISY scientific, technical books and edu-
cational materials for students, mathematicians and scientists. Our research, which 
cooperates with DAISY MathML Project, lead to extends DAISY standard. 

3.3   System Implementation 

Our interactive multimedia Daisy book browser works together with multimedia He-
lix Universal server. Multimedia Helix server is integrated with the multimedia digital 
library management system. Using the web browser, users can search and browse 
library catalogue, after Daisy book selection system generates an encrypted license 
file (file with extension .dtb) this file contains access rights to the selected book.  The 
web browser automatically starts the interactive multimedia Daisy book browser with 
the selected file. Next Daisy book browser establishes a connection with the stream-
ing Helix Universal server. Text and graphics files and meta data describing book 
structure are accessed from WWW server. Multimedia book content in DAISY format 
is divided into parts and stored in many files: text xml, audio mp3 and graphics files. 
This is essential to continuous online book presentation over the Internet. Additional 
browser mechanisms preload book fragments and allow to present book contents 
without interruptions. Files are accessed in parallel with audio multimedia stream. 
Loaded xml files (containing book text) are buffered in Daisy browser memory which 
allows for smooth navigation. The user can search for information in the document 
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before the document is loaded. The text search server implements this function. After 
the search request is processed and information about found text is passed back to 
browser. This information allows Daisy browser to playback book contents from any 
fragment that meets the search criteria. 

3.4   System Scalability 

Selected multimedia streaming server (Helix Universal Server) works in a multiproc-
essor environment and allows for simultaneous data transmission and multi user ser-
vice. During our work we tested the system’s scalability with a dual processor Pen-
tium IV server running Linux operating system. Scalability tests were conducted 
using special client and server applications with client applications count from 2 to 
32. Test applications working together with an independent coordinating server al-
lowed collecting various transmission quality statistics. 

4   System Deployment 

Presented system was installed at library for the blind in Poland. It successfully serves 
thousands users. Currently the library offers 2000 publications in the polish language. 
Visually impaired computer users in Poland have gained easy access to growing col-
lection of books and magazines in digital format. 

The library system will also be installed in computer centre for blind and low vi-
sion students in Warsaw University, Poland. Adaptation centre of the University is 
preparing educational materials, scientific and technical books in Braille and other 
accessible digital formats. The library system will make possible cataloguing and 
collecting accessible educational materials prepared by other universities adaptation 
centers. The library will provide the requested publications to the registered disabled 
students from several universities. The preparation of educational materials in a group 
of universities can be less redundant and it is possible to produce more books in ac-
cessible formats. 

Our DaisyReader can be free downloaded from www.key.org.pl . For more in-
formation visit www.iddw.org .  
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Abstract. This research introduces a new automatic book reader for persons 
with blindness. The objective is to design a fully integrated system that is 
relatively fast and yet inexpensive and effective with a high reading accuracy. 
Through the use of two inexpensive light weight cameras, a book holder and 
using regular lighting of an office or a lab environment, this integrated system 
addresses through software development (a) the mathematical foundation of 
perspective distortion introduced by page curvature of an open book, and of 
barrel correction introduced by the inherent nature of image capture of the 
camera; (b) image preprocessing for finding lines and characters in a given 
image; and (c) the implementation of a fast neural network that takes as input 
the findings of step (b) and provides an audible read out through a speech 
synthesis engine. 

1   Introduction 

The focus of this study is on the creation of an interface that will provide an audible 
readout of a digitized document as an assistive technology interface for persons with 
visually impairment and blindness. The interface requires the acquisition of a digital 
representation of the document, processing of the document in order to extract the 
readable characters, and classification of the characters so that they can be read aloud.  
Image acquisition must be reliable and tolerable of document placement errors that 
could affect the recognition of characters within the document. This acquisition 
process is further supported through automated corrections based on barrel and 
perspective distortions that open books introduce. 

The literature shows extensive work in the area of character recognition, but 
current methodologies are either inadequate or constrained during document 
acquisition. This interface extends beyond problems of skewness introduced by 
document readers that use flat-bed scanner [1,2] and augments the capabilities of the 
traditional Optical Character Recognition (OCR) systems [3,4]. The goal of the 
interface is to automate and simplify the task of reading a book while providing a 
user-friendly environment.  The interface also responds to the main concerns of (a) 
providing a method of image acquisition that maintains the integrity of the source (b) 
overcoming character recognition errors created by document placement errors and 
other imaging issues such as the perspective effect, the warped effects of open books 
due to page curvature, and (c) determining a suitable classification method for 
accurate character recognition by proposing a new neural network algorithm. The 
challenge therefore remains in the ability to read from any open book by developing 
the mathematics to de-warp the curvature of pages, a problem that is certainly not 
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encountered with flat documents, as well as alleviating barrel distortions and noise 
problems. The main goal is to extend access to books beyond integration of e-books 
[5] and beyond information access through computers [6-8]. 

2   System Design 

Equipment and materials used to design the system include: (1) Two Cameras: one 
lateral and one above the book, both are Sony DSC M1 digital cameras; (2) Book 
support: A simple wooden box with straight lines and flat surface, used as means to 
facilitate image capture of the book as shown in Fig. 1; and (3) Background paper 
material or cloth with solid color, preferably black, used to facilitate extraction of the 
book curvature through the lateral camera. 

Fig. 1. Image Acquisition Process 

3   Mathematics for Image Acquisition and Removal of Distortion 

The support box the book is placed upon is used as a reference frame from which a 
lateral image and top image of the book are extracted. For processing, we need to find 
out the same starting and ending points of the two images and then find out the 
corresponding points on each image.  This is accomplished using simple convolutions 
of first derivatives to the images and the two boundaries of the two images are co-
registered. Page curvature is assessed through edge detection performed using the 
Laplacian of Gaussian operator on the lateral image shown in Fig. 1(b). The distance 
between the camera and the book decreases with increased curvature. 

3.1   Barrel Distortion Correction 

The correcting function for barrel distortion is a fourth order polynomial: 

desdesdesdessrc rdrcrbrar ⋅+⋅+⋅+⋅= 234
(1)

Where srcr  is the distance between the pixel and the center point of the original image, 

and desr  is the distance between the pixel and center point in the corrected image. The 
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distance is normalized with respect to the width of the image. We solve the polynomial 

equation and take the root as desr , which is closest to srcr . Based on the camera used, 

in this case the SONY DSC M, the solution to (1) is [a= 0.016048,b=-0.042510,c=0 
and d=1.026462]. Note that these values are computed only once depending on the 
camera used. We can see in Fig. 2 that the boundary is corrected, which means that the 
pixels far away from the center are projected in the more distant points. That is exactly 
what the barrel correction is supposed to do [9,10]. 

Fig. 2. Barrel Distortion Correction 

3.2   Perspective Transformation 

Using the perspective transformation between any two points ),,( iii ZYXP and 

),,( jjj ZYXP in the real world and their projection in the image space (x, y), with Z 

being a reference height, a weight w is established )()( fZfZw kk −−= , where 

k=[1,2, …, N], with N being the number of points in the horizontal axis, and kZ  is 

the distance between the kth  pixel and the top camera.  So, for any jiji yyxx ,,, ,

fZ

XX
fwxwxd

ij
iijjxji −

−
⋅=⋅−⋅= ;

fZ

YY
fwywyd iijjyji −

−⋅=⋅−⋅= (2) 

Where xjid and 0=yjid are the distance between i and j pixels in x and y directions, 

respectively. After correction, the two points will be on the same line in the image. 
Through equation (2), the distortion in the Y direction is recovered (see Fig. 3(b)).  

3.3   Character Extension for Text Projection to Overcome Curvature 

In this step we need to eliminate the distortion in the X direction. Let us denote by 
r
iX  the real position of point i in the X direction. Then we set a factor 
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3.4   Interpolation 

We use linear interpolation here to eliminate the noise introduced through perspective 
transformation correction. If we let gi to be the gray level we need to interpolate for 
the ith point between a gap with length L. Then we apply Equation (4) to yield the 
results in Fig. 3(d) 

001 )( ggg
L

i
g Li +−= − (4) 

Where g0 and g L-1 are the gray values at the leftmost and rightmost point of the gap. 

Fig. 3. Barrel Distortion Correction 
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4   Character Extraction and Recognition 

Following image acquisition, the first step involves using the connected components 
algorithm to find the characters in the image [11]. This algorithm is used to perform a 
scan of each pixel.  Pixels with a value above a set threshold are assigned a label. Any 
labeled pixels that are 8-neighbors of another labeled pixel are placed in an 
equivalence class. Using an iterative process, these equivalence classes are combined 
in order to form each connected component. 

Finding Characters within the Image. Logical boundary boxes are drawn around 
each connected component. The boundary boxes consist of four coordinates that 
define the boundaries of the object. These coordinates also allow the height, width, 
horizontal/vertical midpoints, and area of each boundary box to be determined.  These 
measures are used to determine boundary boxes that have been falsely labeled as 
characters.  Boundary boxes with very large or small width to height ratios can be 
discarded.  The discarded boxes correspond to components such as pictures or page 
separators which do not require classification by the neural network for the time 
being.

Finding Lines of Text within the Image. Further processing is required in order to 
group the boundary boxes into lines and then words so that the speech engine will be 
able to read the text aloud.  The first step involves generating a one- dimensional (1-
D) histogram of the image from the perspective of the y-axis. The portions of the 
histogram where the series is at or near zero are used to define the boundaries of each 
line of text. Boundary boxes with a midpoint above the boundary line are grouped 
together as a single line.

Finding Words within the Image. In this case, a histogram is generated along the x-
axis and pixels between the previously generated boundary lines are counted.  
Boundary lines are drawn at each zero-crossing, the distance between each pair of 
lines is determined, and the average spacing between characters is calculated. 
Boundary line pairs whose spacing is greater than the average spacing correspond to 
the spacing between words.  The boundary boxes are then grouped into words to be 
passed to the speech synthesis engine after identification by the neural network. 

Connecting Disjointed Characters (i and j). Characters such as lower-case ‘i’ and 
‘j’ are identified by the connected components algorithm as two separate boundary 
boxes. One boundary box surrounds the dot portion of the character and another box 
surrounds the body of the character. Once the boundary boxes have been grouped into 
lines, each line can be analyzed to determine if any boundary boxes share the same 
vertical space. When this occurs, the larger boundary box is extended in order to 
create a single boundary box containing both the dot portion and body of the disjoined 
character.  This process helps the neural network during classification, especially in 
the case of ‘i’ which is very difficult to distinguish from ‘l’.
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5   Neural Network Design 

A multilayer feed-forward neural network trained with the back-propagation 
algorithm is used for character identification. The network consists of three layers of 
neurons: an input, hidden, and output layer. A size for each layer must be determined 
before training can begin. Four hundred neurons make up the input layer which 
corresponds to a twenty by twenty grid that is used to hold each character.  This grid 
size was chosen because it matches the size of an average capital letter of font size 14 
in Times New Roman which is considered the default font for the application. The 
number of hidden units was chosen to be seventy five neurons which allow the 
network to learn while still maintaining a level of generalization necessary to classify 
unknown character patterns. The output layer requires as many neurons as there are 
patterns to classify. There are fifty two lowercase and uppercase letters in the English 
language.  However, when using fifty two neurons for the output layer, the amount of 
time required for training increased substantially. Instead, each character is 
represented using a binary coding scheme similar to that used by ASCII code. This 
change reduced the complexity of the output layer from fifty two output neurons to 
six output neurons and dramatically decreases the time required to train the network 
without compromising its ability to identify characters. One final step is required 
before the neural network can begin training itself for the identification of characters. 
Each boundary box must be scaled to twenty by twenty pixels so that it can be passed 
into the input layer of the neural network.  After scaling, the network is trained using 
a training set consisting of each letter in upper and lowercase.  The training is stopped 
once the network is able to successfully identify a cross-validation set consisting of a 
subset made up of select upper and lowercase letters. The weights obtained through 
training are saved so that they can later be used to identify unknown characters. 

6   Results 

The first test case for the trained neural network uses the training set itself as an input. 
This tests the network’s ability to identify a known input pattern. The input pattern for 
the second test case is a flattened page torn from a book digitized using a scanner.  
The flattened page contains the same font type and size as the training set. Test case 
three has as its input an image obtained from a digital camera. The digitization of a 
page from a book produces a distorted image near the spine due to the page’s 
curvature.  The results from this test case reveal the need for additional image 
processing to correct the curvature distortion. Test case four applies the perspective 
transformation correction.  This correction improves the accuracy of identification 
only slightly.  Further distortion is being caused by the barrel of the digital camera. 
The barrel distortion causes increasing image curvature as the distance of the pixels 
from the center of the image increases. The results of classification once the barrel 
distortion correction is applied are shown in Test Case five. Preliminary results 
indicate that the order of distortion corrections does not affect the accuracy of the 
outcome (whether barrel distortion correction follows perspective transform 
correction or vice versa). The final test case integrates the spell check function of 
Microsoft Word to correct classification errors, see Table 1. 
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Table 1. Results of the different test cases

Test Cases Correct 
Classifications 

Incorrect
Classifications 

Accuracy

Case 1:Training Set 53 0 100% 
Case 2: Scanned Torn Page 725 1 99.98% 
Case 3: Uncorrected from Book 353 372 48.68% 
Case 4: Perspective Correction  400 325 55.17% 
Case 5:Case 4+ Barrel Correction 650 75 89.65% 
Case 6: Case 5+MSW Correction  673 52 92.82% 

The processing time for reading a page of the book is provided below. Preliminary 
results prove to be encouraging in contrast to an average reading time of sighted 
readers. The algorithms we have developed in terms of dealing with distortions and in 
terms of the neural network training will have to be refined for better accuracy and 
remodeled to enhance the processing time for a faster reading outcome. We need to 
emphasize that at this stage of the research, images and tables within the pages 
processed are discarded within the context of the proposed algorithm. In the 
comparison between human subject read times versus the automatic document 
reader’s the total time is from digitization to vocalization as shown in Tables 2 and 3. 

Table 2. Time consumed in seconds through image pre-processing

Image Size Barrel 
correction

Curve 
Detection 

Perspective correction 

1944*2592 11 10 18 

Extension Correction Interpolation Total 
18 8 65 

Table 3. Overall Read Time Results

Human vs. Document Reader Time (seconds)
Human Subject (Averaging 4 

Subjects) 
56.25

Automated Document Reader 23 (ANN) + 65 (Image Preprocessing) 

7   Conclusion 

This research introduced a new book reader system that is inexpensive and effective 
in terms of reading accuracy. The main contributions are in the mathematical 
developments that address the critical issues of page curvature, perspective 
transformation, and barrel distortion due to image capture; and in the development of 
a neural network algorithm that address the problem of character recognition with the 
abilities for online retraining based on prior errors made in the first pages that were 
read, and in embedding the spell check function of Microsoft Word to enhance the 



 Automated Book Reader for Persons with Blindness 1101 

accuracy of the final read-out. Classification accuracy of this book reader system is 
further enhanced through the integration of two additional modules. The first module 
begins by identifying each of the unique characters within a page. Each unique 
character is then passed to the previously trained neural network for identification.  
Incorrect classifications initiate the network to retrain until it can successfully classify 
the previously mislabeled characters. This learning process continues iteratively 
throughout subsequent pages until the network is able to correctly classify nearly all 
of the characters within the book. The second module uses the Microsoft Office spell 
check function to determine the correct spelling of each misspelled word. The first 
spelling chosen by the spell check function is assumed to be correct.   
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Abstract. As society becomes increasingly dependent on literacy, the problems 
of textual information inaccessible to print-impaired people are likely to grow. 
This paper discusses the problems of decentralised, user-driven Braille 
translation and proposes an alternative: The centralised, email-based RoboBraille 
service capable of translating to and from contracted Braille, including any pre- 
or post processing steps required to convert between document types, formats 
and character sets. As such, the RoboBraille service attempts to solve a universal 
problem as it makes textual information accessible to people who would 
otherwise find it inaccessible due to disability or reading difficulties. Originally a 
Danish service, a pan-European consortium is currently validating RoboBraille 
in six European countries with financial support from the European Commission. 

1   Introduction 

In Denmark, software to translate to and from contracted Braille in multiple languages 
has been available since the mid 1980s [1][7]. Although the systems are fairly easy to 
use, fast, accurate, well-promoted by the support system and available free of charge 
as downloads from websites, they are not being widely used amongst teachers, Braille 
readers and others with a need to produce contracted Braille. Why? Traditionally, 
translating documents into contracted Braille is a time consuming process that 
requires a wide range of different skills: In addition to mastering the Braille 
translation software, translators must understand how to handle different document 
types, character sets and formats. Once translated, the translator must also know 
details about the Braille device on which the text is to be displayed or rendered. And 
since Braille translation is a niche with limited resources, software is constantly being 
updated with software patches. For professional Braille translators, these issues may 
not pose a problem. However, for the occasional translator – e.g., a primary-school 
teacher with an integrated blind pupil or a blind Braille reader – they do. 

This paper discusses an alternative to the decentralised, user-centric Braille 
translation systems used widely to produce Braille at varying levels of contraction. 
Based on experience from developing automated Braille translation solutions during 
past 20 years, the RoboBraille service is a centralised, e-mail based translation agent 
that automates the translation process, including any pre- or post processing steps 
required to convert between document types, formats and character sets. Since 
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RoboBraille is based on e-mail, the solution is platform independent and the only skill 
needed to use the service is the ability to send and receive an email with a document 
attachment. The RoboBraille architecture is based on standard internet technologies 
and can be managed centrally. Consequently, the solution is highly scalable, always 
up to date and can be operated by a minimum of efforts. In addition to translating to 
and from contracted Braille, RoboBraille is capable of producing audio (mp3) files 
from submitted documents using integrated text-to-speech synthesisers and audio 
compression software. The service is being offered free of charge to all non-
commercial users.  

The RoboBraille service attempts to solve a universal problem: It makes textual 
information accessible to people who would otherwise find it inaccessible due to 
disability or reading difficulties. As society becomes increasingly dependent on 
literacy [3], the problem of textual information inaccessible to print-impaired people 
is likely to grow. From a conceptual point of view, the RoboBraille is a universal 
solution to a universal problem. By adapting the service to include the specific Braille 
translation and text-to-speech capabilities of any given language, the service will be 
of interest to governments, commercial organisations, interest groups and print 
impaired people alike irrespective of region or nationality. Using standardised internet 
technologies to interact with the service supports the notion of a fully pan-European 
or global service. Originally a Danish service developed by the author in close 
collaboration with Synscenter Refsnæs, the national Danish Centre for Visual 
Impairment, Children and Youth (see www.synref.dk), the European Commission has 
recognised the potential of RoboBraille, and has retained a project aimed at validating 
the service in five other countries in 2006 and 2007 as part of the eTEN programme. 
Headed by Synscenter Refsnæs, the eTEN RoboBraille consortium includes seven 
European organisations. 

2   Challenges of De-centralised Braille Translation 

Although electronic versions of texts are becoming widely available (or can be 
scanned and converted to text using OCR software), many documents are kept in 
older formats or character sets such as the old MS-DOS code pages. Similarly, 
although certain document formats such as Microsoft Word, Rich Text Format (RTF) 
or Portable Document Format (PDF) may be suitable for producing visual, printed 
copies, they may not be supported by the Braille translation software. Finally, since 
few (or too many) standards exist for how to layout the Braille character set on Braille 
devices and embossers, few Braille devices and embossers appear to share a character 
set. Consequently, traditional decentralised Braille translation requires the translator 
to obtain an electronic copy of a particular text, to convert it into a format and a 
character set suitable for the Braille translation software, to translate the text into 
contracted Braille and to convert the resulting text in accordance with the character 
set of a particular Braille device or embosser. During the process, it may even be 
necessary to chop up the text into smaller parts in order to fit it into the memory of a 
Braille device. 

Needless to say, the person who only occasionally needs to translate a document 
into (or from) contracted Braille has a hard time. And should he or she succeed, 
chances are that the Braille translation software is out of date and the resulting Braille 
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text flawed. Although we have not conducted a formal survey amongst occasional 
Braille translators in Denmark, our experience with these users – dating back to the 
mid 1980s – has confirmed our thesis: Decentralised, user-centric Braille translation 
is too cumbersome for the occasional user. As a result, teachers of integrated blind-
born children in the comprehensive Danish Folkeskole abandon contracted Braille in 
favour of uncontracted Braille or even synthetic speech. Likewise, the blind 
themselves remain dependent on centralised Braille production sites, who can muster 
all the required skills, in order to gain access to Braille renditions of textual material. 

Far worse than the lack of independence is the erosion of basic Braille skills 
amongst the blind that this situation causes [2]. Over the course of the past 30 years, 
Braille literacy has shown a dramatic decline. In America [4] and the UK [5], 
alarming statistics have been published and although less significant, similar trends 
are reported from other countries (e.g., [6]). Many fail to recognise the importance of 
Braille: It is difficult to learn as a visually impaired person, difficult to read and 
understand as a sighted person, it is costly and time-consuming to produce and Braille 
devices such as Braille printers and Braille displays are expensive. In many cases, 
speech synthesis appears to be an attractive alternative. However, a symbolic written 
medium is as important for the blind as it is for the sighted. Braille is a fundamental 
means of communicating and plays a significant role in the process of intellectual 
development: It is so much more effective to be an active reader than a passive 
listener. Furthermore, Braille literacy is an integral part of the personal identity for 
visually impaired people [5]. In general, lack of Braille skills amongst the blind 
equals illiteracy – a rather serious issue in the information society. 

3   The Process of Resolving the Issues of Complexity 

Although the ultimate solution to the issues of complexity in traditional, decentralised 
and user-centric Braille may be simple – to the degree of seeming obvious – the 
process of reaching the solution has been long and circuitous. The Danish Braille 
translation solutions have evolved alongside the general technological development 
and the adaptation of information technology amongst the visually impaired over the 
course of the past 20 years. At each stage in this development, barriers have been 
overcome, only to be replaced with new obstacles. In some case, solutions have been 
developed to address particular problems. In other cases, solutions have materialised 
as a result of the general technological development and adaptation.  

In the mid-1980s, the main issues facing Braille translation was the availability of 
translation software on affordable computer systems combined with the lack of 
electronic versions of textual material. As PCs and scanners became widely available 
and commercial text editing became electronic, the issues changed and became a 
matter of distribution, Braille consumption and intellectual property rights. Around 
1990, eBooks for the blind became a reality with the establishment of diskette-based 
distribution and electronic bulletin boards (BBS); these services were eventually 
replaced by email and the web. Likewise, Braille readers were offered Braille displays 
or personal Braille printers as alternatives to paper-based Braille. During the past 
decade, Braille translation software was introduced to the Braille readers and those 
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preparing ad-hoc material, electronic web-based libraries for blind were established 
and the Braille-enabled computers improved [7].  

Alongside the technology adaptation amongst the visually impaired, information 
technology was adopted by the general public. From being a rarity 10 years ago, most 
households today have one or more computers, and the computers are connected to 
the internet – in many cases through broadband connections. Most people are familiar 
with emails and electronic documents, and make use of the web for a variety of 
purposes [8].  

20 years ago it would not have been possible. In the current technological climate, 
however, one solution to the issues of complexity in traditional, decentralised and 
user-centric Braille translation was obvious: RoboBraille, an email-based translation 
agent. 

4   The Centralised Alternative 

Although RoboBraille does not claim to resolve all the challenges of Braille, the 
service does ease the process of producing high-quality contracted Braille. Braille 
remains difficult to learn as a visually impaired person, it is difficult to read and 
write as a sighted person, and Braille devices are costly. However, the actual 
process of transforming textual documents such as books, articles, bank statements 
and medical instructions into Braille is significantly simplified. As a positive side-
effect, the RoboBraille service can also be used to produce other forms of Braille – 
e.g., visual Braille for pharmaceutical companies with a need to emboss tactile 
Braille on pharmaceutical packages and labels – as well as audio files with synthetic 
speech.  

The RoboBraille service is an email-based translation service capable of translating 
documents to and from contracted Braille and to synthetic speech. Users submit 
documents (e.g., text files, Word documents, HTML pages) as email attachments. The 
translated results are returned to the user via email. The user interacts with the 
RoboBraille service by sending emails to specific email accounts. The main email 
accounts are listed in Table 1 below: 

Table 1. Main RoboBraille translation processes 

Email account Process 
ottepunkt@punktskrift.dk Translate document into contracted eight-dot Braille. 
sekspunkt@punktskrift.dk Translate document into contracted six-dot Braille.  
fuldtekst@punktskrift.dk Translate (presumed contracted) document into 

standard text. 
filepart@punktskrift.dk  Partition document into smaller parts.  
converter@punktskrift.dk Convert from one document format to another. 
eksport@punktskrift.dk Convert to character set of a particular Braille device. 
tale@punktskrift.dk Translate document into synthetic speech. 
sb4admin@punktskrift.dk Administrative account for status and updates. 
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The service has been running as a prototype in Denmark since August 2004; in 
December 2005, the number of processed requests exceeded 12,000. 

The current version of the RoboBraille service supports a range of popular 
document formats, including standard text, HTML, Word and Rich Text Format 
(RTF). Prior to translation, Word and RTF files are converted into text. Depending on 
the size of the file, the traffic and server workload, a result is typically returned to the 
user in a matter of minutes of submitting a request for translation. Figure 1 below 
illustrates how a user interacts with the system in order to have a document translated 
into contracted Braille: 

 
 

 

Fig. 1. The RoboBraille Braille translation flow 

The translation system assumes that the source document is written in the standard 
Windows character set for Western Europe (ISO 8859/1). Furthermore, the system 
supports automatic conversion of older ASCII documents to Windows text files. Once 
translated, the document is returned in OctoBraille, a Braille adaptation of the 
standard ISO 8859/1 character. Since few Braille devices share the same character set, 
the translation system can convert the translated document into a range of different 
formats to accommodate Braille note takers and embossers. 

Likewise, the user may request a document be translated into synthetic speech. The 
process is similar to that of Braille translation, although some of the steps are 
different. First, the translation system translates an attached document into a WAVE 
file. WAVE files are rather large and unsuitable for transmission via the Internet. 
Therefore, the WAVE file is subsequently encoded and compressed into an MP3 file. 
The resulting audio file is copied with a unique name to the web server using FTP, 
and a link to the file is returned to the user. 

In order to provide a scalable and high-performance solution, the RoboBraille 
service is based on a two-tier architecture consisting of a server layer and an agent 
layer, respectively (see figure 2 below). The server layer includes a mail server for 
receiving incoming requests and a web server for delivering audio contents. The agent 
layer consists of a range of identically configured desktop computers running the 
RoboBraille software package on Microsoft Windows. 
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Fig. 2. The Overall RoboBraille Systems Architecture 

Incoming requests are received by the mail server and subsequently divided into 
two different categories:  

1. Translation requests: These include all requests for translation of attached 
documents into either Braille or synthetic speech. All translation requests are 
placed in the common RoboBraille mailbox, irrespectively of which translation 
service is requested. All RoboBraille agents read from this mailbox using the 
POP3 protocol as part of a scheduled poll sequence. The poll interval is typically 
set to 1-2 minutes. With a poll interval of 1 minute and 8 RoboBraille agents, the 
RoboBraille service will have a theoretical capacity of servicing 60 * 8 = 480 
requests per hour. The common RoboBraille mailbox serves as a first-in-first-out 
queue. Once a translation request has been read from the common RoboBraille 
mailbox by a RoboBraille agent, it is deleted from the mailbox. Further 
processing of the translation request is managed by the individual RoboBraille 
agent.  

2. Administrative requests: These include a number of different request types sent 
to the RoboBraille service: Request for status, update of data tables, and update 
of software. As such, these are the requests used to manage the RoboBraille 
service and ensure that all RoboBraille agents are up-to-date. Rather than 
delivering these requests to the common RoboBraille mailbox, administrative 
requests are copies to an individual administrative mailbox for each RoboBraille 
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agent. All RoboBraille agents read from its administrative mailbox using the 
POP3 protocol as part of a scheduled poll sequence. Once an administrative 
request has been read from the individual administrative mailbox, it is deleted 
from that mailbox. Only selected users can issue administrative requests. These 
administrative requests allow administrators to check the status and to update the 
data tables and software modules of all RoboBraille agents simply by sending 
emails to the RoboBraille service. All RoboBraille agents automatically reboot 
every night at midnight, loading all updates that may have been mailed as 
administrative requests during the past 24-hour period.  

The RoboBraille software package includes the RoboBraille Automated Mail 
Responder (AMR) module including software components for graphical manipulation 
and audio compression, Sensus Braille 4 Braille translation engine, text-to-Speech 
synthesizers and Microsoft Office Automation components to handle Word and RTF 
documents. 

As the communication between the mail server, web server and the RoboBraille 
agents are based on standard Internet communication protocols (POP3, SMTP, HTTP 
and FTP), the individual computers do not need to be located on the same physical 
location. However, in order to make efficient use of systems administration resources, 
limit the amount of resources required to keep the systems updated and reduce the 
risk of unscheduled down-time, all machines are maintained centrally at two separate 
locations in Denmark.  

Each RoboBraille-enabled desktop computer is configured to serve several 
languages (Braille and text-to-speech translation). Likewise, multiple RoboBraille-
enabled desktop computers will be available to serve the same language. As each 
RoboBraille-enabled desktop computer is running independently of the others, the 
architecture is truly scalable, and the ability to add new agents will be used to ensure 
the service level and balance the workload. Experience from the Danish RoboBraille 
service suggest that deploying identical RoboBraille agents all capable of processing 
translation requests is a simple means to ensure efficient load balancing and 
availability. 

5   Europe and Beyond 

As a universal solution to the problem of inaccessibility to textual information 
amongst print impaired people, the potential of the RoboBraille solution is substantial. 
Already, a pan-European market validation project has been retained for funding by 
the European Commission under the eTEN programme. Once validated in Ireland, the 
United Kingdom, Italy, Portugal and Cyprus, the RoboBraille consortium expects to 
maintain the service in the six countries and deploy the service further into other 
interested countries. Through dialogues with relevant government agencies, NGOs 
and institutions for the blind, partially sighted, dyslexic and other print-impaired 
people, and by maintaining a high level of visibility through participation at 
conferences and press coverage throughout Europe, the RoboBraille consortium will 
invite other countries to join the service. The aim is to add between two and five new 
countries/languages per year until all interested EU Member states have joined the 
service. Several countries outside the EU are also expected to join the service.  
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Critical to the further expansion of the RoboBraille service is the adoption amongst 
public and private commercial organization. For this purpose, the RoboBraille service 
will be developed into a step-stone technology, allowing organisations to 
communicate electronically with citizens, clients and customers in formats alternative 
to plain text. The term step stone is used to describe the scenario where a piece of 
information – e.g., a tax return form, a bank statement, a letter – is mailed to someone 
via the RoboBraille service. Using the RoboBraille service as an intermediary, the 
originator of the information may be able to send textual information in a multitude of 
alternate formats such as Braille, speech and enlarged print. Furthermore, the ability 
to produce visual Braille for companies who need to emboss tactile Braille on 
packages, lables, bottles, etc., will be enhanced.  
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Abstract. A system for the non-visual presentation of music notation is 
described. Derived from an earlier test-platform for the establishment of a set of 
principles for tactile communication, the Weasel notation system has been 
redesigned to facilitate both music-reading and composition tasks. Using tactile 
overlays on a touchpad, speech output/input and audio-playback, the system 
allows the reader to browse and interact with music notation in a way that is 
appropriate to the majority of common music reading and writing tasks.  

1   Introduction 

The standard notation for western music is Common Music Notation (CMN). 
Although other notations exist1, and are in relatively common use, it is CMN that is 
accepted as standard. Indeed, on opening a  typical school or college music-textbook, 
it is almost certain that CMN will be the notation system in use for describing musical 
excerpts. Whether CMN is the most efficient means of communicating music-based 
information is debatable; after all, this is a notation system that has evolved across a 
number of centuries adapting along the way to a general increase in complexity of 
both orchestration and instrumental performance. Putting any potential limitations to 
one side, CMN is almost universally accepted as the standard form of western music 
notation, not least because it can be applied to nearly all musical instruments. 
However, the strength of CMN can be found in its visual richness and it is this same 
‘strength’ that effectively excludes blind musicians from accessing it easily. 

2   Visual Properties of CMN 

Music notation is graphic, lending itself to the notion of ‘filtering’ out that which is 
not necessary to a specific task. For example, at a high level, an instrumentalist who is 
new to a particular musical-arrangement is able to breakdown the ‘whole’ into logical 

                                                           
1 Most fretted stringed-instruments (e.g. guitar, mandolin, violin) can employ a system of 

tablature, where a diagram of the fretboard is used to show finger positions on individual 
strings. Some wind instruments (e.g. flute, whistle) can use a similar style of finger-chart 
system to show a row of pitches represented by ‘closed’ or ‘open’ holes on small diagrams of 
the instrument’s body. 



 Accessing Music Notation Through Touch and Speech 1111 

sections. Various graphic components of CMN (e.g. double barlines, repeat signs and 
sometimes rehearsal marks) can assist with identifying logical sections to work with. 
At a much lower level, CMN allows the identification of pitch and duration of 
individual notes but can also include other instructions, some symbolic and some 
textual, to describe how to play the notes (e.g. loud, soft, fast, slow, detached etc.). 
One particularly strength of CMN is that a single piece of notated music can be used 
by musicians of differing abilities for a range of purposes. Where one individual may 
wish to learn an entire piece note-by-note, another individual may be familiar enough 
with the rhythm of the melodic line that only the step-by-step change in pitch is of 
interest; another may only be interested in the underlying chord progression. 
Typically, all of these tasks, and many others, can be achieved from the same piece of 
music notation. 

3   Non-visual Approaches to Music Notation 

Although there are a number of non-visual alternatives to CMN, these do have 
limitations when compared to the different levels of presentation of data afforded 
through graphic music notation. Typically these systemss fall into one of two 
categories: tactile presentation or speech access. 

3.1   Tactile Systems 

Tactile systems include Braille Music, Moon and tactile CMN (enlarged). Braille 
music is without the doubt the most common tactile approach to music notation in use 
with many libraries and services offering access to large quantities of music in Braille 
format. However, Braille music does have its problems, not least that the number of 
blind people who actually use Braille is far lower than might be expected [1]. In 
addition, Braille music is not as standardised as would be hoped, uses alternate 
characters for music letters to those used in conventional spelling and needs to be read 
in series.  

Moon music is less complete as a system and enlarged CMN has the obvious 
limitation of how much information can be displayed within an easily accessible area. 
Purely tactile systems are also more convenient for reading-tasks than compositional-
tasks. Significantly, none of these systems offer a convenient structural overview; the 
focus is mainly at event-level. Neither can they offer any level of filtration i.e. a 
reader needs to read everything before deciding what information is of direct use 
within a given task (e.g. learning fingering for a keyboard part). 

3.2   Spoken Systems 

The most basic system for displaying music notation through speech is the ‘Talking 
Scores’ system as used by the RNIB2. A piece of music is described on a bar-by-bar, 
event-by-event basis using recorded vocal descriptions. As with tactile approaches, 
                                                           
2 Royal National Institute for the Blind, UK, (www.rnib.org.uk). 
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this generally involves the reader listening to the whole recording or at least listening 
to more detail than might be required. This approach has been enhanced considerably 
through the introduction of a computer-based approach to implementing the Talking 
Scores protocol [2]. 

Perhaps one of the most popular notation packages for CMN is Sibelius3. Script-
based access to this system has recently been made available4 and similar scripts are 
now also available for the Lime music notation package. These systems effectively 
provide access to spoken descriptions of menus and graphic symbols for use with a 
screen-reader (e.g. JAWS or HAL).  

Again, these systems do not provide a facility for a structural overview, and there 
are compromises in usability depending on whether the task is one of reading or 
composing. 

3.3   Playing-by-ear 

It is important to clarify the difference between playing-by-ear and learning-by-rote 
as both terms are used quite freely in music education. Playing-by-ear involves the 
learner listening to and then copying a piece of music, section-by-section. Learning-
by-rote involves one individual demonstrating to another how to play a particular 
piece. Here, the learner is ‘shown’ how to play each section although it may be that an 
element of playing-by-ear is involved. 

Whereas playing-by-rote is unlikely to be appropriate for many blind music-
learners, learning to play by-ear can have a useful place. However, the learner’s sense 
of pitch and timing needs to be particularly accurate; this is often not the case with 
learners in the early stage of music education. 

4   The Weasel Project 

The Weasel5 project is a method of providing computer-aided access to a system of 
music notation that is part-tactile and part-electronic in presentation. In essence, a 
tactile-overlay is used in conjunction with a touch-pad to provide an interactive 
overview of a piece, or page, of music. The overlay is used to display the significant 
structural elements within the piece and the rest of the musical information is 
displayed using a combination of speech synthesis and audio-playback. 

4.1   Tactile Overlays 

It is important to appreciate that the overlay itself contains absolutely no specific note 
information. If a user were to explore the tactile component alone, very little could be 
identified about the piece being displayed beyond the number of bars to a line (and lines 
to each page), whether there are identifiable sections (or similar rehearsal points) and 

                                                           
3  Sibelius Software Ltd, UK, (www.sibelius.com). 
4  Sibelius Speaking from Dancing Dots, PA, USA, (www.dancingdots.com). 
5 Weasel was first conceived during a research project into establishing principles for tactile 

communication at the University of York, UK. 
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whether any bars or sections are repeated. Essentially, the tactile overview is a 
navigational aid. Importantly, terms of reference such as ‘the-bottom-line’ or ‘bar 2 line 
3’ or ‘from the repeat mark at the end of line 1’ all remain valid in a way that is not 
immediately apparent in other systems. This is an important aspect as music performance 
and learning often involves other musicians or music-learners. It would be undesirable to 
create a system that is efficient at communicating to the individual but that does not 
facilitate a  common understanding of ‘location’ within the piece; this would not be truly 
inclusive. 

By navigating around the tactile overview the user can interrogate the music in 
various ways that effectively allow for individual levels of requirement (similar to 
those described earlier with reference to CMN). The information required can then be 
accessed in further detail using either speech or audio-playback. This combination not 
only allows for information to be filtered such that the reader can focus on differing 
levels of complexity but also allows the user to employ a preferred method of learning 
– by-ear, by spoken-description, and potentially by Braille (if a refreshable display 
were to be employed). 

In its original versions [3], [4], Weasel used vacuum-formed PVC overlays such 
that differing levels of height could be achieved. Whilst this was appropriate to the 
original investigation, the production of such overlays is time-consuming and 
impractical in terms of production by an average user; the equipment required is 
expensive and individual moulds are required for each overlay.  

To achieve a more practical system, Weasel has been completely redesigned such 
that in addition to tactile overlays and speech-output, speech input is being 
incorporated. This can effectively free the user from the computer-touchpad, whilst 
still allowing the system to be operated. In terms of music, this has obvious practical 
advantages for instrumentalists who will normally use both hands to play their 
instrument. 

Overlays are now prepared using ‘swell’ paper with a single overlay representing a 
single page of music. Using raised lines and symbols, very basic structural information 
can be presented to the user. Abandoning the use of PVC overlays has meant that the 
use of ‘change-of-height’ as a method of encoding instructions has become difficult to 
achieve. Swell paper can only practically provide a single change in level with a 
maximum height of around one millimetre. Although it was demonstrated in earlier 
experiments with tactile-overlays that differing changes in height could be useful it 
was decided that the additional richness achieved was outweighed by the complexities 
involved in production. An aim of the current project has been to make the platform 
available for use with the minimum of additional effort.  

4.2   Interaction 

On the overlays, guidelines are employed to trace across bar areas, with additional 
symbols being used to represent other structural elements that are of use (e.g. repeat 
marks, rehearsal points). Interacting with the overlay by pressing on a ‘bar’ area will 
force the system to describe the contents of the bar using either speech, audio-
playback or a combination of both if appropriate. The information described depends 
upon the current preferences of the user (e.g. pitch, duration, dynamics, fingering, 
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chords etc.). Areas of bars (sections) can be selected for playback such that rehearsal 
becomes more manageable.  

The majority of actions can be made directly. For example, pressing the barline 
symbol at the beginning of the piece will inform the user of a number of essential 
items of information (tempo, key, time-signature, starting dynamic etc.), these can be 
accessed one-at-a-time by pressing the symbol repeatedly. Pressing the symbol for 
any other barline will ‘speak’ the bar-number for that current bar. Pressing repeatedly 
will progress through any other important pieces of information that might be present 
at that same location, a change in dynamics for example. Pressing the symbol for a 
repeat mark will inform the user of where to return to within the piece to begin 
repetition.  

Currently, the system relies on an Intellikeys6 touchpad as these are readily 
available and are typical of the technology in use in special-needs environments. The 
surface resolution of this device is limited but can be regarded as being similar to the 
size of a fingertip. With this in mind, it would be difficult to ‘draw’ a smooth line 
using one of these touchpads, however, the interactive tasks used within the system 
are generally simple ‘single-click’ operations. The overlays are being designed using 
established principles for the design of interactive tactile diagrams [5], [6].  

4.3   Controls 

Besides directly interacting with tactile components within the overlay, the user can 
also navigate through a simple menu-system to access various features important to 
tailoring the display to suit individual needs. As described earlier, it is often the case 
that a music reader will have one or more specific tasks in mind. Rather than reading 
everything that is present within the score, it might be that only pitch or duration 
information is of immediate use. Alternatively, it might be that instrument specific 
nuances are of interest e.g. bowing or fingering. In addition, besides filtering out that 
which is irrelevant to a given task, the user will also need to make decisions on how 
best display that information if more than one possibility exists. For example, pitch 
information can be spoken but can also be heard as melodic notes. Where one user 
may prefer to read by-ear, another may prefer to be informed of the letter name (and 
accidental if present). Equally, rhythms can be described using speech or played in 
context (perhaps with pitches) or extracted as pure rhythm (pitches removed and 
substituted with a ‘click’ sound). Regardless of preference, the user needs to be able 
to quickly alter their preferences as they move from task to task. With this in mind, 
the controls for making such changes are embedded within the main display. This 
avoids the user needing to move between the overlay/touchpad and the computer 
keyboard unnecessarily. 

The controls employ a simple design that has been shown to work effectively in 
previous versions of Weasel. In essence, three fingers from each hand can be located in 
two sets of three ‘rings’ at the bottom of the overlay. The left set of controls navigates 
through the menu headings and the right set navigates within the list belonging to the 
current selected menu. Pressing the centre ‘ring’ of either set confirms what the current 

                                                           
6 Intellitools, CA, USA, (www.intellitools.com). 
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selected menu or item is. The output is always speech although audio-reinforcement is 
used to help distinguish between the ‘menu’ and ‘item’ controls. 

4.3   Output 

For music-audio output, Weasel sends standard MIDI message to be received by a 
typical general MIDI sound-module. This reduces the demand for real-time sound-
processing that can impact upon smooth speech output (and input). Many computer 
soundcards are already equipped with basic MIDI sound modules. For speech 
synthesis, the system takes advantage of the TTS (Text-To-Speech) and SR (Speech 
Recognition) engines that now form part of the Windows XP operating system. In all, 
the system avoids using specialist hardware beyond that which is typically already 
available in most special-needs education-centres. 

4.4   Input 

The aim of the project has been to explore approaches for displaying music notation 
in a non-visual format. With this in mind it has been essential to have an efficient 
method of inputting music data into the system. Although the system is to be 
expanded in the future to allow composition, not every music-reader will only wish to  
read their own compositions. Therefore, it is important for there to be easy access to a 
library of scores. There are limited solutions to this.  

Using standard MIDI files would present a large library of music to most users as 
this format has been in popular use since the 1980s. However, the protocol for the use 
of these files has never been one of providing a substitute to music notation. Where 
MIDI might excel in terms of storing pitch, duration and velocity information it 
provides almost no method of storing many other musical concepts (fingering, 
position, performance symbols etc.). MIDI files are used as input mechanisms for 
some software packages (e.g. Sibelius and Finale), however, the function of these 
packages is perhaps closer to that of typesetting.  

In contrast, ABC is a text-based approach to music notation that has been in use 
since the early 1990s. Originally designed for the sharing of folk music on the 
internet, ABC has rapidly become widespread in its use and offers a more complete 
approach to inputting and storing music notation than that offered by MIDI. As all 
the music information and performance instructions are available this is a good 
medium for both the storage and presentation of musical information. Indeed, the 
Dutch Federation of Libraries for the Blind (FNB) has integrated this file protocol as 
the basis for its Spoken Music project; a computer-aided equivalent to the Royal 
National Institute for the Blind’s Talking Scores (RNIB, UK). It would perhaps be 
premature to suggest that the ABC protocol is, or ever will be, the standard text-
based music notation system but it is currently the most common and is well 
documented. With these aspects in mind, coupled with its usage within the Spoken 
Music project, ABC has been adopted as the intermediate file system within the 
Weasel project. 
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5   Future Work 

The Weasel project has aimed to provide a flexible system for the reading and 
composition of music-notation. However, the majority of the focus has been on the 
creation of a working ‘engine’ for presenting spoken-descriptions and audio-playback 
of extracts of music. There are separate issues that arise when considering the nature 
of compositional tasks in a non-visual format. In addition, it has also become apparent 
that the project may be of considerable use to some users who are not visually-
impaired. 

5.1   Music Composition 

In its current state, Weasel responds to input from a computer keyboard, an Intellikeys 
touchpad and speech. It also outputs both speech and audio-playback. However, a 
number of overlay-designs are under consideration and are yet to be tested thoroughly 
to discover which is most effective as a navigational aid. A further aim within the 
project is to adapt Weasel such that it facilitates basic composition but it remains to be 
seen whether a system can be developed that will allow an overlay to be constructed  
part-by-part. Ideally, a fully interactive dynamic tactile display would fit this purpose 
but the design of such a device is beyond the scope of this project. It is also unlikely 
that such a device will be available for some time yet, certainly at an affordable level. 
However, it is conceivable that for short-term test purposes a system of blank 
template-overlays could be used. These will use a set number of bars-to-a-line and 
lines-to-a-page. The user will be able to compose tunes within this framework, 
accessing bars for recording and editing note or performance information. When the 
process of composition is completed, the layout can be modified such that the 
structure becomes more apparent and logical to the reader. 

5.2   Music and Dyslexia 

Although Weasel has been developed with visually-impaired users in mind it now 
appears that there may be another user-group who could benefit. Personal experience 
as a music lecturer has shown that students with dyslexia will generally also 
experience difficulty in the general comprehension of written-music. These students 
can often have good listening skills and may prefer to learn music by-ear rather than 
by reading notation. However, learning to play music by-ear does not lend itself to 
composing and arranging parts for other musicians; this can make academic progress 
appear to be slower than might be expected. It is conceivable that this same system 
may provide an approach to reading and writing music that is perhaps more accessible 
than more traditional approaches. 

6   Conclusion 

The Weasel project has attempted to provide a cost-effective solution to a number of 
accessibility problems for blind musicians or learners wishing to read music notation. 
A tactile overview has been used to address problems associated with understanding 
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the structure or ‘shape’ of a piece of music. This sets Weasel apart from other systems 
(electronic and non-electronic) which tend to focus on music at an event level. The 
user interacts with the overlay to access music information contained within the piece. 
This can be explored at different levels using either speech-output or audio-playback 
depending upon individual needs. It is anticipated that the system will be adaptable 
such that compositional tasks are feasible. It is also believed that there is potential for 
this system to used with dyslexic music-learners who experience difficulties reading 
and writing CMN. 
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Abstract. Research work has been ongoing in the field of dynamic display of 
tactile graphics for about forty years now. Compared to these numerous efforts, 
the number of systems actually in use in daily life has remained quite low. To-
day, there are still very few workplaces for the blind that include a dynamic tac-
tile graphic display for providing information in graphic form, besides speech 
and Braille output systems. One application which does utilize such devices to-
day, however, are math classes in schools. The following paper introduces a 
system that permits blind students to both create and explore mathematical 
graphics without assistance. 

1   System Requirements 

The concrete problem that set in motion the development of this system was the in-
creasing use of pocket calculators with graphic displays in math classes in public 
schools. These graphic-display calculators are in use not only during daily classroom 
instruction, but also for tests and even in final exams. This meant that there was an 
urgent need to develop a system with equivalent capabilities for blind students inte-
grated in mainstream schools.  

The requirements for such a system, to enable blind pupils and students to quickly 
create and then explore tactile mathematical graphics, were the following: 

• The blind users must be able to create the tactile graphic displays on their own. 
• It must be possible to create the graphic displays in the classroom environment at 

speeds that are comparable to graphic calculators. 
• The coordinates of points should be provided as speech output or displayed on a 

Braille display. 
• Customizable enlargement and an exploration of the graphic in sections must be 

possible. 
• Curves and the contours of geometrical objects must be displayed as an one-dot-

wide line regardless of enlargement. 
• Separate mathematical objects must be distinguishable and it must be possible to 

display them separately. 
• Orientation aides should be available to show where the currently displayed section 

is located. 
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2   The Maple-GWP-System 

A dynamic tactile display called GWP should be used as the output device within the 
new system. The GWP consists of a matrix with 16 x 24 dots working with piezoelec-
tric actuators. There are function keys on the GWP unit for zoom, navigation, and to 
activate various display and orientation aides.  

Fig. 1. The dynamic tactile graphic display GWP 

Other system components that contribute to the system comprise the following: 

• The math program Maple 
• The screen reader JAWS, for operating the math program and for the output of co-

ordinates 
• The custom software Plotexplorer 

Figure 2 shows the system components of the Maple-GWP system, and the com-
munications channels between the components. 

Fig. 2. System Components of the Maple-GWP System 
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The mathematics program Maple offers a wide range of functions, making it suit-
able for schools, universities, and professional use. Maple makes a range of com-
mands available that can be used to create mathematical graphics on the screen. The 
data created by Maple for the screen graphics can be accessed through a defined inter-
face by an application program. 

JAWS is used as a screen reader to provide access to Maple. A communications in-
terface from Plotexplorer to JAWS is used to have the system either announce in 
speech or display on an associated Braille display the coordinates of points on the 
graph. 

The Plotexplorer software processes Maple's graphics data for display on the tactile 
display, and also provides a series of display aides that assist a blind user with an in-
depth exploration of the mathematical graphics. 

A blind student will use the Maple program in math class. If a graphic representa-
tion is needed, an entire package of plotting functions is available in Maple. An addi-
tional command can then be entered into Maple, and the graph will not only be  
displayed on the PC screen, but also on the tactile display.  

When this command is entered for the first time, Plotexplorer starts up as a back-
ground process. Plotexplorer processes the graphics data provided by Maple for rep-
resentation on the tactile display. Plotexplorer also provides the functionality needed 
for exploring the mathematical graphic. The following functions are available for this 
purpose: 

Zoom and Navigation. Once a graphic representation has been output from Maple to 
the tactile display, it is shown just as it is shown on the PC (full view). If the user 
zooms in on it, an enlarged portion of the full view is represented on the tactile dis-
play. This partial view will be referred to as the section from now on. The navigation 
keys on the display unit can be used to move the section around. This allows a step-
by-step exploration of the overall graph. 

Types of Representation. Maple provides a minimum of 50 precisely calculated an-
chors for the graphical output. In full view mode, there are usually several such  
anchors associated with one tactile pin. At a powerful zoom rate, however, these an-
chors move away from each other until there is a discernible distance between them.  

There are two types of representation, the so-called "dot mode" and the "line 
mode." In dot mode, the only output are the anchors, which are shown as dots by 
raised pins on the tactile display. In line mode, the anchors are connected by lines, so 
that there is a continuous line even at high zoom rates.  

Blinking Cursor, Output of Coordinates. A blinking cursor (pin moving quickly up 
and down) indicates a dot on the tactile display that includes one or several anchors of 
a mathematical object. The numerical values of the central anchor indicated by the 
blinking cursor can be forwarded to JAWS for output. The values are announced by 
the speech output, and appear as pairs of numbers at the front of the Braille display 
line. After a certain period of time, this numbers pair will disappear. The time-out  
period for the Braille display can be controlled by the user. In most cases, the coordi-
nates will be rounded off for output. The user can choose one of two powers of  
rounding. 
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Marks. In order to find a certain place within a graph again quickly, anchors can be 
marked. A marked location is indicated on the tactile display by a slowly blinking pin.  

Navigation by Using Marks. Regardless of the enlargement rate, the user can jump 
to marked locations with the blinking cursor. If the next marked location happens to 
be outside of the currently displayed section, the section will be moved automatically 
until the marked location is on the edge of the image section.  

Stretching of a Section. The section between the current position of the blinking cur-
sor and the nearest marked location to the left can be stretched, so that the marked lo-
cation becomes the left edge of the section, and the blinking cursor the right edge. 
This makes it easy to enlarge interesting parts of a curve quickly and on target. 

Selecting Objects. Several mathematical graphs can be represented on the tactile dis-
play simultaneously. Plotexplorer is capable of distinguishing the various graphs. The 
user can therefore choose to display only any one or all graphs at once. The axes can 
also be turned on or off. 

Orientation Mode. Orientation mode is available in case the user becomes disori-
ented as to where the section currently displayed on the tactile display is actually lo-
cated within the graphic. By switching into orientation mode, the current section is 
represented as a blinking rectangle within the full view mode. This gives the user an 
overview as to which area of the overall graphic the current section on the display is 
showing.  

All Plotexplorer functions can be operated via the function keys on the tactile dis-
play in full. In addition, the Plotexplorer functions are also available for sighted assis-
tant operators via a graphic user interface. Based on this dual operator concept, an  
assistant and blind students can use the system together during a training phase. 

Practical experiences with this system so far have shown that blind students master 
the functions available for exploring mathematical graphs rather quickly. The com-
mands that are required for creating such graphs in Maple are also quickly learned. 
This means that students are capable of using the system on their own during class-
room instruction after a relatively brief training period. Educational agencies in Ger-
many have evaluated this system and have approved it as a resource for blind students 
integrated in mainstream schools.  

3   Future Work 

There are two aspects that can contribute to rescuing the use of dynamic tactile graph-
ics from its current niche existence in the future, thus making the integrative effects of 
these systems available to a broader circle of users. First, what's needed is a new ac-
tuator technology for the tactile pins that is more compact and especially less expen-
sive than the piezo technology in use today.  

Second, it will be necessary that graphical information are represented in an open 
accessible standard, which provides additional descriptive information about the 
graphical objects. Vector graphics using the SVG language is here a promising  
approach.  
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Abstract. Much numerical information is visualized in graphs. How-
ever, this is a medium that is problematic for people with visual impair-
ments. We have developed a system called iGraph which provides short
verbal descriptions of the information usually depicted in graphs. This
system was used as a preliminary solution that was validated through
a process of User Needs Analysis (UNA). This process provided some
basic data on the needs of people with visual impairments in terms of
the components and the language to be used for graph comprehension
and also validated our initial approach. The UNA provided important
directions for the further development of iGraph particularly in terms of
interactive querying of graphs.

1 Introduction

Graphs (line graphs, pie charts, etc.) are common and pervasive: they have been
the accepted norm for the presentation of complex numerical data since at least
the 18th century [1]. As [2,3] point out, this manner of presenting numerical
data takes advantage of the human ability to recognize certain visual patterns
that the numbers by themselves (e.g. in tabular form) do not readily reveal.
By quickly looking at a line graph, for example, we can determine, with less
precision than knowing the real numbers, where the minimum and maximum
values are, whether the values have an upwards or downwards trend or whether
the line is smooth or “pointy”, the scale, whether it looks like an “M” or like
a semicircle or like a bell, etc. All these little pieces of information (and many
more we have not mentioned here for lack of space) allow us to interpret the
numbers and hypothesize about their relation on many dimensions, helping us
draw conclusions about the nature of the data being represented.

All the cognitive mechanisms used to find these visual patterns [4,5,6,7] de-
pend, rather obviously, on the human visual faculty [8]. If this faculty is not
present, or considerably damaged, as is the case with blind people and people
with visual impairments, then the problem resides in finding alternative ways to
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make (at least some of) the visual information encoded in graphs available to this
audience. To this purpose, we implemented iGraph, a system that provides short
descriptions and a query system to work with graphs. However, not any kind of
description will do, and, on the other hand, describing everything there is to a
picture (a graph in this case) may become, at times, unfeasible (e.g. when there
are one hundred data points, or more than three lines in a line graph, etc.). Thus,
our problem is not only an engineering or implementation problem, but a prob-
lem of verifying the need, building a better language model and validating the
solution that iGraph provides. This paper reports the outcome of a User Needs
Analysis (UNA) and Wizard-of-Oz (WOZ) study towards an improved version of
iGraph. We first review the state of the art in R&D and some currently available
applications. Second, we introduce our first implementation of iGraph. The third
and main part of the paper is dedicated to assessing the needs and a validation
of the concept of iGraph. Finally, we discuss future implementations of iGraph
on the basis of the findings of the UNA and WOZ studies.

2 Related Work

The idea of presenting graphs multimodally is not new. In the digital arena,
there are currently two ways of helping people with visual impairments gain
access to and work with the information presented by graphs: the “sonification”
option and the “speech” or “reader” option. In the former, researchers have been
exploring graph sonification and comprehension since at least the early 1990s
[9,10,11]. Typically, in these systems, the values of the ordinate of a graph are
converted to the different notes and octaves of a musical instrument and time
usually stands for the abscissa of the graph.

For the NL (Natural Language) option, several studies investigating how to
provide natural language descriptions of data graphs have been carried out and
demo systems have been developed [12]. Worth noting are, for instance, Post-
Graphe and SelText, systems that generate a graph and its caption from an
input of data in tabular form and some intentions from the users concerning
the message the graph should convey [13,14,15]. In the same tradition of cap-
tion generation is SAGE [16], though this system aims at generating captions
for 2D diagrams and maps as well as graphs. Other systems include the gen-
eration of summaries of potentially very large databases of time-series data
using time-series data summarization algorithms. Examples of these systems
include weather report generation systems (e.g. SUM-METEO), summarizing
climatological observations (such as temperature, wind speed, humidity, etc.)
[17,18,19,20,21], and others such as SUMTIME-TURBINE [22] and NEONATE
[23]. Even some relatively simple commercial applications that make use of NL
methods are currently available (JAWS1, a screen reader and ChartExplainer2, a
software environment for automatically generating natural-language summaries
of charts and tables, developed by CoGenTex).
1 http://www.freedomscientific.com/fs products/software jaws.asp
2 http://www.cogentex.com/products/chartex/
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3 Our Initial Approach: iGraph

The technologies mentioned in the previous section have proven useful in several
areas, but they also have some important drawbacks. Auditory graphs, for ex-
ample, do not work very well when the input graph is complex, containing more
than three lines, or when it is not time-dependent, as in pie charts. In a pure
auditory graph, legends and other linguistic pieces of information are not read,
and dimensions such as color, depth, etc. are lost. Another way to represent
graphs is natural language. This is so for several reasons: first, humans are more
attuned to this system and we require less training in individuating different
signs (words, in this case, as opposed to going from a C to a C#); second, NL
is representationally a very rich way to describe much of the information shown
in graphical representations. In short, a picture is worth a thousand words, but,
when spoken words is all we have access to, those thousand words are enough.

This being said, the NL systems described above are far from ideal for our
purposes here; namely, helping blind and visually-impaired people work with
graphical representations of data. Most importantly, all the NL systems men-
tioned above are quite inflexible: they provide a single summary or a short cap-
tion of a graph, but not the ability for users to explore the graphs. The system
we are developing offers this novel ability to interact by means of a quite flexi-
ble and scalable NL dialogue. Figure 1 below shows the main components of our
system and some of the implementation techniques for the different sub-systems.

Our prototype (the inspectGraph system or iGraph) automatically provides
descriptions of graphs and allows for natural language interaction with a graph.
The input to the system comprises the encoding of the necessary (and sufficient)
properties of a graph in the EXtended Markup Language (XML) format (titles
of the axes, values and the interval labels for the X-Axis). To allow for the de-
scription and the querying, iGraph implements three subsystems. The first takes
an XML file, parses it and writes a logic version of the given graph, together

Fig. 1. The inspectGraph architecture
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with several mathematical properties of the input graph (minimums and max-
imums, slope of the increase or decrease between two points, etc). We call this
the P-System. The second subsystem stores rules for describing and querying the
logico-mathematical version of the input graph generated by the P-System. We
call this the C-System. The third is a language subsystem that takes the logic-
like representations (and, in principle, all possible inferences) from the first and
second subsystems and outputs a natural language text (both as a description
and/or as the response to a query) plus the handling of a dialogue modelling
algorithm for querying the graph. We call this the L-System.

As stated before, iGraph is more than an engineering problem. For the system
to be useful, several issues must be considered. Two of the most important ones
are i) what blind and visually-impaired people would ask and need to know
about a graph, and ii) the language model needed to convey visual information
successfully. To achieve this, we carried out a comprehensive UNA of people with
visual impairments ranging from congenitally blind to recent blindness. The next
section addresses our UNA methodology and some of the results.

4 The iGraph UNA: Method

A UNA is a family of methods used to uncover the needs and requirements a user
has as well as the capabilities needed from the product to meet the user’s goals.
This involves understanding the target audience, their typical tasks, and their
specific constraints, usually elucidated through a combination of observational
techniques, including interviews, surveys and consulting with domain experts.
The results provide user interface objectives, system requirements, and feature
requirements3. The primary goal of the UNA and evaluation component of this
project is to gain insight into the needs and requirements of InspectGraph users
who are blind or visually impaired as well as maximize the usability of the
existing InspectGraph product. This was accomplished by means of a semi-
structured interview and a user-centered system evaluation.

Participants. Participants were recruited through recruitment notices posted
on local mailing lists at Carleton University’s Centre for Disabilities, and through
personal contacts. 11 participants whose ages ran from 19 to 57 were paid $20 for
approximately an hour of their time. The interviews took place in our usability
lab on campus or another location that was convenient for participants (i.e.
home).

Materials. Pen and paper were used to record participants’ responses. A Pana-
sonic Leica Dicomar video camera and tripod was also used to record the inter-
view.

Design. The overall method included a) demographic questionnaire b) informal
interview c) information extraction and d) a wizard-of-oz study:

3 http://www.usabilityfirst.com/glossary/term 576.txl
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a) Demographics: this questionnaire included information regarding their
background in terms age, gender, education, and information regarding their
blindness.

b) Informal Interview: a semi-structured interview was conducted to gain
insight into the users previous interaction with graphs, for example, where (work,
school etc), how (tactile, descriptions etc), and the type of interaction (descrip-
tion from others, tactile graphs, other technology etc). This interview was also
used to ask participants how they would like to be able to interact with graphs
and what goals they would like to accomplish if they could.

c) Information Elicitation: participants were told that the experimenter
had a graph in front of them. They were required to ask the experimenter any
questions that would help them obtain enough information in order to under-
stand what the graph looked like. This information helped to understand the
type of language these participants used so that it could be also used within the
system.

d) Wizard-of-Oz study: The wizard-of-oz (WOZ) technique enables unim-
plemented technology to be evaluated by using a human to simulate the response
of a system and receive immediate feedback with regards to the systems’ func-
tion and usability. This technique is used to test concepts and techniques during
design and provides suggestions for functionality before it is designed and im-
plemented. In this section participants were told that they are interacting with
a computer system through a natural-language interface, though in fact they
are not. Instead the interaction is mediated by a human operator, the wizard,
allowing the participant more freedom of expression [24]. Natural dialogue re-
searchers conclude that empirical studies of this unique communication situation
are required for the development of user-friendly interactive natural dialogue sys-
tems (Dahlbck et al., 1993). In this particular section the experimenter read out
what the iGraph system would currently say to describe a graph. To investigate
the participants’ understanding of the spoken graph they were then asked recall
questions such as “what is the highest point in the graph?”

Overall, this experiment took a freeform approach which included observations
and informal questions posed to 11 participants and took approximately one hour
per subject. Again, audio and video of the entire interview were recorded for the
purposes of evaluation and to show the results of our testing.

Results. The demographics of the participants interviewed in terms of their vi-
sion ranged from congenitally blind to non-congenitally visually impaired. How-
ever, the differences between these groups in terms of their needs did not differ
enough to look at the data separately. Therefore the data listed include all partic-
ipants. Education of the participants ranged from current undergraduate (n=2),
Bachelor’s degree (n=8), and Graduate student (n=1). Participants’ previous
experience with graphs differed in terms of how long they were or were not with
sight. 5 participants were sighted at least through high school, and 6 were either
born blind or lost their vision prior to high school. High school was the time
when all participants indicated that they had the most interaction with graphs.
Overall, the informal interview revealed that all participants attempt to avoid
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graphs. There are no technical aids that help them extract information from
graphs available at the present time, which any of them knew of. However when
they do need to read graphs they rely on the support of people around them to
describe the graph(s). The information extraction section of the UNA revealed
the most common words used to interact with the interviewer in order to extract
information from the graph. Table 1 lists the words that were most frequently
used to ask questions during the information extraction section of the interview.
There were no differences in terms of the words used or the requests by those
who had experienced graphs visually compared to those who had not.

The wizard-of-oz study revealed that overall most participants were able to
visualize what the graph looked like following the reading of iGraph descriptions.
9 of 11 participants explicitly reported that they liked how the graphs were de-
scribed, and all participants reported that they could find iGraph useful. Table 2
below shows the top 5 most requested requirements. All participants requested
that the purpose, type of graph, main title and axes titles are read first, followed
by the general trends, and then the details. Most participants requested that they
iGraph describe the data point by point, however the most common remark was
that this type of description may only be useful with simple, single line graphs.

Table 1. The 14 most frequently used words used by participants to extract graph
information

Case Word Frequency
1 X, Y Axes 41
2 line up/down 32
3 drastic/gradual shift/drop/jump 27
4 describe point by point 22
5 slope up/down 22
6 lowest/highest point 22
7 purpose of graph 21
8 range of axis 19
9 scale of axis 18
10 Main title 17
11 Type/kind of graph? 17
12 starting point 14
13 axis title 13
14 top/bottom right/left 13

Table 2. The top five requests

Case Request Frequency
1 Purpose, Type and Titles first (main and axes) 11
2 Describe point by point 9
3 Describe general trends and then details 8
4 Ability to repeat/pause/rewind 8
5 Keep it simple 6
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5 Conclusions and Future Work

Given this UNA study, we may conclude that iGraph is indeed a useful tool.
Once iGraph is finished, it should provide immediate benefits to people with
visual impairments when it comes to interacting with graphs. The Wizard-of-Oz
study, plus the quantitative analysis of the words and expressions used to refer
to graphs allowed us to construct new, hopefully more descriptive descriptions
of the input graphs. One important characteristic is that the main requirement
is to provide the user with the general information first followed by the de-
tails. Below is an example of our current descriptions given the UNA and WOZ
studies:

Description: The graph is about paper clip sales. It’s a one- variable line graph.
The y axis is millions of dollars and the x axis is month. The maximum value of the
y axis is 93, the minimum is 10. The graph has a general upwards trend. Evolution:
It is quite irregular. It starts at 63. There is a moderate decrease at x1 to 23.
There is a steady increase from 23 to 91 from x1 to x3. There is a steady decrease
from 91 to 54 from x3 to x5. There is a small increase at x6 to 71. There is a
moderate decrease at x7 to 10. There is a dramatic increase at x8 to 93. There is
a moderate decrease at x9 to 38. Finally, there is a steady increase from 38 to 69
from x9 to x11.

These descriptions generated by iGraph, although also reporting the graph
point by point, summarizes part of the graph: What the graph is about (pa-
perclip sales), what kind of graph it is (a line graph), the title of the axes (the
Y -axis is sales in millions of dollars and the X-axis is month), a general trend
line given by interpolation (an upwards trend), some idea of how “steep” the
lines look (small, moderate or sharp increase/decrease), minimum and maximum
values and a summarization such that every time there is more than one edge in-
creasing or decreasing, the application will output a “steady increase/decrease”
from point A to point A+n: for instance, in the above example: “There is a
steady decrease from 91 to 54 from x3 to x5”. This provides with a more man-
ageable load of information, even if it is at the expense of losing some of the
details (how much x4 decreases wrt x3 and how much x5 decreases wrt x4, for
example).

According to the studies reported in these pages, iGraph does indeed help
blind and visually impaired individuals with their interaction with graphs. This
will hopefully build independence and a less marked aversion to graphs as an
important data exploration tool.
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Abstract. A fingertip guiding manipulator was developed as a haptic graphic 
display for blind people: it helps them create mental images of raised graphics 
and reliefs with stroke order. Through fingertip kinesthetic sense, while foresee-
ing the direction of the upcoming stroke by perceiving the knob’s direction,  
users experience the uplifted and fallen strokes by perceiving their fingertips 
being pulled in the horizontal and vertical directions. Especially, the up-lifting 
function expands a representation capability from “single stroke graphics” to 
“multiple stroke graphics. 

1   Introduction 

Imaging mental maps in their minds, blind people usually walk by themselves usually 
with the help of guide sticks to explore obstacles. Therefore, they would feel uneasi-
ness and insecure when walking unless they had previously made up mental maps, 
i.e., a kind of mental images. Besides the mental maps for walking, there are many 
situations where the mental images are used. Thus, a support system to create mental 
images must become a useful tool for blind persons to get higher level of communica-
tion, and to enjoy quality of life. To meet the needs, there have been reported many 
devices and studies in the field of mental image creation such as those by audition [1], 
by tactile sensation [2,3], and by both audition and tactile sensation [4,5,6]. Although 
these tactile systems showed effectiveness to some extent, they had cost-expensive 
problem. In addition, some promising haptic devices have also been proposed: a two-
handed multi-fingers string-based device was used for simple cylindrical object size 
recognition [13], and a multi-fingered haptic interface was used for simple spherical 
object grasping operation [14]. There have also been some studies on haptic interfaces 
[15,16], the objective of which is to provide the feeling of the pencil touch motion, 
and is very similar to this work except that their system based on force feedback by 
using a highly expensive commercially available haptic device. 

In place of using tactile sense, the authors have tried to develop some interactive 
sound-based color image pattern presentation systems as a man-machine interface: a 
system using a pen-tablet [7,8], and that using a touch-panel display [9]. Since those 
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by audition can use market-produced devices, they have advantages in the availability 
and in cost. Regretfully, however, their image-perception performance had been sub-
stantially low.  

Then, the authors had introduced a specially designed 3-DOF (degree of freedom) 
manipulator as a haptic graphic display [10,11]: the mechanical geometry calibration 
procedures and the basic perception principle were described in [10], and the image-
perception performance was considerably improved as in [11]. The 3-DOF manipula-
tor had a novel function to present line drawings. The person pinches the knob by 
his/her fingertips. Then, through his/her fingertip kinesthetic sense, while foreseeing 
the direction of the upcoming stroke based on the knob’s direction, he/she practically 
experiences the strokes by perceiving the knob’s horizontal positions. Although the 3-
DOF manipulator showed an image-perception performance being comparable to the 
tactile graphics by the raise writer, it had a restriction that the figures to be shown 
should be “single stroke graphics”. 

Adding one degree of freedom by mounting an up-and-down actuator, the 3-DOF 
manipulator evolves into a 4-DOF manipulator. The 4-DOF manipulator is expected 
to enhance the mental image creating performance since it is able to represent raised 
graphics and reliefs with stroke order. The most prominent advantage of the 4-DOF 
manipulator is in a point that the up-and-down actuator expands representation capa-
bility from “single stroke graphics” to “multiple stroke graphics” by resembling the 
up-and-down motions to pen’s up-and-down. Some experimental results are described 
to prove the effectiveness of the proposed system in this paper. 

2   System Description 

The motivation of the proposed mental-image-creation supporting system is as  
follows. If we taught blind persons the shapes of graphics, we would guide their 
hands with our own hands. However, the teaching processes will take a lot of time 
and efforts for both of the helpers and the blind persons. If a manipulator took the 
helpers place, the blind persons could learn the graphics by themselves. (See Fig. 1 & 
Fig. 2)  

By guiding my son’s hand with my hand,  
       I can teach strokes of  graphics. 

If a manipulator takes my place,  
 he can do it by himself.  

Manipulator as a Good Hand 

 

Fig. 1. Why did we employ a manipulator? 
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Fig. 2. Main concept of the proposed system. To create mental images of 2-D graphics such as 
maps and layouts, manipulator teaches object’s shapes by guiding subject’s fingertip, and 
speaker teaches object’s name. 

The proposed fingertip-guiding manipulator features four degrees of freedom, and 
help blind people create mental images of raised graphics and reliefs with stroke or-
der. A person is assumed to grip the hexagonal prism shaped knob in use. The knob is 
attached to the arm’s end of the fingertip guiding manipulator. Within the 17inch-
display area, the horizontal position of the knob is controlled by a 2-DOF quadrilat-
eral link that are driven by a couple of servomotors. The vertical position of the knob 
is also controlled within the 14mm length by a 1-DOF up-and-down actuator that is 
driven by a servomotor via cam mechanism. (See Fig. 3). In addition, the knob rota-
tion angle is controlled by a rotational actuator that is driven by a stepping motor. 
Taking the benefit of higher traction force, the 2-DOF quadrilateral link actuator was 
introduced as a haptic human-computer interface in this work, and had also been 
introduced for upper-limb rehabilitation exercises [12]. 

      Quadrilateral link  
      actuator 
                      Knob 
Rotational actuator 
Up-and-down actuator 
Touch panel display 

Ledge

 

Fig. 3. The proposed haptic graphic display: the fingertip-guiding manipulator 

The fingertip guiding manipulator has the haptic graphic displaying functions:. 

− Indicating function: The person perceives the knob orientation via his/her fingertip 
tactile sensation, and predicts the directions of the upcoming strokes: the knob ori-
entation is represented by the orientation of a hemispherical ledge, and it always 
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indicates the directions of upcoming strokes at corners, and the tangential orienta-
tion of the currently tracing point on the stroke. 

− Leading function: The person’s fingertips are pulled via the knob tracing the 
strokes of the presented graphics, sequentially, and he/she experiences the position 
and shapes of the strokes through his/her arm kinesthetic sensations. 

− Up-lifting function: The knob-gripping fingertips are uplifted or fallen, and he/she 
perceives the motion through his/her wrist’s kinesthetic sensations. Then, the per-
son experiences the pen up-and-down motions when stationary and the upheaval or 
caving motions when tracing strokes. 

Thus, the person is assumed to perceive raised graphics with stroke order as in Fig. 4 

1st

2nd

3rd

 

Fig. 4. An example of the relief-like presented graphic 

3   Haptic Graphic Perception Experimental 

The proposed haptic graphic display, the fingertip-guiding manipulator, was com-
pared with the raise writer from the viewpoint of the performance on mental-image 
creation of a line drawing graphic. Fig. 5 shows a scene of the experiments using the 
fingertip-guiding manipulator and the tactile graphics drawn by the raise writer:  the 
former is called the fingertip-guiding manipulator mode, and the latter the raise writer 
mode in this paper. In the raise writer mode, the tactile sense on finger cushions 
would be utilized to perceive the directions of raised line strokes on the tactile graph-
ics, and the haptic sense, i.e., the kinesthetic sense of the upper/lower arm would be 
utilized to perceive the horizontal positions of the raised line strokes. 

   

Fig. 5. Experimental setup (Left: fingertip-guiding manipulator. Right: tactile graphic) 
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3.1   Experimental Conditions 

Description of Raise Writer Mode. In tactile graphics, lines were drawn (raised) by 
the raise writer, and one to four dots in raised line square 1.5 cm on a side were also 
drawn (raised) at the starting point on each of the strokes so as to represent the stroke 
order from first to fourth.  

Description of Fingertip-Guiding Manipulator Mode. In contrast to this, in the 
case of the fingertip-guiding manipulator, the stroke order is presented through a 
synthesized speech. The system phonates Japanese words to inform the stroke order, 
staying at the starting points: for example, “  ” that means “The third 
stroke starts” in English. To inform the intersecting stroke’s number, it phonates an-
other Japanese words, staying at the intersection: for example, “  ” that 
means “It intersects with the second stroke” in English. The velocity of manipulator 
in the horizontal direction was set at about 60 mm/sec, and it took approximately 60 
sec for each graphics including rotation when undergoing stroke changes. That in the 
vertical direction was set at about 50 mm/sec. 

Presented Graphics. Four kinds of irregularly shaped multi-stroke line drawings 
were employed as graphics. Every graphic is composed of the same kinds of four 
lines so as to equalize geometrical complexity as much as possible, but differs from 
the others in a topological manner, as shown in Fig. 6: a vertical straight line segment 
of 17 cm in length, an upward-sloping one of 20 cm, a horizontal one of 17 cm, and a 
downward-sloping one of 20 cm.  The graphics presented for the raise writer mode 
were also presented in the fingertip-guiding manipulator mode, changing their orien-
tation by 45 degrees.  

Experimental Sessions and Subjects. The comparative perception experiments were 
consecutively carried out for all the four kinds of graphics in either the raise writer 
mode or the fingertip-guiding manipulator mode. The four graphics experiments for 
each of the two modes formed a session. The order of the raise writer session and the 
fingertip-guiding manipulator session was counterbalanced between the subjects. The 
subjects were novice blindfolded 10 sighted persons of 22-24 years old. Before tests, 
subjects practiced adequate training to get used to both modes. At tests, subjects were 
allowed to exploit graphics with no time limit until they content themselves with the 
perception of the graphics. 

Starting 
point 

 
Starting 

point 
 

Starting 
point 

 

Starting 
point 

 

 

Fig. 6. Presented figures (Solid Line: actual stroke Broken line: inter-stroke motion) 
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3.2   Evaluating Method 

The performance was measured by the consumption time to exploit the presented 
graphics, and the correct answer rates (CAR). CAR is defined as the ratio of the num-
ber of correctly perceived items to the total number of presented items. The items are 
the order, the starting point, and the topological position of each stroke, and, there-
fore, the total number of presented items are given as 12(=4×3). 

    
    The number of correctly perceived items  

CAR = .  
The total number of presented items 

(1) 

3.3   Experimental Results, Findings, and Discussion 

Fig. 7(a) shows an experimental result on the consumption time. Although the con-
sumption time scattered in wide range for both modes, the average consumption time 
for the fingertip-guiding manipulator was 111.8 seconds and was much less than that 
of 224.7 seconds for the raise writer. The one-tailed test involving Student’s t distri-
bution, and not assuming homoscedasticity was carried out with the difference of the 
means. The test statistic T of the two samples was given as 3.9, and it is very much 
greater than a critical value of 1.68 for the significant level of 5%. Therefore, we 
conclude that the fingertip-guiding manipulator mode was superior to the raise writer 
mode from the viewpoint of the consumption time.  

Fig. 7(b) shows an experimental result on CAR, i.e., the correct answer rate. The 
CARs for both modes achieve very high performance, and shows rather narrower 
scatters than the consumption time shows. It is because subjects were allowed to ex-
ploit with no time limit in this study.  However, the average CAR for the fingertip-
guiding manipulator was 99 % and was superior to that of 97% for the raise writer. 
Much more attention and effort might be consumed in active search process in the 
raise writer mode, and, therefore, the consumption caused the memory retention loss 
of the perceived graphic patterns. In contrast, in the fingertip guiding manipulator  
 

�

�
 

Fig. 7. Experimental results (Left: consumption times. Right: correct answer rate.) 
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mode, the subjects might be able to devote their processing resource into the mental 
image creation and the retention of the mental images. The one-tailed test involving 
Student’s t distribution, and not assuming homoscedasticity was also carried out with 
the difference of the means. The test statistic T of the two samples was given as 2.3, 
and it is very much greater than a critical value of 1.67 for the significant level of 5%. 
Therefore, we conclude that the fingertip-guiding manipulator mode was also superior 
to the raise writer mode from the viewpoint of the correct answer rate. 

4   Conclusion 

A novel haptic graphic display, i.e., a fingertip guiding manipulator was developed 
for blind people. It helps human create mental images of raised graphics and reliefs 
with stroke order. The results are summarized as follows: 

1. A 4-DOF fingertip guiding manipulator was developed. It is able to teach graphics 
with stroke order. 

2. The position of the knob traces the strokes of the graphics, sequentially, and the 
orientation of the knob indicates the direction of the upcoming stroke, and the tan-
gential direction at the point on the currently tracing stroke. Thus, the indicating 
function and the leading function are realized.  

3. Mental image perception performance of the proposed system was compared with 
the raise writer. As a result, it was confirmed that there are prospects of practicabil-
ity for the proposed system.  

In the future, the authors are planning to carry out some experiments with blind 
people. Furthermore, there can be other way of utilizing the fingertip guiding manipu-
lator. For example, we may utilize the manipulator not only in the passive way that 
the fingertips of the subjects were guided by the manipulator as in this paper, but also 
in the other active way that subjects actively moves the manipulator to the place 
where they would like to exploit. As a result, it is expected to enhance the graphic 
perception performance. 
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Abstract. Additional adequate graphical contents are very effective in
various communications. The same is clearly true of information given
by a visually impaired person. The main purpose of our system is to
create graphical contents without any visual information. The targets are
fundamental mathematical graphic objects. Making use of a tactile pin
display and ultrasonic pen, users input graphical object hearing several
audio assists.

1 Introduction

Graphical contents often make the complex easy to understand. On the other
hand, it would be very difficult for visually impaired persons to create graphical
contents. Our main purpose is to provide a tool for creating graphical contents
without visual information.

Assistive software using a tactile display or audio outputs getting popular in
research. For example, Mimizu system [1] by M. Kobayashi and T. Watanabe
is a drawing tool for tactile display and a system for geometric education by S.
Rouzier, B Hennion, T. P Segvia, D. Chêne [2] is based on audio outputs and a
tactile display. We use a tactile pin display “DotView” by KGS Corporation and
an ultrasonic pen by Pegasus Technologies Ltd.. MIMIZU system was demon-
strated in the last conference (ICCHP ’04). The hardware of our system is same
with Mimizu system used in the demonstration.

A graphical content often includes huge information; however, we usually get
necessary information at a glance. Eyes (or a brain) may pick it up very quickly.
This ability is a large barrier when visual information can not be available.
Most mathematical graphical contents consist of simple lines or curves, and
their positional relations express basic properties in the necessary information.
Our graphic editor enables totally blind user to edit mathematical graphical
objects: straight lines, parabola curves, circles, ellipses and sine curves, using a
tactile display and an ultrasonic pen. Some basic explanations are read out by
mechanized voice. These are positional properties of one line object or positional
relations of two line objects.

2 Outline of the System

Our system is a graphical editor for two-dimensional graphs. The target objects
are straight lines, circles, ellipses, parabolas and sine curves. At the starting

K. Miesenberger et al. (Eds.): ICCHP 2006, LNCS 4061, pp. 1139–1146, 2006.
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point of these research, we limit the targets only five object types and try to
find out essential difficulties for sightless creation of graphical contents.

During use of our system, there are three phases: Entry, Edit and Move. We
use a tactile display DotView and an ultrasonic pen. The tactile display consists
of a pin display area (32 x 24), seven keys (four direction keys and First Finger
Key, Status Key and Center Key) and a joystick (Fig 1). Through these three
phases, a user edits graphical objects by the joystick and the three keys. Putting
a finger on the pin display the user check the shapes or positions; putting the
pen on the pin display the user hear some voice explanations. In the first phase
Entry, five mnemonic symbols are displayed on the left edge and their right side
there listed several entry marks(Fig. 2). Entry mark is a sign for input graphic
objects. One entry mark consists of 2 x 2 pins, and these are flat at beginning.
Using the joystick and the keys, a user adds a new graphic object, then these
pins are raised up (Fig. 2).

Fig. 1. Tactile Display

Fig. 2. Entry and Edit Phases

Entry Mark are blinking when the user input a graphic object. This blinking
stands for the mode Changing, that is, this object changes its shape and position
in the phase Edit.

During the mode Changing, the blinking stops when the user push Center Key
one more time. Then the mode changes to Display, and this object are displayed
in the phases Edit or Move.
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After one more push of Cener Key, the mode of the object is Hidden. More-
over, the mode returns to the first mode after one more push.

The second phase is Edit. There are only one object which mode is Change,
and several objects which mode is Move. A user changes the object of Change
with its shape or position adjusting the relations among Move objects. There are
three types Shift, Rotate and Scale of Move. The user select one of them using
First Finger Key and Status Key.

In the last phase Move, the whole plane are shifted or zoomed up or down. In
this phase, all parameters of each objects do not change.

3 Voice Explanation

If a user creates graphical contents without any explanation, the user must mem-
orize all graphical objects and their positional correlations. Since the system are
controlled by only three keys and a joy-stick, there are several phases in each sit-
uation, he must also memorize these temporal phases. Therefore some remainder
must be useful. The following explanations are given by voice.

1. Explanation for Entry.
2. Explanation for one object.
3. Explanation for two objects .

In Entry phase, five mnemonic symbols and entry marks are listed in the pin
display. When the user pushes an entry mark by the pen, corresponding expla-
nation is read out. In Edit or Move phases, the explanation with respect to a
curve is read out when the user pushes on the curve by the pen.

We will explain details of their explanation in the following subsections.

3.1 Explanation for Entry

Simple explanation for Entry is given according to the following format.
(�curve name) with the (reference point name) is (position name).

(position name) is one of { first quadrant ∼ fourth quadrant, on the x(y)-axis
with x(y) coordinate is positive(negative), around the origin }(Fig. 3). For a
curve name of a sine curve, most adequate one is selected among four combi-
nation plus(this is not read out) or minus and sine or co-sine, according to the
phase angle difference.

Table 1. Curve Name and Reference Point Name

Curve name Reference point name
a straight line first reference point
a parabola with convex downward(upward) peak point
a circle center
an ellipse center
a (minus) sine (cosine) curve* starting point
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Fig. 3. Explanation For Position And Direction

3.2 Explanation for One Object

In the phase Edit or Move, there are two explanation modes: “Individual Expla-
nations” and “Relations Between Two Objects”. These are interchanged with
each other by tapping at left beside of the pin display. Each explanation mode
has two sub modes: “Positional Explanation and Parameter Explanationff and
“Cross Relation and Positional Relationff. These are exchanged with each other
by tapping at right beside of the pin display (Fig. 4 at the end of this section).

Table 2. Positional Explanation

Straight line The gradient and the y-intercept
Parabola The peak point and the coefficient for x2

Circle The center and the radius length
Ellipse The center and the long and short axis lengths
Sine Curve Adequate curve name and oscillation

Table 3. Parameter Explanation

Straight line The formula as a function
Parabola The formula as a function
Circle The center and the radius length
Ellipse The center and the long and short axis lengths
Sine curve The formula as a function

Fig. 4. Tapping Area for Exchange
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Details for Positional Explanation and Parameter Explanation are listed in
Table 3.2. We have no stereo type explanation for them, and to find some simple
generalization of these explanation is our future problem.

3.3 Explanation for Two Objects

In the case where there are two objects in the display area, we have two expla-
nation type: Cross Relation and Positional Relation. In Cross Relation mode,
number of cross points and contact points are read out. In Positional Relation
mode, direction between two reference points are read out. Moreover, when one
of target objects is a straight line or a circle and two objects have no cross point
and contact points, the direction of the move by which the two objects touch to
each other is read out.

In general, cross points and contact points are obtained by checking all com-
binations of finely divided two sequence of line segments. Some special cases are
“Straight Line and Straight Line”, “Straight Line and Parabola”, “Straight Line
and Circle” and “Circle and Circle”. In these cases, we are able to get mathe-
matical solution directly, for cross points and contact points. Then we can get
all cross points and contact points. On the other hands, using general method,
these depend on the range of parameters. Straight Line, Parabola Curve and
Sine Curve are graphs of functions. Then the searching area depends on the
range of x, that is, this depends on the size of pin display area.

4 How to Use the System

In this section, we explain some details of the system, according to an actual
example. Suppose that the objective graph satisfies:

1. There are a circle and a straight line.
2. The line crosses with x-axis at x > 0 and, with y-axis at y > 0.
3. The circle does not cross with the line and the circle center is in third quad-

rant.

We make these graphical contents as follows.
Starting with in the Entry phase, add two objects: a circle and a straight line.

If the entry mark of the circle is blinking, move the cursor to the entry mark of a
circle and push Center Key. Then the entry mark stops blinking (Fig. 2). If the
entry mark of the straight line is not blinking, push the center key several times
until blinking of the mark. Then the straight line is the target for changing shape.

Next, change the phase to Edit by pushing the first finger key. Since the first
mode of this phase is Shift, by Status Key choose the mode Rotation. Then,
adjust the angle of the line. Shift the line and, if necessary, check the position
using voice explanations.

Return to the phase Entry and set the entry mark of the circle blinking.
Change the phase to Edit, and shift the circle until the circle does not crosses or
touches with the line. Then the message “No cross points and contact points”
are read out when tapping on the circle by the pen (Fig. 5).
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Fig. 5. Input Circle and Straight Line

5 Contact Move

The condition that two curves touch each other is very delicate with respect to
moves. However, this condition often implies important aspect from a mathe-
matical point of view. Then the following functions are necessary.

F-1. To shift or to scale up (or down) an object to touch to another curve.
F-2. To shift or to scale up (or down) an object under keeping to touch to

another curve.

The target object types are Straight Line, Parabola Curve and Circle. The type
of the object which the target object touches to is not limited. Considering with
the further extension, the necessary conditions are:

C-1. The curve are expressed as a one parameter vector function.
C-2. For an arbitrary parameter, corresponding point is given.
C-3. The direction of the curve at any point is given.
C-4. The curve is a graph of some function or a closed curve, and when it is a

closed curve, inside or outside must be determined for each point.
C-5. For an arbitrary point, corresponding parameter is given.

We can construct the function F-1 and F-2 using the condition C-1 ∼ C-5. We will
explain about F-1 and F-2 for Parabola Curve, and other cases are similar to it.

F-1 and F-2 calls the following function.

F-3. To make a touching parabola curve at any point of a curve, when a coef-
ficient of x2 is given.

The differential coefficient of the parabola function is determined by the direc-
tion vector (C-3). An exceptional case is that the direction is vertical, there is no
parabola curve satisfying the condition. Otherwise the parabola curve is uniquely
determined, if a coefficient of x2 and an x-coordinate of the contact point are given.

For the function F-1, finding the nearest point in a given curve with respect
to the original parabola curve, the desired parabola curve is given by F-3.

For the function F-2, finding the parameter of a given curve corresponding to
the contact point, and changing this parameter (for shift) or the coefficient of
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Fig. 6. Contact Move of Parabola

x2 (for scale up or down), we obtain the desired curve as a touching parabola
curve by F-3.

In Fig. 6, 1 is moved to 2 by F-1 and 2 is moved to 3 by F-2(shift) and 3 is
moved to 4 by F-2(with parameter change).

6 Evaluation

To evaluate our system, we asked five persons to use the system. All of them read
Braille on a daily basis, and are not accustomed to mathematics or graphics. Their
details are listed below. For all of them, we gave a same test: Starting with, the

Table 4. Personal Details

Age Sex PC use
A 51 male sometimes
B 49 male every day
C 51 male very often
D 55 male every day
E 55 male sometimes

Table 5. Personal Remarks

Positive Remarks Negative Remarks
A Entry phase is OK. Cross is difficult to understand.

Unit display is OK.
Move is easy to understand.

B Entry phase is OK. Can not recognize Mnemonic
(Especially for Ellipse)

C Can not recognize the shape.
Axis disturbed the recognition.

D Entry phase is OK. Can not recognize
Move is good. Fast moves.
Shapes are imaginable. Difficult to use.

E Move is good. Can not understand details
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collaborator (test subject) input a circle and a straight line. Next, he touches the
pin display and checks that the line crosses the circle. Then, he moves the line until
the line does not cross the circle, and the last step is to move it until the line crosses
again. The following is a list of remarks after (or during) uses of the system.

7 Conclusion

We made a system to create graphical objects without visual information. Totally
blind user could input some graphic objects using voice explanations. Every one
pointed out roughness of the curves, however, they may be adjust them. Indeed,
one of them also left comments about this capability. Considering these facts,
the following is a list of our future problems.

1. Evaluation test for long time use.
2. More effective reminder for each situation.
3. Adding many other object types.
4. Three dimensional Graphics and Other.
5. Link with other documents.
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Abstract. During business meetings, blind persons are not able to see the mean-
ingful movements, and facial gestures of the participants. The formal meeting 
minutes and / or participants’ conversation during the meeting normally lack 
this important feedback in order to determine who is in favor and who is against 
their proposed suggestions. This is crucial in business negotiations, where one 
has to convince people and do lobbying for winning the business case in up-
coming meetings. Today the devices already exist for instantly and seamlessly 
capturing the snapshots everywhere. The proposition suggests data capture us-
ing a similar device called SenseCam1, and then making these snapshots acces-
sible for the benefit of the visually impaired users. 

1   Introduction 

The archiving of meeting proceedings is considered to be very useful for the immedi-
ate benefit of the participants. However, exploring the associations between the meet-
ing room constituents (participants, & objects within the meeting room) vastly in-
creases its benefits. Multiple forums & vocabularies, & Multi-media information 
integration are marked as two of the technical research challenges by [1]. The impor-
tant clues for meeting recognition are What is being discussed, Who is in action, To 
whom one is talking to, When the meeting is taking place, & Where [2]. 

The above questions can be significantly answered by managing the associations of 
user’s information items using ontologies. Our prototype personal information man-
agement system SemanticLIFE [3] explores & manages the various types of associa-
tions existing within user’s lifetime information using semantic web technology. 
Firstly, there exist structural associations, i.e., each information item has an inherent 
association with its structural metadata. For example, an email is associated with 
header fields such as Subject, From, To, Received / Sent Date, etc. Secondly, associa-
tions could be asserted using manual annotations. For example, a contact information 
item x can be manually associated with a project proposal document y based upon 
collaboration done by x on y. Thirdly, using sophisticated techniques of textual  
and multimedia content analyses further associations in the concerned ontology are 
                                                           
1 http://research.microsoft.com/sendev/project_sensecam.aspx            

(5th  Mar’06). 
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possible. The examples are the possible association of an email message containing 
the word “ICCHP” in body with some web page having title “ICCHP 2006”, associa-
tion of information items existing in the same time slice (editing a project proposal 
document & browsing the web for related information in parallel), association of 
information items generated from the same location or related with same location (a 
picture taken & a telephone call made from the same place). Also, significant benefit 
is achievable by finding the active / passive project participants based upon the pres-
ence / absence in related project meetings which can be calculated once the pictures 
are annotated for relative movements / gestures of the participants. 

The next step is to present these associations in an accessible way for people with 
special needs. Generally for this purpose, accessibility is taken into account at the 
presentation layer according to the Web Content Accessibility Guidelines (see WAI2).  

The guidelines as their name suggests are primarily focused on the content of web 
pages which is mostly textual HTML based information. The scenario in the case of 
our prototype SemanticLIFE is different though. Because the data feed is not only 
limited to web pages. The primary contents in our system are the user information 
items such as emails, documents of various types, chat sessions, telephone logs, proc-
ess state data, browsed web history, contacts, calendar data & snapshots to be cap-
tured by SenseCam or some other similar device. When the associations are visual-
ized at the interface then the appropriate accessibility guidelines can be applied. 

The point of our interest is to apply the accessibility criteria also at the contents 
(making accessible the associations of captured snapshots) & not just at the presenta-
tion level for facilitating the exploration of associations for people with special needs. 

In the next section related work is discussed. Then some sample scenarios are  
described which we intend to fulfill, followed by proposed approach and workflow 
for managing associations. 

2   Related Works 

The importance of the domain is highlighted by the ongoing projects related with 
meeting room recognition technologies such as Meeting Recorder Project by [4], 
Automatic Meeting Recognition Project by [1], Meeting Browser and Computers in 
the Human Interaction Loop by [5], Augmented Multiparty Interaction [6], and Inter-
active Multimodal Information Management [7], just to name a few. Multimedia 
techniques are used in [2] to track the meeting with participant’s ID using color ap-
pearance, face id, and speaker id. The corpus based framework in [8] describes how 
the meetings are modeled in layers, and how the annotation could be used for meeting 
recognition. The work done by [9] is highly related with our work. They have used 
image processing techniques for monitoring and tracking the user activities. To 
achieve the same goal we are focusing on linking the user’s information items with 
each other based upon metadata. This will also help in resolving the synchronization 
issue between different data sources, a problem mentioned by [9]. The dialog act 
labeling guide [10] describes the audio dialog structure & the annotation system used. 
                                                           
2 Web Accessibility Initiative of the W3C http://www.w3.org/WAI/ (5th  Mar’06). 
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Our approach is different since it is concerned with usage of annotations instead of 
audio dialog for exploiting the gestures and participants’ movements. It is possible to 
identify and annotate the meeting room constituents by using ontologies of intercon-
nected information items. We are optimistic that this component will supplement the 
capture and recognition of meeting room knowledge exchange significantly. 

Examples of available image annotation tools for the semantic web are flick2rdf3, 
PhotoStuff4, SWAD5, M-OntoMat-Annotizer6.  Some of these convert the annotations 
into owl file like flick2rdf. The supported annotations are mostly user comments and 
are not sufficient for our purpose of capturing the metadata. The recent use case 
document by W3C [11] describes the issues and challenges in carrying out manual, 
semi-automatic, and completely automatic annotation of images. Our approach is in-
line with their vision as we are starting with semi-automatic annotations and keeping 
our system architecture flexible to integrate the efforts done by image processing 
community in future. 

For applying our strategy the meeting snapshots must be captured in sufficient de-
tail. SenseCam which is a badge size wearable camera is capable of doing this under 
user control. It can take pictures of the meeting room based upon any small change in 
environment (location of objects, light & temperature). It is in use by Microsoft in 
their research project MylifeBits [12] with promising results highlighting new chal-
lenges in managing personal information in various domains. We intend to use it for 
blind by exploiting the annotation mechanism in our prototype SemanticLIFE. 

3   Sample Scenarios 

Blind person sitting in a business meeting: The possible movements or postures by 
the participants can be leaving or entering the room, sitting down, standing up, whis-
pering with someone while leaning, relaxing on the chair, sitting alert, hand gestures 
by the participants, talking on telephone, working on laptop, apparently sleeping etc.  
These are some of the meaningful movements along with facial gestures to estimate 
the mood of the participants during discussion. 

• The blind person wears the SenseCam during the meeting. So the pictures of the 
whole proceeding are taken automatically. 

• Pictures are uploaded in SemanticLIFE repository as our file upload data feed. 
• Retrieval of day’s pictures from the repository and identification of participants 

either manually by the caregiver or automatically [13] using multimedia analysis 
plugins with possible help from ontologies. 

                                                           
3 http://purl.org/net/kanzaki/flickr2rdf (5th  Mar’06). 
4 http://www.mindswap.org/2003/PhotoStuff/ (5th  Mar’06). 
5 http://swordfish.rdfweb.org/discovery/2004/03/w3photo/annotate. 
html (5th  Mar’06). 

6 http://www.acemedia.org/aceMedia/results/software/m-ontomat-
annotizer.html (5th  Mar’06). 
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• Annotation of pictures by the caregiver based upon the gestures / movements of 
the constituents (participants & other objects in the vicinity). Initially, it is as-
sumed that the caregiver is already informed about the identities of the constitut-
ing objects. Later, the identities should be matched against similarity using  
ontologies. 

• Enrichment of associations; For example, the gestures by a participant would up-
date his / her contact profile for a particular project meeting. This will give useful 
information to the blind user about this participant in future meetings.  

The system is usable in domains other than project meetings & also for a more di-
verse range of special needs [14].  The following scenario is useful for blind persons 
as well as for mobility impaired users.  However, this is not the main focus for this 
paper.  

Blind person visiting the city: In this case, the captured data is much broader. The 
pictures of our interest can also be those of stationary objects like restaurants, infor-
mation counters, monuments, facilities coming on way to the destination. 

• Blind person equipped with SenseCam is traveling from one station to another. The 
pictures taken would most probably include the facilities like restrooms, lifts, 
ramps about which the blind person is not aware of on his / her initial visit. 

• Similar to the above scenario, the pictures would be annotated by his / her care-
giver, & associations would be made using ontology. 

• Before making the subsequent visit, the blind user can consult his / her route plan-
ning. Based upon the associations made in the previous step, the system could pre-
sent to him the information about availability of accessible facilities en route and 
now the travel planning & travel itself could become more accessible. 

Since, the SenseCam capture rate is about 1 picture/sec. Therefore, for an hour 
proceeding, there are 3600 pictures which is a big number. The annotation mecha-
nism should be very user friendly so that the caregiver easily annotates all the  
pictures. 

4   Proposed Approach 

The big amount of pictures is categorized into distinct parts based upon meaningful 
criteria such as given in Fig.1. The parts thus holding a smaller amount of photos are 
annotated which is a relatively manageable task. The criteria to categorize the parts 
are devised in such a way so as not to loose any meaningful information about the 
whole meeting proceedings, yet being able to retrieve everything based upon a group 
of criteria, like a data cube [15]. The primary criterion is time distribution. The secon-
dary criterion is to change the part boundaries based upon the participants’ tracking 
(their identification and relative postures). Another criterion is to associate the issues 
or agenda items discussed during the meeting with the parts. There can be more  
criteria in future, based upon evolving semantics & user needs. 
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Fig. 1. Information distribution over multi-
ple axes 

Fig. 2. Workflow of annotation subsystem 

Already existing project related ontologies (e.g., UMBC7, doap8) are unable to ful-
fill our requirements, but can be extended. We propose an ontology (see Fig. 3) for 
specifying concepts related with projects, meetings & the binding between them. 

 

Fig. 3. A sample Project Meeting Ontology 

The ontology is in its initial state. However it depicts the required concepts to ful-
fill our scenario. “MeetingTypes” can be highly formal, moderately formal, informal, 

                                                           
7 http://ebiquity.umbc.edu/ontology/project.owl (5th  Mar’06). 
8 http://usefulinc.com/doap (5th  Mar’06). 
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research brainstorming, regular departmental meeting, coordination meeting etc. 
Meetings are carried out in context of some project(s). “ProjectType” can be software 
development, construction, tourism, entertainment etc. A “ProjectType” has specific 
“Roles” such as manager, analyst, developer, tester, and integrator. depending upon 
the project responsibilities. “Tasks” are associated with “Roles” to carry out specific 
responsibilities, and are discussed in meetings under specific “AgendaItems” lasting 
some “TimeFrame”. The meeting agenda is typical for specific type of project and 
specific type of meeting. Meeting is convened by someone, & the agenda items are 
also proposed by someone. The meeting has a certain “Location”. The person also has 
a location while attending the meeting (inside the meeting room or at remote loca-
tion), the meeting has a “TimeFrame”, & so do the agenda items which are normally 
prioritized (have “PrioritySequence”). Each “Agenda Item” lasts for some duration, & 
the participants assume “Postures” lasting some timeframe throughout the meeting. 

Distribution according to time: A long meeting can be heuristically broken down 
into n minute’s duration of m parts each. For this purpose the timestamp available in 
Exif header of the pictures is used. The process is carried out automatically by the 
analysis plugin in our system based upon predefined values in the configuration file. 

Distribution according to participants’ tracking: The tracking of participants is 
very important because the issues discussed / decided in the meeting can be meaning-
fully related with it. There can be two steps, i.e., person’s identification and posture‘s 
identification. For example, distribution of pictures based upon names of the persons. 
Initially it is sufficient to tag the exit / entry of a participant which is possible by fol-
lowing a manual protocol, or using RFIDs. Later, some of the major postures lasting 
for the duration of parts can be identified & annotated. 

Distribution according to agenda items: The nature of the AgendaItems is specific 
from project to project. Some agenda items will be common in many projects. There 
is a small chance that the items are unique for a common project & meeting type. 

5   Workflow for Managing Associations 

The three types of associations (structural, manual, dynamic) mentioned in Section 1, 
are taken care of for the stored pictures in order to make these accessible for blind. 
The information items are stored as RDF triples in SemanticLIFE repository against a 
base ontology. This ontology specifies the header fields for each information item as 
its properties. The UI plays an important role for convenient interaction & annotation 
of pictures. The different types of information items from this triple store are dis-
played differently, say in different colors & on different graph. According to user 
studies the whole day is divided into 4 to 15 activities out of which meetings are gen-
erally 2 to 5 for users under study. The activities with their times & durations may 
already be described in the calendar. Using the range sliders user is able to select 
slices of timeline during which a meeting has taken place. At times, the planned  
activities overlap with performed activities. Then the user can handle it by adjusting 
& confirming the slider positions on the UI. In the selected time slice user can filter 
out the items other than the pictures. Each selected time slice may correspond to Sub-
ject of the appointment in calendar. If not specified in calendar, then a right click of 
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the mouse would enable the user to put the items of the selected time slice into a new 
named collection, say SlifeMeeting of type “Meeting” which may be connected to 
Meeting ontology specified elsewhere on the web. Participants for this meeting are 
retrieved from calendar, if specified already. Otherwise, right clicking the SlifeMeet-
ing, would enable the user to enter meeting participants.  

Structural enhancement of information items: By visualizing the retrieved pictures 
components of the meeting room constituents are described by the caregiver. The 
picture Exif header specifies Camera-specific properties (make, model, sensing 
method, lens size etc.) & data about Image-specific properties (creation date, image 
resolution, height, width etc.). The structure can be enriched to take into account the 
constituents, e.g., describe who is present in the picture, & their postures. This is 
laborious & time consuming task. By using intuitive UI, & ontology of interconnected 
information items, the task is made more suggestive & convenient for the user. 

Manual associations with other information items: It is possible that some other 
activity like a telephonic conversation, chat session or web browsing was carried out 
during the meeting. These activities may be related with the meeting under progress. 
Using manual annotations the individual pictures or collections of pictures can be 
associated with each other or any other information item in the repository or a con-
cept,e.g., rating some named collections as highly / moderately useful or useless. It 
will be beneficial for analyzing the time usage by you & other meeting participants.  

Dynamic associations: Once the ontology (see Fig 3) instances are populated, then 
dynamic association of entities is possible. The information extraction techniques will 
be applied to the contents of fed information in cases where linking of fields in item 
header is insufficient to firmly establish the associations. For this purpose concepts / 
key-terms are mapped with the ontologies. The links established through the ontology 
would make it possible to see the historical behavior of a person in specific type of 
meetings, analysis of specific agenda items with the duration of discussion etc. 

6   Conclusions and Future Work 

The Automatic data capture devices like SenseCam do have the capability to capture 
much of user’s activities. But, it is still far from building an automatic diary for the 
user due to missing associations. An ontology of information items is developed for 
our prototype. A proposal is suggested to capture the meeting snapshots & make those 
accessible for blind. A projects meeting ontology is proposed which would be of 
particular benefit for blind people & generally beneficial for all. The work is in pro-
gress. Many privacy issues are to be investigated once the initial corpus is built. 
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Abstract. Inaccuracies in the reporting of finger positions from elec-
tronic tactile displays can result in errors in the audio presentation of
multi-modal applications. In this paper, we conduct an experiment to
examine the accuracy of one such device. Given the results of this ex-
periment, we present a collection of recommendations for the spacing of
objects within a tactile scene.

1 Introduction

We consider a set of multi-modal applications using finger tracking technology
on a tactile display to deliver timely, relevant audio information regarding tactile
features encountered by a blind user. Such applications rely on finger tracking
technology such as a touch pad [1,2] or a sensor device in which the finger
is placed [3]. In either case, the application must identify the tactile features
detected by the fingers of a user and associate those features with the speech
and non-speech sounds.

In this paper, we examine how prevalent inaccuracies in positional readings are
in the exploration tasks of users using such devices. We conduct an experiment
which simulates the types pointing and steering motions in which a user partakes
while she/he is exploring a tactile scene. During this experiment, we compare
the tactile feature for which the user is searching to the positional information
reported by the device.

Using the data from these experiments, we provide recommendations regard-
ing the constraints for presenting tactile graphics on such devices.

2 Related Research

There are a variety of devices which have been, or are now, available to the
visually impaired user group for the presentation of tactile graphics.

The most well known, and some say the most advanced [4], tactile presen-
tation device was the Optacon [5,6]. This device scanned the surface of various
objects, such as coins or grocery receipts, to create a two dimensional tactile
representation. This device was well received by the populace, but unfortunately
it was discontinued in 1997.

K. Miesenberger et al. (Eds.): ICCHP 2006, LNCS 4061, pp. 1155–1162, 2006.
© Springer-Verlag Berlin Heidelberg 2006
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Fig. 1. A simple graph

Recently, touch pad devices, such as the Nomad Board used in the Audio-
Touch project [7], the Talking Tactile Tablet (TTT) from TouchGraphics [1],
and the IVEO from ViewPlus [2], provide the ability to add audio annotations
to static tactile documents. With these devices a user places a static overlay,
produced through any of embossing, theroform or microcapsule technolgies, on
the touch pad of the device. When the user touches the pad, the finger location
is transmitted to a personal computer which plays associated speech and non-
speech sounds for the user.

This multi-modal approach of presenting information is also possible through
refreshing pin displays. These devices create raised pictures by raising a two
dimensional array of pins. Examples of these devices include the prototype Metec
Dot Matrix Display (DMD) [3] or the dynamic pin display from NIST [8]. Such
devices track finger positions via finger sensors which report the region, or point,
of the pin board over which the sensor is placed.

3 Problem Description

Now, we discuss the impact that inaccurate reporting can have on the exploration
of a multi-modal document. For purposes of this discussion we refer to the the
simple undirected graph presented in Figure 1. Assume that the nodes are labeled
with audio tags consisting of the number of the node1. As such, when a multi-
modal application detects the user’s finger within the boundary of the node, the
label will be spoken through a speech synthesizer.

Assuming that the document is presented on our sample device, the Metec
DMD, the user’s finger position is detected via a sensor ring in which the finger
rests. This finger sensor has a diameter of 8 dots, and we assume the sensor
returns the center of the ring as the finger position.

The Figure 2a depicts the ideal situation: the user’s finger, represented by a
cross, is in the center of the ring. In this situation, the multi-modal application
would correctly interpret the user’s target and speak the number associated with

1 The numbers listed in the diagram are for the reader’s benefit and may not be
present on the tactile diagram.
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it. In the case of Figure 2b we have the user’s finger within the, but the center
point of the ring is outside of the boundary. Given this situation, there would
be no audio feedback from the multi-modal application despite the user having
are correctly pointed at a target.

Fig. 2. (a) The sensor ring centered over the finger position. (b) The sensor ring offset
from the finger position

Similar accuracy problems have been observed in touch pad devices. An em-
pirical evaluation of the TTT [1] device showed that it reported accurate infor-
mation on self-authored graph diagrams approximately 80% of the time. It is
hypothesized that such inaccuracies come from variations in the use of the full
area of third metacarpal row of the finger to apply pressure, versus using only
the fingertip. Such inaccuracies were particularly prevalent when dealing with
narrow targets such as line segments.

As these types of inaccuracies are found in many of the current technology
options available for multi-modal presentation, we explore how prevalent such
inaccuracies are likely to be during tactile exploration tasks.

4 Methodology

We propose a series of experiments intended to determine how often errors occur
in reporting targets pointed at by the user.

4.1 Subjects

There were 14 volunteer subjects for our experimental trials, seven male, and
seven female. The subjects were between 20 and 60 years of age. All subjects
were right handed and used their dominant hand during the test. Each subject
was fully sighted; however, due to the nature of the DMD, she/he was unable
to see the picture, and thus she/he had to rely on her/his sense of touch for
identifying features.

4.2 Apparatus

For the tactile image, we used the Metec Dot Matrix Display (DMD) 120060,
which contains a surface of pins, 120 pins wide and 60 pins in height. These
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pins can be moved independently from one another, resulting in a raised picture
which can be explored with a subject’s hands. Each pin is approximately the
size of a Braille point, which results in a low resolution image of approximately
10 points per inch.

Attached to the DMD are two finger sensors, one for each hand. For this
experiment, we only use one of these sensors, with the subject’s index finger
placed within the detection ring of the sensor. Contained within this ring is
a electrical coil which detects the position of the sensor on the pin board. In
this experiment we sample all pins contained within the sensor ring and use the
center of gravity for the sensor as the position of the user’s finger.

We recorded the finger positions of the user on a Windows based computer
with a Pentium 4 1.2 GHz processor with 512 MB of RAM. The application for
user interaction was written in the Java 5 programming language.

4.3 Procedure

A variety of diagram styles were used to simulate the pointing [9] and steering [10]
tasks of a user exploring a tactile graphic.

The first diagram type is depicted in Figure 3. In this diagram a subject
started her/his trials with her/his index finger on the center rectangle. Each
subject alternated between pointing at a target in the outer ring and traveling
from one of those outlying targets back to the center square.

Fig. 3. Pointing Based Experimental Diagrams

Each target was four pins by four pins, resulting in an object which was as
tall as a eight-point Braille character. The diagrams differed in the distance of
the outer ring from the center square, with the distances of the squares at the
cardinal points of the five diagrams being 4, 8, 12, 16 and 20 pins.

For the steering tasks we used two diagrams. The first was the simplest of
steering tasks: the straight line. On this diagram the subjects started at the left
hand side of the line and alternated moving to the right and to the left, steering
along the line, and stopping at the ends. Each line was 100 pins in length, with
line widths of 1, 2 and 4 pins. Stopping at a position on the line within ten dots
from the end was considered a successful steering trial.
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In order to have the subjects perform a more complex steering task, a set of
step diagrams were included in the test. The steps had the widths of 1, 2 and 3
pins and were tested with distances traveled of 48, 63 and 101 pins respectively
(measuring the topmost edge of the steps). The trials alternated from the top of
the steps to the bottom and vice versa. The top or bottom horizontal bar was
the target for the user to find depending on the trial. For all steering tests the
users were asked to follow the line as close as possible.

When a diagram was first presented to a subject, she/he was given the op-
portunity to familiarize herself/himself with the tactile picture through finger
exploration without the finger sensor. This familiarization phase was intended
moderate training effects that may come from a subject becoming more familiar
with a particular diagram as the test progressed.

The users were instructed to place their index finger in the sensor ring. For
each trial on a diagram the users were instructed to:

1. Listen for a tone to signal the beginning of a trial.
2. Move the finger to the target listed on the screen.
3. When the designated target is arrived at, stop movement over the target.

There were 20 trials on each diagram to further reduce the effects that training
may have had on the recorded data.

If the subjects asked “Should I be concerned with time or accuracy?”, the
experiment supervisor was instructed to respond “That is your choice.”

5 Results

Obvious target errors, such as pointing at the wrong end of the horizontal line,
were removed by inspection. Thus, in the results, we assume that after data
cleaning all data points indicate a trial where the subject has successfully placed
her/her finger on the intended target. Given this fact, we examine whether or
not the position reported by the sensor reflects this fact.

The Table 1 show the confidence intervals for the proportion of trials in which
the point recorded was within the boundary of the intended target, which is
referred to in the sequel as a “hit”.

For the pointing task, we see that the success rate of identifying the target
via the position of the sensor is quite high, with a sample proportion of ap-
proximately 88% and a narrow 95% confidence interval. Using this result, we
can interpret the result as follows: the predictions in our sample were success-
ful approximately 88% of the time. Further, we are 95% confident that the true
unknown proportion of successful predictions lies somewhere between 86 to 90%.

However, when we examine the steering task results, we find that there is a
very low proportion of the trials where the reported position of sensor was within
the boundary of the target. Additionally, there was negligible improvement as
the paths became wider. The result in the last row of Table 1, where the target is
equal in height to the pointing task targets, is particularly surprising. We would
expect to see a sample proportion similar to the pointing task for this object.
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Table 1. Confidence Intervals for Steering Trials

Interaction
Type

Target
Height

Hits Trials Sample
Propor-
tion

95% Confidence
Interval

Point 4 1234 1400 88.1 86.4–89.8
Steer 1 30 515 5.8 3.8–7.8
Steer 2 83 516 16.1 12.9–19.3
Steer 3 99 260 38.1 32.2–44.0
Steer 4 105 280 37.5 31.8–43.2

Fig. 4. A visualization of the steering results on the step shaped diagrams

Table 2. Sample Proportion and 95% Confidence Intervals for Subject Trials with
Flexibility

Interaction
Type

Target
Height

Flexibility
(η)

Hits Trials Sample
Propor-
tion

95% Confidence
Interval

Point 4 1 1369 1400 97.8 97.0–98.6
Point 4 2 1385 1400 98.9 98.4–99.5
Steer 1 1 257 515 49.9 45.6–54.2
Steer 1 2 476 515 92.4 90.1–94.7
Steer 2 1 325 516 62.9 58.8–67.2
Steer 2 2 491 516 95.1 93.3–97.0
Steer 3 1 193 260 74.2 68.9–79.5
Steer 3 2 247 260 95.0 92.4–97.6
Steer 4 1 221 280 78.9 74.2–83.7
Steer 4 2 272 280 97.1 95.2–99.1

As this is not the case, it leads us to the question: what is different about the
steering task which results in such a lower proportion?

When we examined the steering trials, we found that the points recorded by
the device fell consistently off an edge of the steering path. A visualization of this
phenomenon on the step diagrams is depicted in Figure 4. This pattern lends
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evidence to the proposition that the majority of the users use an edge of the
path, as opposed to the center of the path, for steering purposes.

Due to this pattern, we choose to expand our definition of what is considered
to be a hit in a trial. For any recorded value from the sensor, we will consider
it to be a hit if it is within η dots of the edge of the tactile object. We refer the
value η as the flexibility in our definition of what is considered on target.

Table 2 shows the same data as above evaluated with differing levels of
flexibility.

There is a significant improvement in the accuracy of the readings in terms
of points being reported within a target. The results at the flexibility level of 2
have sample proportions in the range of 92 to 97% for all line widths, all with
narrow 95% confidence intervals.

6 Discussion

These results indicate that a multi-modal application which is intended for use
on a device such as this requires some flexibility in how it interprets results from
the sensing mechanism. In order to compensate for this flexibility, we can make
the following recommendations regarding the preparation of tactile scenes:

1. Objects that are of size 4 pins by 4 pins or larger are sufficient for accurate
reporting of target information for the majority of pointing tasks.

2. A distance of 5 pins between objects is sufficient to distinguish between
objects in the majority of pointing tasks, even with two pins of flexibility.

3. Accurate reporting of targets in steering tasks does not substantially improve
as lines get wider. This implies that thin lines can be used somewhat liberally
in tactile diagrams.

4. Parallel lines which serve as paths within a tactile diagram must be spaced
at least 5 pins distant to avoid confusion in audio information presentation.

7 Conclusion

In this paper we have presented an experiment examining the accuracy of a
refreshing pin display that can be used to present a multi-modal document to a
visually impaired user.

This experiment showed that the finger position reported by the display did
not always correspond to the finger position as perceived by the user. Such
correspondence was highest during pointing tasks with the device reporting a
position within the target at which a user was pointing approximately 88% of the
time. However, steering tasks fared far worse with extremely low rates in target
correspondence, even when the lines were quite thick. When we expanded the
definition of what was on target to include points outside of the intended object,
it was found that a flexibility of two pins was enough to get a high proportion
of correspondence between intended targets and position reporting.

Using these results, we have provided a collection of recommendations which
are intended as lower bounds for spacing of objects in a tactile scene designed
for presentation on such interactive devices.
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Abstract. High-Order Wavefront Aberration Regularized Deconvolution 
(HOWARD) is a complete closed loop system developed for simulating human 
visual function with the primary goal of enhancing graphic computer displays 
for users that have refractive errors (resulting in difficulty interacting with vis-
ual displays). Visual function is a primary requirement for a human being to 
engage in computer usage efficiently. There are situations in which common 
forms of vision correction, such as contact lenses or glasses are not sufficient to 
provide the necessary compensation for some users to interact with graphic dis-
plays. This paper presents a model for the visual function of an imaging system, 
the implementation of an artificial eye with high-order wavefront aberrations, as 
well as a method for providing compensation of the artificial eye through a 
graphic display. 

1   Introduction 

Since the development of  the Hartmann-Shack sensor for measurement of wavefront 
aberrations in the human eye [5],[7], it has become possible to characterize the indi-
vidual refractory limitations of each individual. This capability has been used by 
emerging techniques such as Adaptive Optics [8] to implement custom vision correc-
tion approaches. These methods, however, may be expensive and cumbersome due to 
the highly specialized hardware needed. The corrective approach we propose requires 
only the knowledge of the wavefront aberration to create customized pre-
compensated images to be displayed in standard PC graphical displays to facilitate the 
interaction of users with refractory limitations. 

1.1   Problem Statement 

The goal of this paper is to present an innovative way of providing enhancement of 
graphic displays to PC users that have high-order visual aberrations. A number of 
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visual impairments, such as keratoconus [10], involve high-order visual aberrations 
that may not be corrected by using  glasses or contact lenses. 

The algorithm presented here relies on the linear systems approach to modeling 
the human visual system, known as Fourier Optics [6]. The human visual system 
can be thought of as a linear system having an impulse response H. In a linear sys-
tem, the output of the system is the convolution of the input with the impulse re-
sponse of the system. The impulse response of an ideal optical system, including the 
human eye, is a delta function. Thus, if the user is free from any visual aberrations, 
his/her eye impulse response, from here on termed Point Spread Function (PSF), 
will be a delta, allowing the user to interact more efficiently with the personal com-
puter (PC) via the graphical display. This will result in a clear, undistorted projec-
tion of the object onto the retina. If however, the user has a visual aberration, the 
PSF will not be a delta, and thus the retinal project of the object will be distorted. 
Fig. 1 shows the Linear Shift Invariant (LSI) model used to describe the optical 
process.  

An object O(x,y) (for example, a picture on a graphical display) is degraded by 
convolution with the PSF of the user’s visual system, H(x,y), resulting in a distorted 
projection of the object on the user’s retina, I(x,y). This is described by 

1,....0,1,...,0     ),,(),(),( −=−=∗= MyNxyxOyxHyxI  . (1) 

where * denotes convolution. 
Given O and H, the High-Order Wavefront Aberration Regularized Deconvolution 

(HOWARD) algorithm seeks to find an inverse function H-1 to produce an enhanced 
object, EO, counteracting the distortion introduced by H, such that when the user 
views the EO on the graphic display, an undistorted version of O will be projected 
onto the retina. 

),(*),(),( 1 yxOyxHyxEO −=  . (2) 

),(),(**),(*),(),( 1 yxOyxOHHyxEOyxHyxI ≈== −  . (3) 

This model amounts to a noiseless deconvolution problem. However the ill-
conditioned nature of the PSF of the human eye [1] will require a robust method, such 
as HOWARD, to allow a more efficient interaction between a user that has a refrac-
tive error present in his/her visual system and the PC. 

2   Background on Fourier Optics 

In order to better understand HOWARD, a brief review of Fourier Optics, the  
foundation for why the human eye can be considered a Linear Shift Invariant System, 
will be given. 
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Fig. 1. Simplified Human Visual Model. The image perceived by the user results from the 
convolution of an object, in this case an image on a graphical display, with the Point Spread 
Function (PSF) of the user. Under ideal conditions, the perceived image on the retina will be a 
magnified, but undistorted version of the object. If the user has any type of visual aberration, 
the resulting image that falls on the retina will be a distorted version of the object. 

The foundation of Fourier Optics lies in the definition of the irradiance pattern that 
falls at the focal point of an optical system composed of a lens and an aperture: 

== +

aperture

FYvXuik HdxdyevuAYXE ,),(),( /)(
 . (4) 

where E(X,Y) is the irradiance pattern (which is, in fact, the point spread function of 
the system [12],[13]), A(u,v) is the pupil function representing how a plane wavefront 
from a source at infinity exits the pupil towards the imaging plane, and F is the focal 
distance of the lens [13]. In equation (4) we can see that this is in fact a Fourier trans-
form. The PSF of any optical system is the Fourier transform of the pupil function. 
We refer the reader to [6], which details the relationship needed to apply linear sys-
tems theory to optical systems. 

Most optical systems, including the human eye, have a complex aperture that 
modulates both the intensity and the phase of the incoming plane wavefront. For an 
ideal optical system, the pupil function will be one (A(u,v) = 1) across the entire pu-
pil, causing no modulation of intensity or phase. A user that has refractive errors will 
not have an ideal pupil function. Instead, the pupil function will be composed of a real 
and imaginary part, as follows:  

.),(),( /),(2 λπ vunWievuDvuA −=  . (5) 

where D(u,v) represents the intensity aberration function and W(u,v) represents the 
wavefront aberration function, n is the index of refraction, and  is wavelength of the 
light that is incident on the optical system. For a human eye that only has refractive 
aberrations, i.e., does not have a disease such as cataracts that disperses the incoming 
light, D(u,v)  1 [12]. 

The wavefront aberration function provides knowledge of how an optical system 
distorts the incoming wavefront. In order to proceed with any type of enhancement, 
knowledge of the wavefront aberration function is necessary on a custom basis for 
each user. Developments in ophthalmology during the last decade have made access 
to a user’s wavefront aberration in the form of Zernike polynomials possible [14], [7]. 
Once this is known for the user’s eye, the PSF describing the way the user views the 
graphical display can be calculated.  
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(a) (b) 

(c)  (d) 

Fig. 2. Wavefront aberration (a,c) and Point Spread Function (b,d) for aberrated and ideal 
human eye, respectively 

3   Deconvolution Overview  

Once the PSF is obtained from the measurement of the wavefront aberration function 
using equation (4), the next step is to find an H-1 such that equation (3) is true. 

Classical deconvolution defines H-1 in frequency as 

),(

1
),(1

fyfxH
fyfxH =− . (6) 

It is clear that small values of H(fx,fy) will cause singularities in the inverse. Alonso 
et. all [3] have proposed a method to account for these singularities. Although effec-
tive, the parameter selection process for that method is crucial to producing a usable 
inverse function H-1. These parameters need to be readjusted repeatedly before an 
acceptable inverse is met. 

Additionally, in the model proposed here, noise is not a factor in the deconvolution 
process, and, therefore, it does not impact the quality of the inverse. We propose a 
simpler, yet effective form of generating the inverse function, providing regulariza-
tion for the singularities present in H. 

Given a point spread function, H, the inverse, H-1 is determined as follows: 

<

≥=−

thfyfxHabsfyfxH

thfyfxHabs
fyfxHfyfxH

)),((),,(

)),((,
),(

1
),(1  (7) 

where 0<th<0.1 specifies a hard threshold to determine the cutoff point for  
singularity detection.  
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This threshold yields similar results as in [3], with the added benefit of reducing 
the sensitivity of the resulting inverse function to the parameter, as well as reducing 
the problem of parameter choice from three parameters to one. 

Unfortunately, the practical implementation of this form of deconvolution neces-
sarily reduces the contrast of EO because graphical display devices can only display 
grayscale values in the range of (0,255). Scaling and shifting of the EO is necessary 
for presentation on modern graphical displays [3], at the cost of the associated loss of 
contrast. 

Although this method of deconvolution yields an adequate inverse, the Fourier 
domain does not provide a compact form of representing the PSF. Even for the com-
mon PSF corresponding to defocus, the associated singularities are spread throughout 
the frequency domain causing distortion in the form of ringing in the enhanced object, 
EO. This ringing is not necessary to provide adequate enhancement to the user and 
causes a distortion that is further exacerbated if any attempt at improving the contrast 
of EO is made [1]. 

The HOWARD algorithm uses wavelet denoising to reduce the presence of the 
ringing in the enhanced object, EO. This has been shown to improve the signal-to-
noise ratio (SNR) and mean-square-error (MSE) of signals corrupted by noise [9], 
[11]. Wavelet image denoising first decomposes an image into l=4, 7, 10…L levels, 
with wavelet approximation coefficients for each level. In the Lth level, the number 
of wavelet coefficients with a significant amount of energy is typically a subset of all 
the coefficients calculated, and thus the signal can be reconstructed with an abbrevi-
ated number of coefficients [11]. The idea behind denoising is to select the appropri-
ate coefficients to accurately represent the image, while suppressing the noise. In 
wavelet denoising, one form of selecting the coefficients is by soft thresholding [11], 
given by 

≤
>−

=
τ
ττ

),(,0

),(),),())(,((
),(

vuw

vuwvuwvuwsign
vuwsoft

 (8) 

where wsoft(u,v) are the thresholded wavelet coefficients, w(u,v) are the wavelet coef-
ficients obtained through the decomposition of the image, and  is the threshold 
level. 

The noise power is assumed to be less than the signal power, thus the noise can be 
removed from the image. For the enhanced object produced using equation (7), the 
ringing is assumed to be noise. Thus, for a specified threshold level, the ringing 
introduced by the regularization is ideally removed from the enhanced object, leav-
ing only the necessary information to satisfy equation (3). 

The final step in the algorithm is to apply contrast enhancement to the denoised 
version of EO. HOWARD employs the contrast enhancement method proposed by 
Alonso et. all [4]. We refer the reader to [4] for a detailed description of the contrast 
enhancement algorithm. Fig. 3 summarizes the HOWARD algorithm. 
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Fig. 3. Summary of the HOWARD algorithm. 1. H-1 is generated using the desired threshold, 
th, and the user’s unique wavefront aberration function given in the form of Zernike polynomi-
als. 2. The Object to be enhanced for the user is convolved with H-1. 3. Wavelet denoising is 
applied to the EO, image to produce the denoised version of EO. 4. Then contrast enhancement 
is applied to yield the final, HOWARD enhanced image to be displayed to the user. 

4   Considerations for the Verification of the Method 

The HOWARD algorithm derives its ability to enhance objects on the graphic display 
from knowledge of the wavefront aberration function of each user. In order to test the 
validity of the compensation, an assessment of the image quality perceived by the 
user is needed to verify the enhancement. Evidently, we do not ordinarily have access 
to the image that forms on the retina of the user. Thus, in order to provide verification 
of HOWARD, we expanded upon previous work [2] on developing an artificial eye 
that can: 1) be measured on a wavefront aberrometer, and 2) provide image capture to 
verify the processing. The scope of the remaining portion of the paper is dedicated 
only to this form of validation of HOWARD with example images demonstrating 
results from the HOWARD algorithm. 

A high resolution PixeLINK A782, 6.6 mega-pixel camera was used to capture ex-
perimental images through a compound lens composed of a 72mm focal length plano-
convex lens, a 10mm adjustable iris, and a 90mm achromat lens, mounted in a stan-
dard c-mount lens mount (Edmund Optics). High-Order aberrations were achieved by 
layering a UV cured Optical Adhesive with a non-uniform surface approximately 
0.2mm thick. This created high order aberrations approximately commensurate with 
those found in some aberrated human eyes. This setup allows images to be captured at 
6.6 mega-pixels, while simultaneously providing a measurable, high-order wavefront 
aberration function. 

Lastly, because wavefront aberrometers measure the wavefront aberration function 
using approximately parallel light rays for viewing conditions [12],[7], the PSF they 
measure simulates how an object at infinity would appear to the user. Most graphic 
displays are intended for much shorter distances (~ 50 cm). Thus, an adjustment of the 
measured Zernike polynomials is necessary to accurately simulate near vision. This is 
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achieved by re-referencing the wavefront from a plane wavefront, to a wavefront that 
originates at a finite distance from the user. 

5   Results 

Examples using the digital image of a letter from a standard Early Treatment Diabetic 
Retinopathy Study (ETDRS) eye test chart are shown in fig. 4. Two display images 
are used, one un-enhanced, and the other enhanced by HOWARD. Each image is then 
captured through the high-resolution artificial eye with the high-order wavefront aber-
ration function and corresponding PSF, as shown in fig. 4. 

 

 

Fig. 4. Top Left- Original Display Object. Bottom Left- HOWARD Enhanced Object. Top 
Right- Original Display Object captured through the artificial eye. Bottom Right – HOWARD 
Enhanced Object captured through the artificial eye. 

6   Conclusion 

In this paper, we propose an efficient method, the High-Order Wavefront Aberration 
Regularized Deconvolution (HOWARD) algorithm that creates custom enhanced 
objects for computer users with high-order aberrations in their visual system. The 
motivation for this stems from the fact that high-order aberrations are not correctable 
using current ophthalmic methods, making the use of PCs through graphical displays 
difficult for users with these types of refractive errors. Additionally, existing methods 
to provide enhancement of vision for high-order wavefront aberrations are costly and 
inaccessible for the average user. 

Upon further development, software-based custom pre-compensation approaches, 
such as HOWARD, may provide users with otherwise uncorrectable high-order re-
fractory aberrations a way to use GUIs more efficiently in their interaction with  
computers. 
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Abstract. Today studying mathematics and science for blind students is still an 
open problem both in Secondary school and at the University in so far as it con-
cerns the effectiveness of teaching approaches, methods and devices (1) Many 
national and international projects have given a contribution to bring different 
technical solutions. But, at least in Italy, these solutions are not effective yet in 
the schools, probably because human, social and organizational aspects have 
not really been taken into adequate consideration. Here a new method will be 
proposed, a method which will put forward new technical solutions for editing 
scientific books and documents but essentially will give adequate answers to 
operational and practical problems. 

1   Introduction: State of the Art in R&D and Application  

The national research and outcomes in this field have produced technical solutions 
deeply correlated with language. We consider, now, the two most important Italian 
experiences: Braillemat, Lambda. 

“Braillemat” (2) is a specialist software designed by a research group belonging to 
the Computer Centre of the Institute for blind people “Francesco Gavazza”. 

This software meets the needs of the primary and secondary school students; it is a 
reliable and simple system to use but it is based only on the Braille language, which 
has to be, therefore, currently used both by students and teachers; and this could rep-
resent a difficulty for those who do not know it well. One more difficulty concerns 
some operational problems in exploring the formulas which limit the functionality of 
the system.  

LAMBDA (Linear Access to Mathematics for Braille Device and Audio-
Synthesis) (3) is the result of a triennial European Project supported by the European 
Commission. As the project results are transnational, the system has been based on an 
absolutely new mathematical code (Lambda Code).  

The LAMBDA Code has many close connections with MathML (an XML version 
for mathematics). 

The system interface is based on audio synthesis and an 8 dots Braille code (which 
is not standard yet). To let the sighted teacher to interact with the class the graphic 
representation of the formula has been based on a new symbolic notation but this 
could create some problems to the teacher.  
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Fig. 1. Blindmath provides speech and Braille to student and teacher,  it generates a LaTex  
document which is reported in symbolic format through techexplore and can be exported in 
SWP, MathType or pdf 

These two technical solutions, which are effective as a matter of principle, are dif-
ficult to be used in the real daily school environment. 

2   Research and Methodological Approach 

2.1   The Technical Approach 

The solution here reported starts from the available technical outcomes - voice syn-
thesizer, screen reader technologies, mathematical editors - in order to develop a new 
“system” able to be more accepted and manageable in the real context. In other words 
“Blindmath” represents an “integration” of commercial products rather than a new 
“stand alone” software product.  It could be seen as an “open” customizable solution, 
able to take into account not only the student functional gap but also the teacher op-
erational needs. “Blindmath” system is based on the screen reader software “Jaws” (3) 
(there are also other software that could be customized for the same goal) commonly 
used by blind students and on a freeware Mathematical Editor (4) “techexplorer”. It 
includes a code in Delphi environment and a number of jaws customizations (avail-
able as shareware) in order to integrate the above mentioned basic tools. This system 
is based on a LaTex document which is the basic format to translate a symbolic and 
two-dimensional structure into a linear text row with the necessary structural rules 
which maintain the univocality of the two-dimension representation.  

This system is presented to the student as a specialized scientific digital editor and 
can be used in any school or at the university even by students who do not know 
Braille. 



 “BlindMath” a New Scientific Editor for Blind Students 1173 

Table 1. Activity program 

Action Description 
Diffusion A number of meetings organized by regional district 

of U.I.C. (Italian Union of Blind) where school man-
agers,  teachers, relatives and university researcher 
discuss about this matter, in order to illustrate how  
blindmath represents an opportunity for blind stu-
dents  

Preliminary analysis  On the basis of the various requests coming by teach-
ers or relatives,  an accurate analysis of different 
points of view is made (technical, pedagogical, psy-
chological) in order to verify the real  accomplish-
ment of the individual project. An accurate individual 
project is defined jointly among teachers, school 
managers, university researchers and relatives. 

Agreement On the basis of the project a technical agreement is 
undersigned by all the actors involved who take their  
own responsibility about the project. 

Technical solution All the necessary equipments (PC, Software, Braille 
display) are prepared and supported by the University 
thanks to on site and on line technical aid. This  guar-
antees continuity and reliability. 

Pre-assessment Mathematical and general skills are tested through a 
questionnaire. 

Training Students, Teachers and relatives are trained in order 
to use blindmath and to provide help and support to 
the students. 

Monitoring All the activities are regularly monitored  
Post-Assessment  Every 3 months mathematical and general skills are 

tested through a questionnaire 

2.2   The Experimental Activity  

This system has been deeply tested by a number of blind students of the University of 
Naples during the different steps of its development. The positive outcome is not 
altogether satisfactory as it does not guarantee its total adaptability in a real opera-
tional context. An useful experimentation should start earlier in the secondary school, 
in fact, in order both to make blind students able to develop mathematical skills and 
competencies necessary for scientific faculties, and to test the system in a real envi-
ronment for at least one year.  

This experimentation will be realized in the future, when a number of sub-
activities, specifically designed, will be carried out as outlined in the protocol re-
ported in table 1. 
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3   Preliminary Results 

The experimental activity, based on a formal agreement duly signed by the school 
managers, started in November 2005. It has involved 4 schools; 4 female students 
from 10 to 15 years have been trained together with their support teachers, 64 training 
hours in 26 days have been provided up to now. Two students have accomplished the 
programme and are working with on-demand support only. 

All teachers agreed the program. They evaluated the system effective and easy to 
use. But we are confident to achieve even more satisfactory results in the next 
months.  
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Abstract. An assistive software application has been created that translates 
math statements encoded as MathML into Nemeth Braille Code (NBC). This 
translation is conducted in two phases, the translation of the MathML elements 
into NBC, then the implementation of rules specific to Nemeth Braille that are 
irrelevant to MathML. All MathML elements holding semantically relevant  
information are translated by this program, including the nesting of elements to 
any level. Some of the syntactical rules inherent to NBC such as the use of the 
numeric indicator; additional space characters; and some contractions have also 
been implemented; other rules remain to be incorporated. The NBC can be  
exported in three ways (1) directly to a refreshable Braille device via a serial 
connection in real time; (2) saved as a text file then downloaded into a Braille 
device; and (3) save as a text file then embossed by a third party application.  
This application allows a person with no Braille experience to enter a math 
equation into any equation editor that can save that statement in the MathML 
format, and then convert that statement into Nemeth Braille Code for perusal by 
the visually impaired. 

1   Introduction 

The instruction of mathematics is usually conducted with a spoken explanation ac-
companied by a visual image of the math statement.   The spoken version, hereafter 
referred to simply as the verbal rendering, when accompanied by a visual image 
tends toward ambiguity.  In a classroom structured toward the vision impaired the 
visual image can be replaced with a tactile representation i.e. an embossed version.  
A blind student attending a class oriented to sighted students faces the daunting chal-
lenge of discerning math statements from their verbal renderings.  A notetaker, i.e. a 
sighted person that takes notes for the blind student, may mitigate this challenge if 
the notetaker is aware of the vagaries of verbally rendered math otherwise the break-
down in communication merely moves from the teacher to student to notetaker to 
student. 

As an example of the ambiguity intrinsic in the usual verbal rendering of math let’s 
look at this simple math statement: 

The square root of x plus 1 over y                                        (1) 
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This verbal rendering could be perceived in any one of the following ways: 

1x

y

+
          

1x

y

+
          

1
x

y
+           

1x

y

+
 (2) 

 

Which rendition is correct? It is impossible to eliminate any of the above four for-
mulas based solely on the verbal statement. 

Clearly a line of communication is needed between math instructors lacking ex-
perience with blind students and their visually impaired charges. This work provides 
an assistive software tool, usable by anyone who can enter an equation into a math 
editor, which converts math statements in the MathML format into an unambiguous 
Braille representation. Input currently requires the use of a third party math editor but 
requires no experience with Braille. 

The scenario of the blind student in the sight oriented classroom was targeted be-
cause of its inherent difficulty for the student. If an assistive tool is created for this 
demanding environment then that tool could likely be applied to less demanding 
situations. 

This work continues the efforts of the MathGenie Project [1,2,3] which has suc-
ceeded thus far in converting math in the MathML format to: (1) to a verbal  
rendering; (2) to an enlargeable visual image for persons with low vision [4]; and (3) 
a visual image combined with highlighted, spoken text for potential use with the 
learning disabled [4]. 

2   Math and Braille Standards 

2.1   Braille Code for Representing Math 

In 1972 Dr. Abraham Nemeth published the revised version of his text [5] that created 
a Braille code for math which subsequently became an adopted standard.  Nemeth 
Braille Code is succinct, unambiguous and widely accepted. 

2.2   Data-Centricity and MathML 

There’s a trend in information technology toward separating data from its presenta-
tion. The idea is to make the data available but leave the details of its presentation to 
the application or platform that accesses the data. The Extensible Markup Language 
(XML) was developed for that purpose for the World Wide Web. XML is a meta-
language used as a template to create other languages.  MathML is one of those  
language spawned from XML. Originally developed to for the inclusion of math in 
Web pages, MathML has become a standard for representing math statements beyond 
the Web. 

2.3   MathML Language 

“MathML is designed to provide the encoding of mathematical information for the 
bottom, more general layer in two-layer architecture. It is intended to encode complex 
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notational and semantic structure in an explicit, regular, and easy-to-process way for 
renderers, searching and indexing software, and other mathematical applications.” [6] 

“It is an XML based language comprised of elements and their attributes.  All 
MathML elements fall into one of three categories: presentation elements, content 
elements and interface elements” [7]. 

“This [MathML] project is concerned with only the presentation elements and 
within that set of elements only those elements encoding the characters and their syn-
tactic and semantic relationships, respectively, the token and constructor elements. 
Token elements hold the character data, the variables, numbers and operators. The 
constructors encode the layout schemata, which contain other presentation elements. 
Each layout schema corresponds to a two-dimensional notational device, such as a 
superscript or subscript, fraction or table” [8]. 

2.4   Current Math to Braille Efforts 

Tex [9] and Latex [10] are mature protocols utilized for printing math statements. As 
such, there are various products that translate math statements into Latex [11,12]. At 
least one commercial product translates text and math into Braille for embossing [13]. 

This work extends that capacity by converting math in the MathML format directly 
into Nemeth Braille Code.  The user is provided the option of porting the Nemeth 
Code directly to a refreshable Braille device offering a more dynamic interaction with 
math, bypassing the embossing process.  A new math statement can be made available 
in the time it takes to create the new statement in a math editor.  Additionally, this 
work has demonstrated the Nemeth Code may be copied to an ASCII text file.  This 
allows downloading Nemeth Code into those Braille devices capable of receiving text 
files and for exporting to programs that can convert text to Braille for embossing. 

A third party math editor [14,15] with the capability to save math statements in the 
MathML format is still required for the initial input of math to MathML. 

3   Research and Methodological Approach 

3.1   Overview 

This work adheres to the data-centricity concept by storing math in a generic form, 
then retrieving that math and presenting it in a sensory modality required by the user. 
The steps for creating the Braille version of a math statement are as follows: 

• The math statement is entered into a third party math editor and saved in the 
MathML format 

• The MathML document is opened with the Nemeth translator and validated 
as well-formed and valid MathML 

• The elements of the MathML are translated into ASCII Braille 
• Nemeth Rules are applied to create the Nemeth Braille 
• The Nemeth Braille is exported 

o To a Braille device in real time 
o To an ASCII text file 

 For downloading into a Braille device 
 For exporting to embossing software tool 
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3.2   Detailed Discussion 

Why begin with MathML format?  MathML is the lingua franca of math. It is: 

• Standardized 
• Nonproprietary and Open source 
• There are math editors readily available that have the capacity to save state-

ments in the MathML format [12][13][15] 
• Other research efforts in math accessibility utilize MathML; as an inter-

change format for the translation of math encoded in Latex and various 
Braille languages [16]; and as a destination format for an optical character 
reading application that translates scanned text with embedded math formu-
lae into xhtml and MathML [17]. 

OpenMath is another standardized, XML based protocol for encoding math.  
Pontelli and Palmer [18] discuss the potential of OpenMath as an interchange for-
mat for translating math; Equations encoded in OpenMath can be converted into 
NBC, however the principle focus of OpenMath is on the content and semantics of 
math and not its presentation.  So for this work, i.e. translating math into the presen-
tation format of Nemeth Braille, OpenMath offers no advantage over MathML-
Presentation. 

3.2.1   Translating MathML into ASCII Braille 
The MathML version of this math statement, 

1x

y

+
                                                                        (3) 

is represented in a MathML fragment as: 
 

<math> 
 <msqrt> 
  <mfrac> 
   <mrow> 
                                                    <mi>x</mi> 
    <mo>+</mo> 
    <mn>1</mn> 
   </mrow> 
   <mi>y</mi> 
  </mfrac> 
 </msqrt> 
</math> 
 

The strings enclosed in the angled brackets are element tags. The 
<msqrt></msqrt> tags encode the square root radical. The <mfrac> element 
encodes the fraction. <mi>, <mo> and <mn> are the token elements holding the  
character data. 
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The project application, hereafter referred to simply as the Nemeth application, 
converts a MathML document as represented by the above diagram into Nemeth 
Braille Code. 

3.2.2   High Level Program Design 
Following the Object-Oriented paradigm, classes were created to parse each of the 
MathML elements, one class for each MathML element. For example, a class called 
MsqrtParser was designed to parse the msqrt element; the MfracParser was given 
responsibility for the mfrac element.  Each parser object is responsible for collect-
ing the ASCII Braille characters extracted from that construct and its child con-
structs; instantiating the next parser if required; storing the ASCII Braille string 
returned to it by the object it spawned; and it in turn return its string to its parent 
object. 

A TextReader object reads and returns the elements and their associated attributes. 
The translation proceeds like this:  The TextReader fetches the next element in the 
fragment. Referring to the sample MathML above, the math element is fetched first. 
The MathParser object is instantiated.  The MathParser adds no ASCII characters. It 
does however hold a string data member to store the text returned by the MsqrtParser 
which it instantiates. The MathParser calls the MsqrtParser into being which in turn 
instantiates an object of the MfracParser which in turn instantiates an MrowParser. 
The mrow element encompasses the numerator part of the fraction.  MrowParser 
retrieves the characters x, +, 1 from the token elements mi, mo and mn, returning 
them to MfracParser.  MfracParser retrieves the denominator from the next token 
element, in this case the character y.  MfracParser then appends the Braille codes for 
begin-fraction and end-fraction.  It completes its task by returning the string repre-
senting the fraction to its parent, the MsqrtParser.  MsqrtParser appends the  
begin-radical and end-radical Braille codes and returns its string to its parent and root  
element MathParser which in turn passes the completed ASCII Braille string to the 
GUI for output to the user. 

The term ASCII Braille mentioned above requires clarification. Nemeth Braille  
requires additional characters beyond those gleaned from the MathML tokens. E.g. 
the question mark signifies the beginning of a fraction.  The number sign (#) marks 
the end of a fraction. The ASCII representation of the Nemeth Code for the fraction 

x divided by y becomes: ?x/y# .                     (4),(5) 

The combination of the string of characters extracted from the math statement and 
the characters clarifying the construct, the characters indicating the start and finish of 
the fraction in the above example, is defined here as an ASCII Braille string. 

3.2.3   Additional Application of Nemeth Braille Rules 
Dr Nemeth fashioned twenty five rules directing the conversion of mathematics into 
his Braille code [6]. Many of these rules are implemented in the translation of the 
MathML elements into ASCII Braille. However there are other rules beyond the 
original translation requiring implementation. The ? and # indicating the beginning 
and end of a fraction discussed above is just one example. A few more of the com-
monly used rules along with brief descriptions are listed here for illustration. 
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• Numeric Indicator  - Indicates transition to or re-affirms continuation of 
Nemeth Code vis-a-vis literary Braille 

• Spacing - Nemeth Code calls for a space character for particular situations 
e.g. between trigonometric functions and its associated angle; and between a 
logarithm and its antilogarithm 

• Alignment - Embossed Nemeth Code should maintain the same spatial ar-
rangement as it would if presented on a printed page.  E.g. the beginning and 
end characters of the rows in a matrix should vertically align. 

• Contractions - Simplified forms of more complex groups of characters.  
These are not optional in NBC 

3.2.4   Outputting to a Braille Device  
The final step is passing the Nemeth Braille Code to the user.  The development plat-
form used in this project consisted of a laptop computer running Window 2000 and 
version 7.0 of the JAWS screen reader connected to a BrailleLite M20 via a serial 
port. The program successfully exported the Nemeth Code via the following methods: 

1. The BrailleLite was registered with the JAWS program.  Upon sending the 
Braille string to a text box in the program GUI, the screen reader relayed the 
Braille string to the BrailleLite. 

2. A text file was created from the Nemeth Code, and that file was copied to the 
BrailleLite. 

3. An embossed version was printed by a third party application from the 
aforementioned text file. 

Another plausible scenario not yet implemented is to send the Braille string  
directly to the Braille device via the BrailleLite’s device driver. 

4   Results 

The MathMLtoNemeth application successfully translates all relevant MathML  
elements into Nemeth Braille Code.  However, as of this writing, not all of the  
additional NBC rules have been implemented so the output is not yet fully compliant 
with Nemeth Braille. 

Two methods were used to transfer the Nemeth Code to the Braille device, 1)  
synchronously via a serial port connection and 2) exported to the Braille device as a 
text file. 

This application allows a person with no Braille experience to enter a math  
statement into any equation editor that can save that statement in the MathML format, 
and then convert that statement into Nemeth Braille Code for perusal by the visually  
impaired. 

5   Future Work 

This application is one node in a web of communication not yet fully formed.  The 
following areas await future implementation. 
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• Convert print materials to MathML. While it’s possible for a person with no 
Braille experience to create Braille representations of math statements, it’s still 
burdensome for an instructor to duplicate an entire course of lecture material 
and exams one formula at a time. 

• Create a math editor for the visually impaired. This editor will open a line of 
communication from the blind user to anyone with an application that can read 
a MathML document [19], i.e. the sighted recipient. The editor should allow 
users to 

o Open other peoples equations encoded as MathML fragments 
o Create math statements and save them in the MathML format 
o Allow the user to manipulate equations in real time 

• Eliminate the screenreader intermediary and connect directly with the Braille 
devices through device drivers 
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Abstract. We recently developed a math document editor with a func-
tion of speech output. Using this software named “ChattyInfty,” visually
disabled students not only can read scientific documents including math
expressions with speech output but also can author or edit them. One of
remarkable features of ChattyInfty is its availability of recognition results
by our math OCR system. By combining them, we construct a system to
enable students with visual disabilities to access scientific documents in
print for themselves. Furthermore, using tactile graphic tools, we realize
an environment in which they can grasp and correct recognition errors
without any aid of sighted people.

1 Introduction

The development of information technology remarkably improves an environ-
ment for visually disabled people to access printed materials. However, as con-
cerns scientific information, it is still very hard for them to read or to edit it for
themselves. Ordinary OCR (optical character recognition) systems and screen
readers cannot treat such information since it includes many special symbols
and notations such as complicated equations.

For this decade, various approaches have been tried to improve math acces-
sibility. In 1994, T. V. Raman reported on his “Audio System for Technical
Readings” that could read out math documents in LaTeX format [1]. “EMACS-
peak project” currently succeeds to his work [2]. Recently, many research groups
are working on new approaches based on MathML. For instance, “Mathplayer”
developed by Design Science is a plug-in for the Internet Explorer to read out
embedded math expressions in MathML [3]. The Lambda Project also studies
Braille and speech outputs of math documents in various European languages;
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a prototype version of their linear math editor, “the Lambda editor” is released
[4]. “iGroup UMA (Universal Math Access)” is developing automatic transla-
tors between various Braille-based math notations [5]. Some commercial Braille
translators can produce math documents in various Braille notations [6,7].

These works make great contributions to producing accessible scientific mate-
rials for visually disabled students; however, there still remain unsolved problems
that we have to work on. At first, although students with print disabilities be-
come able to read given (accessible) information, it is still quite hard for them to
author or to manipulate it. Furthermore, they have no way to make math docu-
ments in print accessible for themselves. They cannot easily share same scientific
materials with their sighted classmates or instructors.

Our research project named “InftyProject” [8] has been doing research on
digitization and computerized processing of scientific information and its acces-
sibility. As were reported in the ICCHP2000 [9] and the ICCHP2004 [10], for
instance, we developed the OCR system for mathematical documents and pro-
totype Braille translator and a speech-output system for recognition results. It
enabled visually disabled students to access mathematical information for them-
selves up to a certain level. Improving the speech interface, we lately developed
an accessible math-document editor with a function of speech output named
“ChattyInfty.”

As was mentioned above, recent progress of the OCR technology remarkably
improves information environment for persons with print disabilities; however,
most of OCR software cannot treat printed scientific documents. On the other
hand, our math OCR system named “InftyReader” [8,9,10,11] can recognize
them correctly and convert the recognized results to various accessible formats.
Its extended version, “InftyReaderPlus” can recognize math documents in PDF
(Adobe Portable Document Format) as well.

One of remarkable features of ChattyInfty is its availability for recognition
results by InftyReader (or InftyReaderPlus). Actually, combining them, we con-
struct a system to enable visually disabled students to access scientific documents
in print for themselves. Furthermore, by making use of tactile graphic tools, we
realize a new environment in which they can understand original scanned images
as tactile graphics.

Here, at first, the specifications of ChattyInfty are shown in the Section 2.
Next, in the Section 3, the new environment that is realized by combining Chat-
tyInfty and InftyReader is discussed. In the Section 4, we evaluate our system
for some examples. Finally, the conclusion is discussed in the Section 5.

2 Specifications of ChattyInfty

In InftyProject, we have originally developed a math document editor named
“InftyEditor” [8] to manipulate the recognition results by InftyReader. Infty-
Reader initially outputs the results as files in “IML (Infty Markup Language)”
format peculiar to Infty software, which is essentially XML. We can convert
them to ones in other various formats such as LaTeX, MathML and so on via
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InftyEditor. Furthermore, given files in those formats can be also imported di-
rectly into InftyEditor. If InftyEditor were accessible, this environment of scien-
tific information processing would be available for persons with print disabilities.
In order to achieve that, we worked on incorporating a function of speech output
into it.

First of all, based on standard ones in the math education of USA, we defined
a manner of aloud reading for each mathematical symbols and special notations
such as superscripts, subscripts, fractions, radicals and so on (we call them “the
math syntax”). When assigning the manner of aloud reading, we also referred
to speech output by Mathplayer [3]. Using Microsoft Speech API, we developed
own speech interface for contents displayed on the main window and for the
context menu in which math symbols and special notations are listed. After
several improvements for about two years, this software is nearly completed and
named ChattyInfty recently.

Information on the main window of ChattyInfty is completely equivalent to
one of InftyEditor. All of math expressions are displayed in the ordinary print
style. ChattyInfty reads aloud not only texts but also those math expressions.
Visually disabled students, therefore, can easily share the same materials with
their classmates and instructors.

It should be noted, however, that they need to use a screen reader such as
JAWS [12] along with ChattyInfty if they hope to operate ChattyInfty with the
aid of speech output only. It reads out just main contents and the list of symbols
in the context menu with its own speech interface; other parts such as pull-down
menus are not read aloud. When ChattyInfty is used along with the screen
reader, some conflicts between their speech outputs may take place. Actually,
we have already confirmed such a trouble between JAWS and ChattyInfty. In
order to avoid it, we prepared JAWS’s script files for ChattyInfty. We believe
that such treatments are also possible for other popular screen readers.

In a text area, operations for browsing with aloud reading are almost same
as ones in popular screen readers. Using arrow keys, we can also browse math
expressions; however, in math areas, a behavior of cursor with pressing the arrow
keys is a little different from the ordinary. For instance, pressing the up arrow
key moves the cursor to the superscript position of each symbol. In order to move
it to the previous line, we have to press Ctrl + the up arrow key. Pressing the
right arrow key from the top of fraction moves the cursor from the numerator
to the denominator. Users are required to understand properly those features.

In ChattyInfty, one of two different types of aloud reading: Plain reading
mode and Detailed reading mode can be selected. In the detailed reading mode,
attributive information concerning each character such as “capital” is read aloud.
Pressing Ctrl + F5 key switches these two modes, alternately. Even in the plain
reading mode, one can confirm the detailed reading of each character at the
cursor position by pressing Ctrl + Alt + H. Using “Reading Table Editor,”
users can change a manner of aloud reading for each symbol. The “Default”
button cancels all of the manner that the user has defined up to that time.
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As concerns authoring, math expressions ranging in level from math textbooks
of the secondary school to higher technical papers can easily written with speech
guide only. One can input a variety of special symbols and special notations
from the Context menu that pops up by pressing the Application key. Since
mathematical symbols are classified into several categories such as Greek letters,
Relative operators, Functions and so on, we can smoothly find necessary one.

We can customize entry listed in the Context menu. “Math level” in the Set-
ting menu provides the following 4 levels:

Junior high school math, Senior high school math,
University math, Professional math.

Since ChattyInfty prepares enough kinds of symbols for highly technical mate-
rials, if the appropriate setting were not chosen, it might be a little hard for us
to find a necessary symbol with speech guide only.

For the time being, mathematical information on ChattyInfty cannot be con-
verted directly to Braille. However, since IML files can be changed to files in
LaTeX, MathML and so on, one can translate them into Braille by using other
Braille translators. Actually, we confirmed that the Duxbury Braille Translator
(DBT) [6] can almost properly convert LaTeX files produced by ChattyInfty to
Nemeth and UEB (Unified English Braille) code. Translation into British and
French Braille math code must be also possible with DBT.

3 New Environment to Access Scientific Information in
Print

Our math OCR system, InftyReader can recognize only binary (black and white)
page images carefully scanned in either 600 DPI or 400 DPI. The image files
have to be prepared in either TIFF, GIF or PNG format. Its extended version,
InftyReaderPlus accepts PDF files as well. Since the recognized results can be
imported directly into ChattyInfty, one not only can access but also can edit
them easily with speech output.

However, InftyReader, itself is not necessarily accessible. We, therefore, devel-
oped a new user interface for visually disabled students to operate InftyReader.
When ChattyInfty is installed, this interface becomes available. By selecting an
image file in “My Computer” window and by pressing the application key, one
can perform the command, “Recognize with Infty System.” Then, the OCR runs
without any additional operations. After the recognition is completed, ChattyIn-
fty will be opened automatically, and the result will be displayed on its main win-
dow. Incidentally, one can also perform OCR from the File menu of ChattyInfty.

Even if the OCR were highly accurate, recognition errors could take place at a
certain rate. In the ordinary OCR software, most of those errors can be found and
corrected by so-called “a spell checker. ” As concerns math expressions, however,
it is quite difficult to grasp them from the context of the recognized result only.
InftyReader holds information of 2-dimensional coordinates set on the scanned
image even after the recognition was completed. When the recognized result is
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displayed on the main frame of ChattyInfty, the “Sheet View window” pops up
to show the original page image. Since the image that exactly corresponds to
an area around the cursor position on the recognized result is displayed, sighted
persons can easily check and correct errors of the recognition.

It is remarkable that graphic information on the Sheet View window is also
available for visually disabled persons. By pressing F4 key, the focus moves to the
Sheet View window. If a certain tactile-graphic tool such as View Plus embossers
[7] is available, one can output the image directly from this window as tactile
graphics. Therefore, even if users were totally blind, they could grasp and correct
recognition errors for themselves with the tactile graphics.

The Sheet View window has its own setting menu. One can reduce or magnify
displayed images ranging in size from 10% to 1000%. Since the size of tactile
graphics is linked with this setting, one can easily tune up its resolution.

As concerns math education for visually disabled students, they do not nec-
essarily need to have a knowledge on printed math expressions. They, of course,
can study mathematics using Braille and aloud reading. Such knowledge, how-
ever, sometimes help them with communicating mathematical information to
their sighted classmates and instructors. Using InftyReader and ChattyInfty,
they can easily understand real forms of math symbols and formulas in print. It
may play a certain role in math education.

The extended version of InftyReader, InftyReaderPlus can recognize scientific
documents in PDF. Many electronic documents such as on-line journals are cur-
rently provided as PDF files. Combining InftyReaderPlus and ChattyInfty, stu-
dents with visual disabilities can also read them without the aid of sighted people.

4 Evaluation of the System

We tested our system to evaluate if visually disabled students can grasp cor-
rectly math information produced by it. Scanned images taken from several
College textbooks such as Algebra, Calculus, Complex Analysis and so forth
were recognized. Using no visual information, we compared and verified their
tactile graphics with the recognized results.

In this test, we used two kinds of tactile graphic tools. One was “Dot View
2” [13] by K.G.S. which has refreshable 48 by 32 dots display. It can display
graphical information as shown on the computer screen in real time. When the
Sheet View window is focused, the image on it is automatically displayed on the
Dot View 2. The other was “MAX Braille embosser” by View Plus [7]. “Tiger
Software Suits” bundled it automatically converts colored and shaded images to
20DPI 3-D tactile graphics and outputs it to the embosser in the same manner
as ordinary Windows printer drivers. The image on the Sheet View window can
be embossed directly from the own Print menu of this special window.

Fig.1a and 1b are a recognized result and its original image taken from a
textbook of the calculus, respectively. In this case, since superscripts, subscripts,
a fraction, a factorial mark and so on are all properly recognized, students with
visual disabilities can understand this math expression with the recognized result
only.
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Fig. 1

Fig. 2

Fig. 3

Fig.2a and 2b show a recognized result and its original image taken from
a textbook of the complex analysis, respectively. In this case, although most of
symbols and all special notations are correctly recognized, only the factorial mark
is misrecognized as the power 1. Since one can easily grasp this error with both of
the Dot View and the MAX embosser, there is no problem for visually disabled
students to understand this equation with speech output and tactile graphics.

Fig.3a and 3b are a recognized result and its original image taken from a
textbook of the partial differential equation, respectively. In this case, although
most of symbols and a special notation (a matrix) are correctly recognized, only
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Fig. 4

two of the letter 1 are misrecognized as the letter l. These errors also can be
easily realized with both of the Dot View and the MAX embosser.

Fig.4a and 4b are a recognized result and its original image taken from a
textbook of the physics, respectively. In this case, since the quality of image is
not good, a major misrecognition takes place. Since a fraction bar touches the
numerator 1, they are recognized as a single “is perpendicular to” sign. Letters
after fraction are interpreted as a subscript to that sign. The denominator 2 are
recognized as an independent letter to them. In this case, it is very difficult to
understand this expression with the recognized result only; however, one can
also grasp these errors with both of the Dot View and the MAX embosser.

Since tactile graphics by View Plus embosser have higher resolution, they
seem more favorable to realize original images. When using the Dot View 2 in
this test, we needed to zoom in images on the Sheet View window, at least, up
to 300 or 400%. The advantage of Dot View 2 is its better efficiency. Printing
out by the Braille embosser requires a lot of time and costs.

It becomes clear anyhow that, in most cases, visually disabled students can
grasp original scanned images as tactile graphics if necessary. Provided that they
understood original forms of printed math expressions properly, they could easily
correct the recognition errors. It is shown that they can convert highly technical
math textbooks smoothly to accessible ones for themselves using our system.

5 Conclusion

Combining ChattyInfty and InftyReader, we realize the new environment in
which students with visual disabilities not only can access but also can author
scientific documents including mathematical expressions. One of its remarkable
features is that both of original scanned images and their recognition results
are available for them. It must play an important role in the math education
since our system enables them to share same materials with sighted classmates
and instructors. Furthermore, using our system, both of persons with and with-
out visual disabilities, for themselves, can convert scientific documents in print
to various accessible formats such as LaTeX, MathML besides IML. This func-
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tion can be also combined with other many assistive tools to produce accessible
materials. Infty software can be downloaded from our web site [8].

We are now developing Braille-output interface for ChattyInfty. We also need
to develop an interface to enable students with visual disabilities to access
smoothly tables and figures included in math documents. We intend to improve
it so that it will become more user-friendly and useful.
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Abstract. This paper describes the Canonical MathML, a tentative
to unify MathML structures in a deterministic way in order to simplify
transcription into Braille. All Mathematical structures that are necessary
to perform a correct transcription into Mathematical Braille are recog-
nised and rewritten in a unique way. Additionally Canonical MathML
is valid MathML so it can be used with common tools which handle
MathML. The Canonical MathML was successfully used to build several
transcribers from MathML to Braille national codes.

1 Introduction

Writing and reading Mathematical formulas has always been a difficult task
for Blind people. Indeed sighted people use a graphical representation, in two
dimensions, in which the layout helps the reader to understand the meaning of
a formula. People with visual impairment use linear modalities, like Braille or
speech synthesis, and therefore don’t have access to this powerful help.

One of the main problems they encounter is the length of formulas, which
tends to increase dramatically with the complexity of the formulas represented.
In order to reduce this problem, the inventors of specific Braille notations to
represent mathematical formulas used various techniques, including contextual
grammars [1,2].

These notations are well suited to the use by Braille readers, but their produc-
tion has always been a problem. The main reason is that there are various such
notations, corresponding to various languages, and the various location where
they were developed. Then when a document is transcribed and exists in a digital
format, it’s very difficult to exchange with readers from another language (even
though they can read the plain text in the other language itself without diffi-
cult). The same difficulty occurs with powerful software tools which have been
developed in various laboratories and companies during the last two decades to
produce Mathematical Braille (Labradoor (LAtex to BRAille DOOR) [3] pro-
duces Marburg Braille, Insight [4] handles Nemeth Braille, Bramanet works with
French: http://handy.univ-lyon1.fr/projets/bramanet). Additionally some other
very interesting projects handle MathML formulas, like the Math Genie [5] and
Infty [6]. These projects would benefit of an easy way to access to a Braille
output.
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Today more and more digital documents are available via the Web, or in
digital libraries exists [7]. MathML, maintained by the W3C Consortium became
very quickly the standard for representation of mathematical contents in digital
documents. Then providing converters from MathML to Braille notations will
make life much easier for blind scientists and science apprentices.

In order to propose to users from different mathematical Braille cultures ac-
cess to more documents, and access to a great variety of software tools, the
International Group for Universal Maths Access started to develop a Univer-
sal Maths Conversion library [8]. This library is intended to provide conversion
functionalities to and from various Braille notations, as well as standard repre-
sentations, like MathML. Actually MathML was chosen by the members of the
group to be the central representation.

The problem with MathML is that it allows to represent the same mathe-
matical contents in many ways and then the conversion into Braille is not that
easy. Furthermore Braille notations, if they are quite different from each other,
at a certain level, share also a lot of characteristics. That’s why we started to
develop a set of tools to unify the way each mathematical structure is to be rep-
resented in MathML in order to simplify transcription into Braille. Actually 90%
of the transcription work is done generically on the MathML representation, and
this work is the same for any Braille code. Then the last part of the work, the
transcription into Braille itself, is to implement the specific grammatical rules
of the target notation, and to turn every mathematical symbol into its Braille
representation, using a dictionary.

The intermediate MathML representation is specified so each Mathematical
structure can be represented in a unique way, so the transcription into Braille
is deterministic. In other words, all MathML structures that would be repre-
sented in the same way in Braille are unified into a unique MathML representa-
tion. We call this representation Canonical MathML. One important point about
our Canonical MathML is that any Canonical MathML formula must be valid
MathML in all cases.

2 Canonical MathML Specification

The next section presents the Canonical MathML structure, in different cases.
Description of other structures (like limits) can be found on the umcl-demo
website (see conclusion).

2.1 Subscripts and Superscripts

Subscript (respectively superscripts) must be represented using the msub (respec-
tively msup) element. The element msub (resp. msup) must have 2 child nodes.
None of them can be empty.

Subscripts with superscript must be represented using the element msubsup.
It must have 3 child nodes. None of them can be empty.

The following table shows the Canonical MathML code to represent structures
from these 3 cases:
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Subscript Superscript Subscript with superscript
<msub>
child1
child2

</msub>

<msup>
child1
child3

</msup>

<msubsup>
child1
child2
child3

</msubsup>

Where:
– child1 is a term,
– child2 is an indice and
– child3 is an exponent.

Any of them can be simple elements (e.g. <mi>a</mi>) or complex ele-
ments encapsulated in a <mrow> element (This applies to all terms called
childi in the rest of the paper, except when specified).

Examples:

ai ai+1

<msub>
<mi>a</mi>
<mi>i</mi>

</msub>

<msup>
<mi>a</mi>
<mrow>
<mi>i</mi>
<mo>+</mo>
<mn>1</mn>

</mrow>
</msup>

2.2 Parenthesis Groups

We call “parenthesis group” a group of elements delimited by an opening tag
and closing tag. Then absolute values and intervals are considered as parenthe-
sis groups. In MathML, there are several ways to represent parenthesis groups.
The specific tag <mfence> allows to specify the opening and closing tags. But
this tag is barely used by the tools which produce MathML. Generally, the
group delimited by parenthesis are not explicitly defined on the MathML
notation.

For instance, the formula (a + b) is often represented in MathML as in the
left column of the following table. In the canonical notation, all the group must
be included in a <mrow> tag, as in the right column. Then the content of the
parenthesis group must be included in a <mrow> too. This allows to differentiate
algebraic parenthesis from intervals (see in the second example the representation
of the interval [0, +∞[).

NB: in the next examples, both representations are valid according to the
MathML specification. There are a lot of ways to represent them, but only one
in Canonical MathML.
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(a + b)
Valid in MathML Canonical MathML

<mo>(</mo>
<mi>a</mi>
<mo>+</mo>
<mi>b</mi>
<mo>)</mo>

<mrow>
<mo>(</mo>
<mrow>
<mi>a</mi>
<mo>+</mo>
<mi>b</mi>

</mrow>
<mo>)</mo>

</mrow>

[0, +∞[
Valid in MathML Canonical MathML

<mo>[</mo>
<mn>0</mn>
<mo>,</mo>
<mo>+</mo>
<mi>&#8734;</mi>
<mo>[</mo>

<mrow>
<mo>[</mo>
<mn>0</mn>
<mo>,</mo>
<mrow>
<mo>+</mo>
<mi>&#8734;</mi>

</mrow>
<mo>[</mo>

</mrow>

This representation makes it easier to navigate in mathematical formulas,
as well as to translate formulas into mathematical braille. It is necessary to
understand that converting a formula into canonical MathML does not modify
the visual representation of formulas.

In the canonical MathML, a parenthesis is always represented as follows :

<mrow>
<mo>opening symbol</mo>
list of child nodes
<mo>closing symbol</mo>

</mrow>

The list of child nodes can be:

– empty (e.g. f());
– a simple element or a complex element included in a mrow in the case of

algebraic parenthesis;
– a list of simple or complex elements in the case of intervals, where separators

are simple mo elements.
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2.3 Fractions

Fractions must be represented using the element mfrac. It must have 2 child
nodes, none of them can be empty. The first child node correspond to the nu-
merator and the second to the denominator.

The following table shows the Canonical MathML code to represent a fraction:

Fraction Where:
<mfrac>
child1
child2

</mfrac>

– child1 is the numerator,
– child2 is the denominator.

Examples:
1
x

1
x+1

x−1
x+1

<mfrac>
<mn>1</mn>
<mi>x</mi>

</mfrac>

<mfrac>
<mn>1</mn>
<mrow>
<mn>x</mn>
<mo>+</mo>
<mi>1</mi>

</mrow>
</mfrac>

<mfrac>
<mrow>
<mn>x</mn>
<mo>-</mo>
<mi>1</mi>

</mrow>
<mrow>
<mn>x</mn>
<mo>+</mo>
<mi>1</mi>

</mrow>
</mfrac>

2.4 Square Root, Roots

Square roots must be represented using the element msqrt. It must have only 1
child node, which cannot be empty.

Roots must be represented using the element mroot. It must have 2 child
nodes, which cannot be empty. The first child node is the radicand and the
second one the index.

The following table shows the Canonical MathML code to represent a square
roots and roots:

Square root Root
<msqrt>
child1

</msqrt>

<mroot>
child1
child2

</mroot>

Where:
– child1 is the radicant,
– child2 is the index (warning: the index is the second one).
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2.5 Summations, Products and Integrals

Summations, Products and Integrals must be represented using a <mrow> with
2 child nodes. The first child node is representing the opening of the structure.
It may be a single element or a <mrow> of 2 or 3 child nodes, depending if
the initialisation and limit are present. In any case the symbol representing the
summation or product symbol must be there (basically Σ, Π or

∫
). The second

one is the content of the summation or product. If a factor dx is present it must
be included in the second child.

The following table shows the Canonical MathML code to represent summa-
tions in 3 cases:

Whole structure limit is not there Minimum structure
<mrow>
<msubsup>
child1
child2
child3

<msubsup>
child4

</mrow>

<mrow>
<msub>
child1
child2

<msub>
child4

</mrow>

<mrow>
child1
child4

</mrow>

Where:
– child1 contains the summation or product symbol (Σ, Π or

∫
...),

it must be a simple element.
– child2 is the bottom element (initialisation),
– child3 is the top element (limit),
– child4 is the content of the summation or the product.

Examples:

Πiai

∫ ∞
x=0 f(x)

<mrow>
<msub>
<mi>&#928;</mi>
<mi>i</mi>

</msub>
<msub>
<mi>a</mi>
<mi>i</mi>

</msub>
</mrow>

<mrow>
<msubsup>
<mo>&#8747;</mo>
<mrow>
<mi>x</mi> <mo>=</mo> <mn>0</mn>

</mrow>
<mn>&#8734;</mn>

</msubsup>
<mrow>
<mi>f</mi>
<mo>&#x02062;</mo>
<mrow>
<mo>(</mo> <mi>x</mi> <mo>)</mo>

</mrow>
</mrow>

</mrow>
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3 Production of Canonical MathML

We have developed a set of 8 XSLT style sheets which allow to produce canonical
MathML from any MathML source.

– 01 prepare.xsl: process <mrow> tags (remove the ones that are not neces-
sary. Save the ones which delimit complex structures, Sums, etc...

– 02 group1.xsl and 03 group2.xsl: process opening and closing tags (like
in parenthesis groups). NB: Currently only structures with an opening tag
and a closing tag are supported.

– 04 unary op.xsl: search for unary operators and insert them into <mrow>
when necessary. Add “InvisibleTimes” when necessary.

– 05 structure.xsl: define XML structure for various specific MathML sub-
trees (e.g. sums, products, integrals).

– 06 binary op.xsl: process binary operators. This style sheet must be called
3 times successively with three different levels of operators.

– 07 canonical mathml.xsl: remove some temporary XML tags used by the
other stylesheets that are not valid in MathML to obtain valid MathML.

– 08 add index.xsl: insert IDs to all MathML tags.

4 Conclusion

To produce Braille from Canonical MathML, we need to develop another XSLT
stylesheet to implement the grammatical rules of the target Braille code, and a
dictionary of symbols. A set of software scripts were developed to make it easier
the development of the dictionary, using OpenOffice.org spreadsheet.

Currently the Canonical MathML and the corresponding XSLT style sheet
allow to process any formula in algebra up to the end of secondary school. Im-
plementation of matrices and limits is ongoing but should be available at the
camera ready deadline.

Output style sheets and dictionaries were developed for French (2 notations)
and Italian Braille codes. Marburg and British are under development in collab-
oration with universities of Linz and Dublin (DCU).

Additionally a portable C library, UMCL (Universal Math Conversion Li-
brary), was developed in order to make it easier the use of the converters. UMCL
is an open-source project. A demonstration website gives access to documenta-
tion about the Canonical MathML, to an online conversion tool based on UMCL
and to the source code:

http://inova.snv.jussieu.fr/umcl-demo
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Abstract. Access to mathematical content for blind and vision impaired
people continues to be a problem. The inherently visual nature of this
form of presentation is neither easily or readily accessible using the linear
representations in common usage by this community.

This paper proposes methodology for depicting mathematics in a non-
visual manner. It will be shown how, through the prosodic component
found in spoken language, the structure of mathematical formulae may
be disambiguated. We will also discuss lexical cues which can be added to
the utterance to further reduce the ambiguity which can be very evident
in this form of material.

1 Introduction

Since its invention in the middle of the 19th century, Braille has been used to
convey such diverse subjects as English, music and mathematics to blind peo-
ple. Its popularity has been mainly derived from its simplicity, and its ease of
production. Braille can be easily adapted to render almost anything which is
available in printed form. However, there are many disadvantages to this sys-
tem. Its innate simplicity does not lead to easy representation of graphical or
mathematical material.

The traditional method of representing mathematical material has been to
produce it in a linear fashion, akin to any other textual data. Consequently,
such information has proved difficult to read.

In order to overcome some of the deficiencies in the Braille system a method-
ology is proposed which would harness the advances in existing technology such
as synthetic speech. Nearly all of the research effort to date has been directed
toward verbalising material of a “literary” nature. This, while being an essential
development, still renders technical or scientific content almost totally inacces-
sible to those who can not see it.

The traditional reading process itself is an active-passive process, where the
sighted person is the active participant while the book they are perusing is
the passive partner. This process is reversed when the usual methods of audi-
tory representation (such as audio recordings) are employed. When reading is

K. Miesenberger et al. (Eds.): ICCHP 2006, LNCS 4061, pp. 1199–1206, 2006.
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performed using audio tapes or CDs the only means the reader has to become
active in the reading process is to move forward or backwards in a time-line.
That is, the tape can be advanced or re-wound by the “reader” but no more.
Instead of being active in the reading process, the book now becomes the active
participant, while the information simply flows past the passive listener. This can
be very difficult when technical material is being read. It is widely accepted that
the use of human readers in the provision of literary works on tape is perfectly
acceptable. However, the manner in which people read scientific, or technical
documents is vastly different from how novels are read.

In [3], Karshmer et al. have proven that it is possible to reverse the active-
passive nature of the reading process for mathematical material. This work
clearly demonstrates that using a combination of synthetic speech and an intu-
itive interface, the reader can take control over the information they are perusing
and gain access to all components of the equation. However, this work relied
on prosodically unenhanced synthetic speech to convey the material, and left
the inflection of the textual representations of the equations to the synthesiser
itself.

In order to devise a set of rules to prosodically enhance algebraic utterances,
Stevens [9] conducted an experiment involving two experienced subjects, both of
whom were native speakers of British English. Each was presented with a random
set of 24 equations, and two recordings on high quality tape were made for each
speaker. The participants were asked to speak the equations “...as if they were
addressing a class of sighted students”[9]. They were also asked to convey the
information in as neutral a manner as possible, that is, not to “... indicate any of
the intentions of the mathematical notation”[9]. The recordings were analysed
for pitch, timing and amplitude and these three characteristics were related to
the syllabic content of the spoken versions. The results provided the designers
of the system with the knowledge needed to construct a “...simplistic prosodic
model”[9] which could be used to convey algebraic notation. The prosodic model
used by Stevens is at odds in important ways with current views of prosodic and
intonational phonology, and though it produces reasonable results, it is not the
model we are using. For a discussion of appropriate phonological models and
their use in synthesis, see [5,6]

In this paper, we propose a model for the verbal presentation of mathematics
using prosodically enhanced synthetic speech. This model has two components;
the first being the characteristics of the voice used [1], while the second is the
language used to convey the material [7]. We will show, using changes to the
vocal characteristic used to convey various parts of equations how mathematical
content may be disambiguated. It is felt that both play an extremely important
part in the disambiguation of the structure and content of equations. We realise
that without a meaningful and intuitive user interface, the application of syn-
thesis alone will not render the material intelligible or navigable. However, it is
beyond the scope of this brief treatment of our work to describe our prototype
user interface for the browsing of the material.
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2 What Is Prosody

The prosodic component of speech is that set of features which lasts longer than
a single speech sound. The term prosody can be traced back to ancient Greek
where it was used to “refer to features of speech which were not indicated in
orthography, specifically to the tone or melodic accent which characterised full
words in ancient Greek” [4]. When the tonal units of ancient Greek disappeared,
the use of prosody narrowed to refer to stress distinctions. By the 15th century
it became known as versification; one of its primary denotations today. As the
influence of the classical languages waned so also did the emphasis shift from
a metric to a melodic view of prosody, though some scholars believed that the
English language had no melody. However, the term melodic prosody remained
almost forgotten until the 1940s, when it was revived as an approach to the
study of linguistic analysis.

Prosody is therefore defined as “. . . those auditory components of an utterance
which remain, once segmental as well as non-linguistic as well as paralinguistic
vocal effects have been removed” or “sets of mutually defining phonological fea-
tures which have an essentially variable relationship to the words selected” [4].
Therefore, it may be said that prosody contains the following aspects of speech:

– Loudness
– Duration
– Pitch
– Pausing

Acoustically, speech can be decomposed into three primary components; fre-
quency, amplitude and time. “Frequency is the term used to describe the vibra-
tion of air molecules caused by a vibrating object, . . . which are set in motion by
an egressive flow of air during phonation.” [4] The unit of measure used in the
frequency domain is the Hertz (Hz). Speech is not as simple as other acoustic
sounds, as it can contain many elements vibrating at different frequencies. The
frequency of repetition of the complex pattern is referred to as the fundamental
frequency, and it is this frequency which is primarily responsible for the percep-
tion of pitch. All other frequencies in any pattern are typically whole integer
multiples of the fundamental frequency, and are known as the second, third, etc.
harmonics.

Amplitude, (measured in decibels) is the acoustic component which gives the
perception of loudness. A common definition is “the maximal displacement of a
particle from its place of rest” [4]. The duration of a signal is the third component
in the acoustic view. This is simply the measurement, along the time-line of the
speech signal. If one considers the prosodic component of speech, then it can be
reduced to a series of frequencies, a succession of intensity levels and a sequence
of durations. It is these components which yield our understanding of pitch
modulation, relative loudness and/or the relative duration of syllables, words or
phrases.

The notion of the syllable is intrinsic to the understanding of prosody; how-
ever, it is easier to state what the syllable is not, rather than what it is. Native
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speakers of a language can always agree on the number of syllables any word
contains, although non-native speakers can often be confused. For the purposes
of this discussion, a syllable is defined (unscientifically) as a small unit into which
the sounds of words are decomposed.

3 Conveying Structure

The keystone on which the presentation of syntactically complex material is
based is that of conveying the structure, and grouping of an expression using
pausing and alterations in the speaking rate. The paradigm on which the spoken
mathematical presentation is based is that of converting a sequence of juxta-
posed symbols, delimited by both white space and other visual cues (such as
parentheses) into a serially transmitted linguistic approximation. In order to
achieve this, a parallel was drawn between the structure found in mathematical
expressions and the inherent composition of English sentences [1].

There is often a nesting and grouping to be found in language; whether spoken
or written. This can be seen in the sentence, “the goal, which was scored in the
last minute, won the match”. The clause “which was scored in the last minute”
could be omitted without a loss in intelligibility in the sentence. However, its
inclusion endows a more descriptive aspect to the sentence, and conveys more
information to the reader or listener than would otherwise be the case.

The nesting of clauses within sentence structures, therefore can be seen as a
means to impart more descriptive semantics to the information being spoken.
The subtle use of pauses and changes in prosody assist the listener in interpreting
what the speaker is trying to convey. Coupled with the localised nesting of clauses
within sentences, is the combination of unrelated, though logically sequenced
sentences to form passages of material. Each sentence forms a unique entity,
which contains both verb and noun phrases, thereby enabling its understanding.
However, when placed in the context of surrounding material, the semantics of
an individual sentence can be altered radically.

If we extend this to the written form of presentation, then the sequence of
sentence structures can be brought together into paragraph units, which them-
selves contain an underlying message, of which each individual sentence forms
a part. The nesting, therefore, can be seen as the overall paragraph unit, which
contains sentence structures, which contains words, which themselves contain
characters, both alphabetic and punctuational. By inference, therefore, it can be
said that the atom of the paragraph is the character, as it is the smallest unit
into which‘the complex structures of English can be reduced.1

The function of clausal grouping was illustrated above. In a system where
not only the horizontal juxtaposition of characters, delimiters and white space
is permissible, the sub-grouping of component parts of the whole becomes more
important. It is exactly this problem which printed mathematics presents to
1 It is of course the case that smaller units of language exist, however, for the purposes

of this discussion, and for the purposes of generating synthetic speech, the atom of
the sentence is deemed to be the character.
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the systems’ developers, who wish to produce a verbalised approximation of
the material. Unlike the methods used in written forms of natural language,
mathematics uses vertical offsets, coupled with the horizontal arrangement of
symbols and white space to infer different meanings to material. Consider the
two examples; xy+z and xy +z, where exactly the same symbols are used. In the
first representation, the three symbols y+z form a superscript to the x, while in
the second, only the y is part of the superscript.

It is just such ambiguities that any phonological model of verbal mathematics
must represent. It is beyond the scope of this brief document to outline in detail
how the prosodic model caters for each individual construct found in mathemat-
ical material. It should be noted, however, that their depiction in isolation is
vastly different from, and may be heavily influenced by, adjacent symbols. Ac-
cordingly, a strategy was needed to cater for the diverse combinations permissible
in mathematical presentation. Unlike previous systems [8,9], the proposed model
does not employ any non-speech audio to convey the material; rather it relies
on the vocal representation only to impart the information. Therefore, it proved
necessary to examine the grouping of the material, to deduce a method whereby
it could be delivered in as unambiguous a manner as possible. Another stipula-
tion was that the utterance be maintained at a length which would not impair
the listener’s ability to apprehend the material.

Previously, discussion focused on how the prosodic model is based on an appli-
cation of those paradigms found in the decomposition of English; namely clauses.
If one assumes, that a mathematical expression is a structure in and of itself,
and that it can contain an arbitrary degree of nested sub-expressions, then it
can be resolved into either a sentence structure which contains various clauses,
or a paragraph (i.e., a set of sentences which may themselves be unrelated, but
which when logically combined make up a superstructure). This being the case,
the need was perceived to examine equations in an attempt to deduce the points
at which the delimiters could be interpreted as the equivalents of clause bound-
aries in English. This proved to be successful, as it emerged that, in order to
produce well-formatted equations, it is necessary to mark documents up using
unambiguous syntactic representations. Using this as a basis, it could be inferred
that, should these delimiters be present in the mark-up, it should prove possi-
ble to equate them with clause boundaries in an English verbalisation of the
material.

As a consequence of this examination, it emerged that it would be possible
to construct three levels of nesting.2 Using modern speech synthesisers, it is
extremely difficult to accurately control the length, and placement of pausing.
Ideally, the pausing would be set at predetermined values, from which the same
relative changes made to the other prosodic features of the speech could be
applied to the pausing, thus maintaining compatibility between this element
and the remainder of the voice contour.

2 This can be extended. However, for the purposes of our investigation, the number
of levels of indentation was kept to three, as it was consistent with the paradigm of
paragraph, sentence and clause boundaries observable in English.
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The two methods used to imply the grouping of terms into sub-expressions,
(and by extension of sub-expressions into the whole formulae) is to insert paus-
ing, and alter the speaking rate at strategic points within the presentation. This
is not an arbitrary process but is based on both the mathematical components
preceding and following the point at which the pause is needed. For example,
the expression a + b + c is a simple, linear concatenation of three quantities,
separated by two relational operators, irrespective of whether the material is
being read visually or auditorily. However, the expression a

b + c is non-linear in
the print medium, but linear in the audio domain.

Accordingly, something must be introduced to indicate to the listener that
the fractional component of the expression merely encompasses the first two
elements, and that the final one is not contained therein. The method whereby
this is achieved, is to speak the expression as follows: “a over b, plus c”. Using
this method, it can be clearly seen that the distinction between the fractional
component of the expression and the remaining relational operator and quantity
is evidenced. If one also adds a slight quickening of the speaking rate of the
utterance of the fraction, then the distinction becomes even more apparent to
the listener.

4 Complex Formulae

The example of the previous Section is an extremely simple demonstration of the
capabilities of the methods used in the system to produce spoken output from
mathematical material. This method works equally well when complex entities
are included in the expressions. As an illustration of a more complex example
consider the following equation:

n−1∑
i=1

ai +
i + 1
i − 1

(1)

Here it can be seen that this expression contains several operators in combination
to produce a formula which could prove quite difficult to read. Using unadorned
text strings, it would not be discernible where the scope of the various super-
scripts ended, or which items were contained in the fractional component of the
formula. Also, were alterations in the prosody alone to be used, there could be
confusion as to whether the summation encompassed the entire scope of the re-
maining elements or whether it was merely confined to that component which
immediately followed it. Using the prosodic enhancements, in combination with
lexical cues, it is possible to produce an audio rendering which can clearly and
intelligibly inform the user of the means whereby this formula can be decom-
posed.

The first aspect in producing any meaningful output from mathematical ma-
terial is to determine the degree of nesting in the formula. Once this has been
established, the levels, and indeed lengths of pausing required to speak the con-
tent can be determined. In the preceding example, the summation encompasses
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the entire gamut of the remaining material, thereby yielding one level of nest-
ing. The material itself consists of one superscripted element, followed by a
fractional component. However, the fractional component itself comprises two
complex terms, as the numerator consists of i + 1, while the denominator con-
sists of i − 1. Accordingly, there are several degrees of nesting observable in this
expression. There must be a lengthy pause to indicate that the entire formula
is contained within the scope of the summation, followed by various pauses to
indicate to the listener to the scope of the superscripts, and sub-expressions of
the fractional element.

The approximate verbal rendering of this equation would be as follows. For
simplicity, the symbol “..” has been used to indicate a longer pause, more akin
to that found between paragraphs.

“sum from i equals 1 to n minus 1 of.. a to the i plus 1 plus. begin
Fraction, Begin numerator i plus1 end numerator over, begin denomina-
tor, i minus 1, end denominator end fraction.”

The pausing in this example illustrates an approximation of the nesting used to
indicate the scope of various operators. Combined with increases, and decreases
in the speaking rate between the various clause boundaries, it has proved pos-
sible to use this mode of presentation to determine the scope of operators in
expressions even as complex as this. The lexical cues used in this example are
based on those defined in [7], and while they lengthen the utterance somewhat
they further reduce the ambiguities in such an expression as this. Moreover, the
use of pausing after operators is a useful aid in assimilating the fact that the
operator is itself followed by a complex term.

In the quoted passage above, the reader can observe the pause after the lexical
operator “over”. Once the listener has become familiar with the system, this
pausing strategy can be used to anticipate the fact that a complex term is
about to be spoken. Conversely, in a simple equation, the pausing would not be
placed after the operator but before. This indicates the scope of operators (such
as fractions), and also informs the user, without the addition of extra lexical
information, that the term they are about to hear is a simple one.

The alterations in the speaking rate have been carefully calibrated to ensure
that, even at the deepest level of nesting, the utterance is not delivered too
rapidly. With this in mind, a value of 6% has been chosen to assist in informing
the listener of the subtleties of the grouping which are so easily observable to
the visual reader. The reason that an increase of 10% were not chosen, is that
if three or more levels of nesting were encountered in an expression, then the
ultimate speaking rate would be too fast, and as a consequence, the listener
would be unable to ascertain what was being spoken.

5 Conclusion

Though the inclusion of prosodic alterations in the utterance of mathematical
equations alleviates the problem of apprehending the material, it is not a solu-
tion of itself. Just as the written language of printed mathematics is a form of



1206 D. Fitzpatrick

presentation, so also is prosodically enhanced synthetic speech. It is imperative
that an intuitive interface be placed on top of this presentational modality [3,9,1]
to facilitate rapid and easy perusal of the material. We also believe that further
enhancements can be made to the actual “spoken language of mathematics”.
Such alterations would include devising alternative lexical cues to attempt to
create a more abbreviated utterance.
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Abstract. One of the key issues for integrating blind people into everyday life 
is education. For many educational subjects, however, there is no suitable assis-
tive technology for blind people. One especially sensitive question facing blind 
people is learning mathematical language, apart from interacting with sighted 
teachers and students. This article presents a Spanish mathematical Braille to 
mathematical notation (MathML) conversion system to fill this gap. The trans-
lation system has been designed as a portable programming library, it solves 
ambiguities in Spanish mathematical Braille and it generates an intermediate 
code, which means that it can be easily adapted to other Braille languages or to 
other output formats.  

1   Introduction 

The integration of disabled people and, especially, blind people into working life in 
society is now a challenge into which international institutions and states are pouring 
a lot of resources [1,2,3]. But for this integration to be effective, it needs to start at 
school and blind children should receive the same education as sighted people. 

There is now a range of assistive technology for blind or visually impaired people 
(Braille displays, screen magnifiers, screen readers [4,5], etc.), which is a big help for 
their social integration and training processes. However, there are many areas, which 
are under research, in which blind people still do not have suitable assistive technol-
ogy for this integration, including, for example, urban mobility around streets, build-
ings and on public transport, or equal access to all mobile telephony services. 

One especially sensitive issue concerning the education of blind learners is mathe-
matical language learning and interaction with sighted teachers and students.  

At present, the best way for a blind person to read and write mathematical signs is 
using the mathematical Braille language, but sighted people are unable to understand 
this notation. On the other hand, a blind person cannot use normal (typeset) mathe-
matical language for obvious reasons. All this erects a communication barrier be-
tween blind learners and their sighted teachers and classmates, which has a negative 
impact on their training. 

This article aims to solve this problem for the Spanish-speaking community by de-
veloping a Spanish mathematical Braille [6] to MathML [7] translator. This translator 
is part of a platform that will be able to convert several mathematical Braille notations 
into several computational mathematics notations and vice versa. 
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As discussed in the Related Work section, a number of projects on processing 
mathematical Braille in different languages have got under way over the last twenty 
years, but none of them have dealt with the Spanish notation. 

Section 2 of the paper gives an overview of related work in the field of translation 
between mathematical Braille and other languages. Section 3 gives a brief introduc-
tion to Spanish mathematical Braille notation, also discussing the ambiguities arising 
when it is computer processed. Section 4 introduces the Symbolic Braille Translation 
(SBT) system, which is the focus of this article and converts mathematical Braille into 
MathML. Finally, section 5 states the conclusions. 

2   Related Work 

Several R&D projects have been developed or are under development for languages 
other than Spanish. The work can be classified according to the “direction” of the 
translation. So, we have: 

• Mathematical notation to mathematical Braille translators: This group includes 
LaBraDoor [8], which translates LATEX to Marburg Braille Notation (used in 
Germany); MAVIS [9,10], which is a formula browser that allows formula naviga-
tion using voice output, and math2braille [11], which is an opensource architecture 
for making translators from MathML to Braille. 

• Mathematical Braille to mathematical notation translators: These include Insight 
[12], which converts formulas from Nemeth Braille code (used in the United 
States) to LATEX, and MMBT (Multi-Language Mathematical Braille Translator) 
[13], which is an ongoing opensource project that will allow translation from 
French (historical and new notation), British and Italian Braille notations to LATEX 
and MathML. 

• Two-way translators: Universal Maths Conversion Library [14], which is an ongo-
ing project aiming to create a library to support the creation of mathematical nota-
tion to mathematical Braille translators and vice versa. The supported Braille nota-
tions will be Nemeth, Marburg, French (historical and new notation), British and 
Italian Braille. 

 

There are other projects designed to make mathematics accessible for blind people. 
These include the LAMBDA project [15], whose goal is to define a linearised mathe-
matical code (Lambda Math Code) derived from MathML that can be used with assis-
tive technologies for blind people. 

It is clear from the above that little effort has been invested in the Spanish notation, 
and a Spanish mathematical Braille translator was a growing need for the Spanish-
speaking blind community. 

3   Spanish Mathematical Braille and Its Ambiguities 

By 1987, the Spanish Braille system used for texts composed of alphanumerical and 
punctuation characters was relatively standardised, but there were a wide variety of 
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different notations in fields such as mathematics, because they were generated and 
used as needed. In June 1987, representatives of the Braille presses met at Montevideo 
(Uruguay) with the aim of reaching agreement on the use and unification of the Span-
ish Braille notation, mainly with respect to mathematical symbols [6]. The result was 
the standardisation of the Spanish Braille system for both basic and scientific notations. 

Blind people can use and have no problems interpreting the standardised mathe-
matical Braille, because they can settle any doubts they may have from the context of 
the information that they are reading. However, the actual Braille notation does raise 
serious problems of ambiguity when it is computer processed as ASCII-Braille code 
(in which each Braille character can be matched to an ASCII character). 

There are a number of ambiguities that occur when trying to convert a mathemati-
cal ASCII-Braille text to print and which need to be removed. The ambiguities are: 

 

• Text and formulas: The ambiguity arises when trying to make a distinction in 
ASCII-Braille between the two types of information (text and formulas or mathe-
matical symbols) in unified code. This distinction is crucial, because a character or 
character set can have a completely different meaning depending on whether it ap-
pears in a text or mathematical formula. But mathematical Braille does not specify 
how to differentiate the transition from one to another. 

• Ordinal numbers: The feminine gender of the Spanish ordinal numbers is formed 
by the character “a”. Ambiguity arises in this case because it is impossible to tell 
whether you are processing an ordinal number or a fraction. For example, if proc-
essing the ASCII-Braille text “#,>a”, there would be two possible printed repre-
sentations shown in formula 1. 

1
10   or  10ª . 

(1) 

• Enclosure signs: The ambiguities that arise in ASCII-Braille with respect to these 
signs are indicated in Table 1. 

Table 1. Enclosure signs 

ASCII-Braille 2 ( ) @l @| 2,
Possible characters ( ê [ á ] ú { |

 

• Exclamation marks and speech marks: The open exclamation mark1 “¡”, the close 
exclamation mark “!” and the add operator are all represented by the ASCII-Braille 
symbol “+”. Speech marks “"” and the multiplied by operation are represented by 
the symbol “<”. 

All these ambiguities need to be removed to automatically convert ASCII-Braille 
into print. The next section, describing the translator from ASCII-Braille to the 
mathematical language MathML, discusses how these ambiguities are resolved. 
                                                           
1 In Spanish, an upside down exclamation mark is used to indicate where the exclamation 

begins in a similar way to how speech marks are used in English. 
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4   Mathematical Braille to MathML Translator 

The strategy followed to build the translator was based on compiler theory, using a 
general-purpose design, which would allow rapid reuse of most of the translation sys-
tem. The input for the analysis module is mathematical ASCII-Braille, which is trans-
formed into intermediate code (in the shape of triples) and is then translated to MathML. 
This is a highly reusable schema, as it is easy to change the front-end of the translator to 
admit other Braille languages or the back-end to generate other mathematical notations. 

The main steps taken to solve the problem are described in the following. 

4.1   Resolving Ambiguities 

After analysing the different types of identified ambiguities explained in section 3, it 
was decided in conjunction with the Spanish National Organisation for the Blind 
(ONCE) that they should be removed by using the Braille dot 7 for the least common 
symbols2. Accordingly, the representation for the more frequently used option remains 
unchanged. To make the system more agile, the decision was taken not to opt for 
interactive translation, which would involve asking the user. 

Following this philosophy, the ambiguities were resolved as follows: 

• Text and formulas: To distinguish text from mathematics, we decided to create 
some special codes to indicate the start and end of the mathematical symbology. 
These codes are: “@@xy” and “@@&x” (in ASCII-Braille). 

• Ordinal numbers: To distinguish feminine ordinal numbers from fractions, we 
decided to use the ASCII-Braille character “A” (that is, the character “a” plus dot 
7) to refer to the ordinal. This way we have: 

 “#,>a” will be 
1

10  

 “#,>A” will be 10a. 
• Enclosure signs: We decided to use the character plus dot 7 to represent “(”, “[”, 

“]”, “{”, “ ” and “ ”, to give the ASCII-Braille characters “Ê”, “[”, “]”, “@L”, 
“@Ä” and “2Å”, respectively.  

• Exclamation marks and speech marks: These ambiguities in the textual part have 
been resolved using dot 7 to represent exclamation and speech marks, giving the 
ASCII-Braille characters “!” and “Ì”.  

Thanks to this way of settling ambiguities, users can quickly and easily interpret 
this new Braille notation. 

4.2   Designing the Intermediate Code 

The most noteworthy module in the translator design is the intermediate code genera-
tor, sandwiched between the analysis phase and code generator (Fig. 1). Its input is 

                                                           
2 Braille is composed of 6 dots placed in two columns of 3 dots each. Depending on whether or 

not the dots are raised, they represent one character or another. Another two dots (called dots 
7 and 8) are added in computerised Braille and one is placed under each column, a Braille 
character now being composed of two columns of four dots each. 
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aparser tree and it outputs an intermediate code (which we have designed as triples) 
independent of the source and object languages. The triples can generally and inde-
pendently represent the elementary operations and their operands. The advantage of 
using the triples is that these source and object languages can be changed without 
modifying all the other modules of the translator.  

 

Source
language

Analysis 
Intermediate

Code
Generation

Code 
Generation

Object 
language Triples

Parser 
tree 

 

Fig. 1. Translator design 

4.3   Implementing the Translator as a Library 

It was decided to implement the translator as a library that could be called up from 
different interfaces or applications. 

Owing to the diversity of platforms on which this library might be needed, the re-
quirement of portability to any platform equipped with a compiler conforming to the 
ANSI C++ standard was established for construction. 

The result is a C++ library that provides a translation of a file in Spanish mathe-
matical ASCII-Braille to MathML. This library has been developed to work in the 
same way on DOS, Windows and Linux. 

4.4   Developing the User Interfaces 

Two applications were built around the translator library. The first is a compact com-
mand line-based application for the DOS and Linux operating systems. The second is a 
system that provides a window-based interface and works in the Windows environment. 

Command-line SBT. Its purpose is to provide a compact tool with low memory and 
disk storage requirements to conform to the requirements of small portable Braille 
systems. 

The operation involves calling the SBT by indicating the file to be translated and 
the output file. The system issues a series of messages to tell the user what is going on 
at any time. The user is also informed about any error detected during the translation 
process, to determine what problems there are with the input file. Personal computers 
running DOS or Linux will need a text-mode screen reader to allow this information 
to reach the user via voice synthesiser or Braille displays.  

SBT for Windows. Its purpose is to provide an integral prototype for both editing and 
visually representing symbolic Braille. It was developed in compliance with the Span-
ish standard on software accessibility UNE 139802:2003 [16], so the blind user can 
operate it by using a screen reader.  

There is a menu to perform a range of tasks: loading a file, translating and visualis-
ing the results, and inserting text or formulas in ASCII-Braille. There are two areas 
underneath the menu (Fig. 2). An editing area (top half of the screen) visualises the 
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ASCII-Braille content of the open file that can be modified by the user. A visualisa-
tion area (bottom half of the screen) shows the translation results. This area displays 
the information based just on the MathML file obtained by the translator. 

 

Fig. 2. Windows version of the SBT 

5   Conclusions 

The mathematical Braille to mathematical language translator system described in this 
paper meets the Spanish-speaking community’s need for mathematical Braille to 
MathML translation, and can generate XML documents that retain the semantics in 
which the mathematical expressions are embedded. This opens up a new communica-
tion channel between sighted and blind people, who can participate fully in the 
mathematical teaching/learning process. 

Additionally, it has the added value, thanks to the translator module design phi-
losophy (Fig. 1), of being able to separate the mathematical Braille language variant 
(the source code) from the mathematical language generated by the translator (the 
object code). As a result of the definition of the intermediate representation as triples, 
the creation of other translators using any Braille language (like English Braille, 
Nemeth...) to MathML would involve building the analysis and intermediate code 
generation phases, as shown in Fig. 3. Furthermore, if instead of generating MathML,  
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Fig. 3. Overall SBT architecture 

we wanted to translate the Braille language to other mathematical notation languages 
(like LATEX, Lambda Math Code...), all we would have to do is build the respective 
code generator to read and translate the triples to the selected code. 
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Abstract. The Tiger® Braille Formatter is a Windows® software application 
used to transform MS Office documents into a form suitable for embossing on 
ViewPlus® Tiger® technology embossers. Tiger® embossers have 20 dot per 
inch resolution and can emboss Braille and tactile graphics with variable height 
dots. The Formatter’s primary purpose is to replace text with Braille and refor-
mat the document to accommodate the considerably larger font size needed for 
Braille than normal text. A new release of the Formatter will include ability to 
transform math within MS Word documents to virtually any standard Braille 
code, to DotsPlus® Braille, or to custom Braille codes developed by individual 
users. The new open source Liblouis open source translator is used for both lit-
erary and math Braille translation. 

1   Introduction 

The Tiger® Braille Formatter software application was developed so that users of 
ViewPlus® embossers could easily convert text in MS Office documents to Braille 
before embossing. Most MS Word and Excel documents can be translated to Braille 
and reformatted automatically with no special editing by the user. Formatter permits 
many user options including language. Presently more than 20 literary Braille lan-
guages are supported, and the list is growing. Formatter is currently being expanded 
to provide translation of math, in the form of MathML, to various Braille math codes 
as well as to DotsPlus Braille. The Formatter application, DotsPlus® Braille, and the 
open source liblouis Braille translation engine used by Formatter are described here. 

2   Tiger® Braille Formatter 

Tiger® Braille Formatter is a plug-in for the Microsoft Office® Word and Excel ap-
plications. Word or Excel users may select a broad variety of Braille translation  
options, including choice of Braille language, choice of non-contracted or whatever 
levels of contracted Braille are permitted by the selected language, choice of using 
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capital letters, emphasis markup, etc. Users may choose to see dots or ASCII font 
characters on screen after formatting is done and may choose to see the original text 
displayed as interline regular text. The transformed file may be embossed on any 
ViewPlus® embosser. The regular text can also be printed on the embossed copy if 
the ViewPlus® Pro Ink or Emprint™ embosser is used. 

Some special Braille formatting needs are provided, e.g. ability to show page num-
bers of both the final Braille document and the original print document. However the 
overall formatting of margins, paragraph breaks, footer and header type, etc. is deter-
mined by the Office® application and is not altered by the Braille transformation 
process. Consequently, easily-readable Braille documents can be prepared by any-
body who knows how to use standard computer software. Expert Braille transcribers 
may hand-correct the many small details required to conform to all the requirements 
of official Braille codes, particularly those that depend on context that cannot be rec-
ognized by computers.  

Graphical information is retained and embossed. By default, dark areas of graphics 
are embossed with high dots, and light areas with low dots. Text within graphics is 
translated to Braille if the text is represented by proper screen fonts. Bit mapped text 
in graphics is not recognized as text and is not translated. In order to represent such 
text in Braille, a sighted person can replace it with proper text in a standard text box 
placed to cover the original bit map image. The text in this text box will then be prop-
erly translated. 

Human editing may be needed in some other cases as well, e.g. reformatting of ta-
bles that are too large to fit when text is translated to Braille; Braille text on graphics 
that is too large to fit in the original position. 

3   DotsPlus® Braille in Math Equations 

DotsPlus® Braille [1,2] is an extension of standard Braille that represents letters, 
numbers, and a small number of other characters as Braille symbols and represents 
most other characters as graphic images. Most non-alphanumeric symbols such as the 
plus, slash, and backslash are tactile images of the print symbol. Punctuation marks 
are graphic symbols similar either to the print or Braille symbol. Accented letters of 
non-English languages are represented by graphic symbols that feel like the Braille 
patterns in those languages. 

Lower case Roman letters are represented by the standard internationally-
recognized Braille patterns. Upper case Roman letters can be represented by double 
cells consisting of the lower case Braille cell preceded by either a dot-6 (English stan-
dard) or dot-46 (used as the capital letter prefix in most non-English languages). 
These are called regular DotsPlus® and DotsPlus® Euro respectively. Capital letters 
may also be represented as single 8-dot cells in which the upper 6 dots are the lower 
case Braille cell with an additional dot on the bottom row left (dot-7 position). This is 
DotsPlus® Expert. Greek letters are also representable as double cells or single 8-dot 
cells with a dot-8 (dot on lower right). DotsPlus® numbers are those of Central Euro-
pean computer Braille for which 1-9 are the letters a-I with an additional dot-6. Zero 
is dot-346. 
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Fig. 1. Screen image of a MS Word file showing the solution to the quadratic equation 

 

Fig. 2. Screen image of the file of Figure 1 shows that page when text has been converted to the 
Tiger® screen font which prints as DotsPlus® Braille and the equations have been displayed 
with the MathType® Tiger® environment 
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Fig. 3. The pattern of embossed dots when Fig. 2 is printed to a ViewPlus® embosser. The 
regular literary and math text and the math graphic portions could also be printed in ink on the 
embossed image with a Pro Ink or Emprint™ embosser. 

DotsPlus® Braille can be used for anything, but it was originally developed to permit 
math to be represented tactually in the two-dimensional form normally used by sighted 
people. This form is not as spatially efficient as math Braille. The two-dimensional 
standard math layout is also less efficient for sighted people than a linear form. The less 
efficient 2-D form is used because it is intuitively more understandable than a linear 
form. There is no reason to believe that the same is not true for blind readers. 

It is quite easy in principle for mainstream math to be embossed in “normal” form 
when DotsPlus® Braille is used for characters in the equation. The math display en-
gine needs to have enough flexibility to permit screen fonts to be changed to a font that 
embosses as DotsPlus®. The very popular MathType® math editor used in MS Word 
and many other Windows® applications permits equations to be displayed in such a 
form. Version 2.2 of the MathPlayer plug-in for Internet Explorer also permits equa-
tions to be formatted to emboss as DotsPlus® [3]. One selects a Tiger®, Tiger® Euro, 
or Tiger® Expert environment, and the equations are transformed to ones that emboss 



 Braille Math Made Easy with the Tiger Formatter 1219 

as regular DotsPlus®, DotsPlus® Euro,or DotsPlus® Expert respectively. Figure 1 
shows a math example page. Figure 2 shows that page when text has been converted to 
the Tiger® screen font which prints as DotsPlus® Braille and the equations have been 
displayed with the MathType® Tiger® environment. Figure 3 shows the embossed 
printout when the file shown in Figure 2 is printed to a ViewPlus® embosser. 

DotsPlus® math representation has been used successfully by a handful of blind 
university students[4-6] in the US and UK for a variety of reasons. Some were un-
able to learn to read math in the conventional math code, and others used 
DotsPlus® because it could be obtained almost immediately from MS Word docu-
ments at a time when translation to standard math code was tedious and time-
consuming. Others use it because it more easily facilitates communication with 
sighted people. The standard keyboard characters of DotsPlus® Braille can be 
learned in minutes by a proficient Braille reader. More advanced math symbols are 
learned when needed, just as they are by sighted readers. A blind student who has 
no comprehension of the way standard math is laid out will need to learn math nota-
tion just as sighted students do. The students who have learned and used DotsPlus® 
Braille have a wide range of ability but none has experienced a serious learning 
curve when learning to read math with DotsPlus®. The same certainly cannot be 
said for standard math Braille code learners. 

4   Official Math Braille 

Most major countries have adopted some official representation for math in Braille. 
Generally these math Braille codes differ markedly from country to country, even 
those sharing a common language. The US Nemeth math Braille code, for example, is 
very different from the UK Braille math code. The only commercially-available soft-
ware that transforms a mainstream math format to standard math Braille is the Dux-
bury DBT Braille translator (http://www.duxburysystems.com). Math writ-
ten in Scientific Notebook (http://www.mackichan.com/) can save files as 
LaTeX which can be translated to US, UK, or French math Braille by DBT. A num-
ber of other math Braille translation projects have been reported [7-11] but none have 
yet resulted in applications that are presently available in a form that is useful to most 
end users. 

5   The Liblouis Open Source Braille Translator Project 

The Liblouis Braille project was begun as a commercial collaboration with the inten-
tion of developing a multi-language open source Braille translator. In general there 
are two facets to Braille rules – content and formatting. Achieving excellent Braille 
content is considered easier than achieving excellent formatting, so the initial goal of 
Liblouis has been to concentrate on obtaining excellent translation of text content to 
Braille in multiple languages. This capability is adequate for the Tiger Braille Format-
ter, since format is done by settings of the Office document. It also serves the needs of 
a broad group of other companies who make Braille devices of many kinds. It is 
hoped that this community of interest will broaden to include major Braille agencies. 
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These agencies are best equipped to assure that the translation tables for their particu-
lar language are maintained as rules change. Liblouis information is currently  
available through the JJB web site http://www.jjb-software.com. It will 
eventually be moved to an appropriate open source host, and pointers to the open 
source site will be available from the above JJB site. 

A new library, Liblouisxml, has recently been added to the Liblouis family to 
translate from MathML to various math Braille codes. Nemeth and UK math code is 
the initial target, and it is expected that tables for European math Braille codes will be 
developed through collaboration with experts on those Braille codes. 

 

Fig. 4. Screen image of the file of Figure 1 after formatting for a Tiger® embosser. The Braille 
options are: Contracted US literary Braille and Nemeth math Braille. An option has also been 
selected for showing original text. When embossed on the ViewPlus® Pro Ink or Emprint™ 
embosser, the standard text is printed in ink, and the Braille dots are embossed. When printed to 
another ViewPlus® embosser, dots are embossed but the standard text is ignored. 

Figure 4 shows a screen shot of the translation of the file of Figure 1 when the US 
Nemeth Braille code is selected for math. The figure shows both the Braille dots and 
regular text. When embossed on the ViewPlus® Pro Ink or Emprint™, the regular 
text can be printed in ink. The Braille dots will be embossed by those two or any other 
ViewPlus® embosser. 



 Braille Math Made Easy with the Tiger Formatter 1221 

6   Testing 

One of the authors (JJB) is an expert on US Braille and has served as primary alpha 
tester for the Braille output of Liblouis. A number of blind ViewPlus® users, consult-
ants, and ViewPlus® distributors serve as beta testers. Braille errors reported by these 
beta testers are continually corrected by improving the translation tables for that lan-
guage. Some errors in non-English Braille required addition of commands to the basic 
Liblouis translator routine. Some languages have been tested more thoroughly than 
others. As of this writing, the authors believe that Liblouis accuracy is excellent for 
US and UK English and for several Scandinavian languages. Most standard math is 
being translated properly, but very arcane advanced math expressions still remain to 
be tested thoroughly. 
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Abstract. This paper deals with an innovative method to improve access to 
mathematics by blind students in an educational setting. It was designed and 
developed in the European project LAMBDA (Linear Access to Mathematics 
for Braille Device and Audio-synthesis). This system is made up of two main 
functional components: the LAMBDA code and the mathematical editor. The 
research project is funded by the European Union in the framework of the IST 
Programme. It started in 2002 and will end in 2006.  

1   Introduction 

It has been a wish since long to facilitate the access to mathematics and science for 
blind students. Only if blind students can be fully integrated with sighted peers in 
every learning branch, they can end up with a satisfactory occupation. Three main 
reasons account for it: 

− the lack of a worldwide standard mathematical Braille code, which results in an 
insufficiency with needed adequate literature, 

− the lack of tools, which are specifically designed to aid blind students in  
manipulating mathematical expressions according to the prerequisites of an 
educational setting, 

− the lack of interactive communication with teachers during the learning process, 
with colleagues and other scientists.  

Traditional mathematical notation for the sighted is international. However, there 
exist diverse mathematical Braille notations. Therefore, it is hard to share documents 
among international blind communities.   

To give a picture of the situation before the development of LAMBDA we look at 
the situation in Germany, Italy, and France: 
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− Germany: In 1930 the Marburg 6-dot notation was specified. It is still in use in 
German speaking countries, at least in the first four years of education [7]. An 8-
dot code for mathematics, SMSB, was available on computers since 1980. Special 
true type fonts allowed to use it especially in integration [1]. At the university of 
Karlsruhe the ASCII Mathematik Schrift, which uses 8 dots, has been developed 
[6]. Today, in German schools, also Eurobraille is in use, especially to write down 
expressions according to LaTeX.  

− Italy: mathematics is mainly written on paper using 6-dots Braille. The 
mathematical Braille code is standardized by Biblioteca Italiana per Ciechi in 
1998. An official Italian 8-dots Braille code does not exist. 

− France: A commission in charge of the evolution of the French Braille proposed 
several version for mathematics. The version of 1971 was revised in 2001 and 
2006. All versions use 6 dots. Sighted teachers use Bramanet to convert 
mathematical information written in MathML into Braille [2]. 

Braille output is achieved in LAMBDA through an 8-dot code, specifically 
designed to take into account the peculiarities of national Braille codes. Sighted 
readers can understand what the blind student is writing due to a special font which 
makes it easy to understand mathematical symbols. Moreover, a traditional two-
dimensional representation of the expression is offered in addition.  

2   Research and Methodological Approach 

User needs’ analysis was based both on long years of successful experiences in 
education for the blind within the LAMBDA working group and on the collection of 
quantitative data through a preliminary survey. The survey was conducted by means 
of two questionnaires: the former for the blind students and the latter for the teachers. 
In each country, the associations for the blind and the universities administered the 
questionnaire to blind students or teachers, individually. Overall, 121 blind students 
and 30 teachers answered the questionnaire. This survey fully confirmed the need for  
a system which enables blind students to write, read, and print text and mathematical 
expressions as quickly and precisely as sighted peers. 

Therefore, the following stages were planned: 

− Evaluation of the mathematical editor. About twenty blind students in each country 
were chosen to test the overall system at school and to perform their daily 
homework. The evaluation started in 2005 and will end in June 2006, so as to 
assess the system over one school year. 

− Evaluation of the LAMBDA code. The same group of users who tested the 
mathematical editor was asked to read and understand a list of mathematical 
expressions chosen from exercise books. 

− Evaluation of the font for Braille specific symbols. A group of teachers was chosen 
to read and understand a list of mathematical expressions linearly presented 
through this special font. 

− Evaluation of conversion tools. Since the LAMBDA system is based on MathML 
conversion tools, those were tested by using the MathML suite provided by W3C 
math working group [5]. 
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3   The LAMBDA Code 

The LAMBDA system aims to provide the user with full Braille output, therefore, in 
order to overcome national differences, a set of rules was defined to uniformly 
describe Braille mathematical expressions in a linear form. Strictly speaking, not a 
unique mathematical Braille code was defined, rather a common markup language 
was developed to linearly represent mathematical expressions so that they can be 
easily read and understood. The LAMBDA project followed the approach, that the 
blind student can read the mathematical expression in a linear form which preserves 
as far as possible the peculiarities of the particular national Braille representations. 
Before the definition of the LAMBDA code, the national codes used in the countries 
involved in the project were compared and common features were grouped together. 
The resulting LAMBDA code follows some leading principles: 

− Where ever possible the meaning of the linearly represented notation is made 
explicit. 

− It aims to achieve compact linear representations so as to minimize the movements 
of the finger tips over the Braille display. 

− It aims to preserve national dot configurations at least for the most common 
mathematical symbols.  

− Intuitive rules and dot combinations are designed. For example, prefixes are 
employed to change the meaning of a group of symbols, symmetric dots 
combinations are used to represent corresponding tags and dots combinations hard 
to be recognized by touch are avoided.  

− Rules which exploit the blank character are not used.  
− It aims to be context-free in order to facilitate the design of conversion tools and to 

reduce the mental workload in understanding the mathematical content [4]. 

3.1   The Structure of the LAMBDA Code and Its Instancing 

Tags may delimit substructures or terminal symbols, namely the leaves of the tree 
which represent a mathematical expression. Terminal symbols may be single 
characters, empty tags or also symbols made up of more than one character. A set of 
acceptable structures (e.g. open-/separator-/close tag) is defined to linearly represent 
mathematical notations. <open> numerator <separator> denominator <close> 
describes a fraction. Only three tags are used to linearly mark up this fraction, which 
achieves a very compact description. 

In order to be actually usable in the mathematical editor, the tag structures have to 
be instanced according to the national peculiarities. This was done for each country 
involved in the LAMBDA consortium. This instancing process requires: 

− the specification of all dot configurations for the symbols which are represented on 
one Braille cell (e.g. lower-/upper-case Latin letters etc.). These dot combinations 
have to satisfy the leading principles of the LAMBDA code. 

− the definition of the notations to be described. All the  mathematical notations used 
in an educational curriculum have to be linearly described. 

−  the assignment to each tag of a name to be displayed in the list of tags in the 
mathematical editor. The name depends on the national languages. 
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− the assignment to each tag of at least two names to be used in the preparation of the 
speech output. They are necessary to process the string to be read by the speech 
synthesizer. At present, two speech reading modes exist. For example, a tag 
marking the beginning of a fraction can be concisely named "fraction" or, more 
eloquently, "open fraction". 

Each national instance of the LAMBDA code was recorded as XML structure in 
order to enable the mathematical editor to easily retrieve information and set the local 
working environment. 

3.2   Code Extensibility 

One of the most important features of the LAMBDA code is the possibility to linearly 
describe new mathematical notations. Branches of mathematics incessantly introduce 
new notations to better express and work with concepts. Some of these notations 
remain almost unknown and are used by small groups of researchers, but many others 
get widespread and are commonly taught in the educational curriculum. Therefore, 
blind students may come across totally new notations without a Braille and speech 
linear representation. The new notation is linearly described  through a tag structure 
which has to match one of the acceptable structures. Dot combinations and the names 
to be output by speech are assigned to each tag. To facilitate this process a tool was 
developed to be used in conjunction with the mathematical editor. It drives the user 
step by step to modify or extend notation descriptions. 

4   The Mathematical Editor  

Together with the LAMBDA code, the mathematical editor plays a key role in the 
LAMBDA system. Its user interface combines all the functional components, namely 
the LAMBDA code, the modules to handle the layout of the working window and the 
speech output, the LAMBDA font, the conversion tools, the viewers and the screen 
readers.  

When the editor starts up, a multiple document user interface is presented in the 
working window. Three main components form the working window: a traditional 
menu bar, a status bar and an editing area. The status bar displays in particular, 
messages about the mathematical element pointed by the focus. The editing area is the 
partition of the window where the user can input text and mathematical symbols. It 
has to handle multiple not so common operative modes, specifically devised to 
improve the input, the editing and the exploration of linearly described mathematical 
expressions. In particular the following functions are implemented: 

− A word-wrap mode. It is especially useful to find specific parts in a certain 
expression quickly, because the navigation can exploit both horizontal and vertical 
movement commands, which can be input through computer keyboard or Braille 
display. The most relevant drawback is the lack of comparability between two 
expressions. Actually, as two expressions are displayed along multiple lines, 
comparison symbol by symbol is hard to be achieved. When wordwrap mode is not 
set, the symbols are displayed exclusively along the same line until a new line 
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character is input. In this instance, two expressions can be easily compared symbol 
by symbol. For example: 

 . 
(1) 

− Skipping of whole mathematical elements which are displayed over more than one 
Braille cell.  

− The possibility to move the focus at any place in the editing area. It means that the 
focus can be moved directly to a specific position also after the end of line and the 
end of file. This operative mode is supposed to be particularly effective when a 
certain two-dimensional layout has to be preserved (e.g. to arrange columnar 
layouts to solve arithmetic operations). It is often used in conjunction with the 
automatic indentation mode, which automatically aligns the focus position to the 
beginning of the previous line when a new line character is input. These operative 
strategies are useful mainly for Braille display users, because they can better 
control the spatial relations among the displayed objects.   

4.1   Input and Exploration Strategies 

Input strategies take into account the necessity to write quickly, to avoid typing 
mistakes as far as possible, and to reduce the mental workload to remember how to 
input the desired symbol. Menu based selection, mnemonic short-cut keys, and input 
based on automatic completion of tag names are available techniques. Furthermore, 
context based input is designed. The user can choose by a short-cut key whether to 
input a separation or a closing tag. The LAMBDA editor inserts the proper tag 
according to the most recently input corresponding tags. For example, this allows to 
properly close nested parentheses by pressing just one short-cut key multiple times, 
which was regarded as extremely effective by most users. 

Tactile and speech reading usually prevents the blind from getting an overall 
glance at the mathematical expression and from immediately accessing precise parts 
inside an expression. Exploration through movement operations means that many 
operations are provided to move the focus to precise positions in the expression. For 
example, when the focus is pointing at an open tag, it can be automatically moved to 
the corresponding separator or to the corresponding closing tag. Exploration looking 
through the expression structure means, the tag structure of an expression may 
contribute to understand the overall meaning of the expression and it may help the 
user to find specific parts. Let us consider the linear form of the mathematical 
expression: 

 . 
(2) 

Its linear representation is: 

 . 
(3) 

The outermost tag structure is: <open fraction><separator><close fraction>. One 
step inward, the tag structure is: <open fraction> ()^2 <separator><close fraction> 
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In tag structure mode, the mathematical editor enables the user to explore the tag 
structure of a mathematical expression. The building blocks to hide are determined 
according to the focus position. When the tag structure is displayed, the user can 
move the focus to a new subexpression so that when the tag structure mode is exited, 
the new focus position in the actual mathematical expression is the one set in tag 
structure mode. The main advantage resulting from this operating mode concerns the 
possibility of getting an overall glance at the linear structure of the expression by 
reading the building blocks, and, at the same time, to read the symbols actually 
forming the expression in the unfolded building blocks. Furthermore, it can be used to 
retrieve and immediately access specific subexpressions without reading every 
symbol from left to right. 

4.2   Editing, Selection Strategies and Speech Feedback 

Specific operations were designed to handle mathematical expressions. For example it 
is possible to delete the content enclosed within a pair of tags, to delete the argument 
of a function, and so on. Furthermore, selection strategies allow to select the content 
of tag structures and to extend or reduce the selection to inner or outer building 
blocks.  

The speech output can be provided either through the speech synthesizer driven by 
the screen reader or through a Microsoft SAPI compliant speech synthesizer. Multiple 
output modes are available. For example, shortened tag names are used to generate a 
concise output, generally useful for expert readers, instead full tag names can be used 
for a more verbose speech rendering. Two studies by Steven [3] and Raman [4] 
document this. 

5   The MathML Export and Import  

Concerning the manipulation of mathematical expressions, sighted persons often use 
graphical applications such as WYSIWYG(What You See Is What You Get) software 
that is focused on the representation of mathematical expressions using the traditional 
notation. With this kind of software, mathematical information is serialized using a 
presentation-oriented format (Presentation MathML) to describe precisely the 
author’s presentation intents, leaving to the readers the semantic interpretation.  

In order to have a more compact encoding of information in a linear representation, 
LAMBDA prefers to encode mathematical meaning directly, skipping presentation 
intents. As a result, mathematical applications dedicated to non-sighted people 
serialize mathematical expression in a semantic format (Content MathML). The 
LAMBDA code is directly inspired from Content MathML. As a consequence, 
conversions between these two kinds of formats (Presentation/Content)  are needed 
for communicating documents between sighted and non sighted persons. 

5.1   Import and Export Formats Requirements and Strategies 

Our goal was to reuse existing conversion tools in order to minimize coding task in 
developing only missing conversion processes. As a result, we introduced the Content 
MathML format as an import/export bridge towards other formats (see Fig. 1). 
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Fig. 1. Import and export format strategy 

Many third party conversion tools already exist. We concentrated our effort on the 
development of the conversion process form Presentation MathML to Content 
MathML, named MathMLP2C. 

5.2   Conversion from Presentation MathML to Content MathML 

In general, converting from a presentation oriented format to a content oriented one is 
difficult to do fully automatically. The main reason is due to the fact that one presentation 
could be associated to several concepts, depending on the context. For instance, is the 
expression a + b an arithmetic addition operation or a logical ‘or’ operation, etc. One 
possible solution is to specify the mathematical context of information before the 
conversion. 

In order to have a context-aware conversion tool, we gathered mathematical 
conversion functions into conversion units. One conversion unit corresponds to one 
mathematical field (context). The following units were developed: Arithmetic, 
Calculus, Geometry, Linear Algebra, Logic, Set Theory and Statistic. 

In order to improve correctness of Presentation to Content MathML document 
conversion, the user may indicate, before the conversion, the list of units (mathematical 
contexts) that are involved in the document using a priority order. 

6   Conclusions 

The LAMBDA system was designed to fit specific user needs arising from groups of 
blind students and sighted assistants. Therefore, it implements especially new 
working strategies which aim to compensate for the difficulties due to tactile and 
auditive perception in getting and managing a proper mental image of mathematical 
expressions. Furthermore, the need for improved performance in writing mathematics 
suggested new input, selection and editing. The use of a special font to show the 
linearly represented mathematical expression and the viewers for traditional 
mathematical notation close the gap in the communication process between student 
and sighted teacher. 

Thanks to the full integration between the LAMBDA code and the mathematical 
editor, a uniform working environment is presented to the user so as to reduce as far 
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as possible the necessity to learn different working paradigms and user interfaces, 
which usually confuses very young students. Also well known successful working 
techniques and extensibility features are implemented so that the LAMBDA system 
can be used by deeply different groups of users. 

In the end, although the evaluation process is still incomplete, those students who 
have used it at school for one year, report great satisfaction with the user interface. 
They remark the need for full integration with mainstream programs (e.g. MathType) 
which will be completely achieved through MathML within the end of the project. 
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Abstract. We present a web-based application that can use a speech dialog to 
write mathematical formulas. It is suitable also for visually impaired people. A 
voice control is simple and easy-to-use to reach accessibility goals. All 
functions are separated to relevant categories in menu and accessible via mouse 
as well as voice. Application is based on X+V [1] technology, java web-server 
and browser-side scripting. 

1   Introduction 

Mathematical expressions are basic components in the domains of math, physics, 
computer science and engineering. People can write them on a computer in many 
ways utilizing various applications. For example very popular mathematical editor 
TeX [2] or WYSIWYG editors are used. In this contribution we present a web-based 
application, which can be used as an accessible formula editor for visually impaired 
people as well as a simple application interface for the rest. The main principle is to 
use a speech dialog to enter mathematical formulas. A voice control is simple and 
easy-to-use to reach accessibility goals. 

1.2   Goal 

The goal is to make a formula writer, which is suitable for healthy as well as disabled 
people. An application should be as much intuitive as possible in order to minimize 
confusion and maximize efficiency (especially working speed). It will be good to 
apply existing software technologies to increase compatibility and reliability. 

2   Analysis 

The most important factor is intuitiveness, but this requirement has vague definition 
and needs to be analyzed. Application with intuitive control should meet several 
categories of needs. We can formulate at least two of them: usability and accessibility. 

2.1   Usability Needs 

There are several points that should be reached to improve application usability. At 
first we need a simple graphical user interface (GUI), so that user is not confused with 
                                                           
* Partially supported by a national grant VEGA 1/1055/04. 
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many controls and need not think too long about “How to do that?”. However, it is 
necessary to offer nontrivial set of functionality. These two requirements are opposite 
therefore solution must be somewhere in the middle. 

Next, we need a good orientation in the formula. It consists of ability to quickly 
identify chosen element and navigate to it. In practical use we do not need to choose 
and identify every atomic element in formula. We only need to locate a structural 
pattern where an element is located and then identify its sub-elements. Thus 
navigation should be done hierarchically. 

2.2   Accessibility Needs 

Instead of using GUI, visually impaired user is required to use other modalities. We 
have chosen voice because of aforementioned intuitiveness and straightforward usage. 
However, existing voice technologies are not able to simulate human semantic 
recognition abilities, so several restrictions must be applied to user input. In 
mathematics there are several well-known and commonly used spoken constructs, so 
it will be good to match them as close as possible. 

The main problem, which must be solved, is a difference between exactness of 
mathematical expressions and intuitive reading of them. Many common verbal 
constructs are not formed exactly and they lack exact interpretation. Readers often 
ignore syntactic elements which are implied by the context (e. g. “a i k” can be 
interpreted as ”aik“ as well as “aik“). It can be solved by including a strict syntax. It 
is not comfortable but it provides straightforward way to voice dictation. Of course, 
the syntax should be as short as possible but still expressive.  

Regarding to orientation in the formula, this can be serious problem for visually 
impaired user, especially if formula is too complex. It's desirable to have some 
intuitive element numbering as well as voice read-out with suitable complexity and 
verbosity. While navigating, visually impaired user should be aware of context of 
selected element, just like healthy people can see enclosing elements. Again, 
hierarchical approach will be necessary. 

3   Main Solution 

To reach good usability and accessibility we should arrange formula elements into 
categories. This approach allows to sort program functionality into visual categories 
(for example menus). In each category we force to use specific syntax, which 
minimizes voice recognition error (we have relatively small set of valid inputs in 
context of specific category) and also supports exact semantic interpretation. 
Let us consider typical example in which user wants to compose equation: 

 sin 2k + l = k+l/k  .
 

(1) 

Using commonly used conventions we can for example formulate category 
function, which can contain well-known functions (sinus, logarithm,...). Using similar 
categories for all formula elements we can split equation into sequence of categories:  

function, linear expression element, equation symbol, fraction 
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Then input sequence (elements separated by semicolon) will look like: 

function sinus, parameter 2k; plus l; symbol equals; fraction, nominator k + l, 
denominator k 

It can be noticed that we can do this categorization in several levels of formula (for 
example we can have function in the fraction nominator). This observation indicates 
that we use aforementioned hierarchical approach. Above technique can also be 
applied to numbering elements: we index first level elements sequentially, choose 
structure we want to expand and then index selected structure at second level. We 
repeat from second step until chosen element is reached. 

Secondly, we use prosody to minimize reading of structural aspects in voice read-
out. Above equation will be read as “sinus of two k <pause> plus l equals fraction k 
+ l over l”. Note how <pause> element simply indicates end of sinus parameter. 

4   Design 

Choosing suitable software can simplify and speed up development process and it 
also determines set of possible functionality. With regards to recent trends and 
technologies we decided to use Java language and X+V [1]. This choice allows to 
control voice processing and application logic separately. Final output from 
application is realized in the presentation MathML [3], which was chosen with respect 
to existing standards. 

4.1   Application Logic 

Besides initialization phase, main application insert mode consists of several steps 
sequentially processed in execution loop. At first user is prompted (visually and/or by 
voice) for entering (mouse or voice) input, which is locally validated and sent for next 
processing. Because of linear nature of voice input (sequence of elements) we need to 
delinearize it and restore original structure1, which involves identifying above 
mentioned categories (variables, operators, functions, symbols, etc...). This structure 
is then inserted into expression tree that represents entered formula. This tree is main 
data structure composed in successive steps and all subsequent operations are done on 
it, namely generating visual, voice and MathML output to the user interface. 

Application also offers working in other modes, namely navigation and edit mode. 
Navigation mode allows to identify or search for certain structure and edit mode 
makes corrections possible.  

4.2   Technologies 

From a technical point of view, the application can be represented as a two-layer 
system.  Bottom layer (application core) is made up from java [4] web-application 
that runs on Jetty [5]. Top layer (audiovisual interface) consists of speech recognition 
and rendering mechanism and GUI. Opera browser® [6] was chosen because it 

                                                           
1 Input sequence “a plus b over c” should be restored into form “a + b/c”. 
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successfully supports X+V technology, has native speech recognition and rendering 
engine and as web browser it can serve as suitable GUI. 

A java web-application offers two main services. First one is parsing input and 
building expression tree and the second one is generating X+V pages for browser. 

Audiovisual interface is represented by X+V pages which contain visual (XHTML 
[7]) and voice (VoiceXML [8]) part. Besides displaying output, X+V page also offers 
functionality to gather an audio input from user. This can be done by short voice 
conversations or manually by selecting certain menu or visual element. 

We use SSML [9] to format prosodic characteristics of speech output. 
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Abstract. In [10], the problems faced by a blind or visually impaired
student in doing Mathematics were analyzed, and the basic ideas of a
MAWEN (Mathematical Working Environment), a software solution to
help overcome these pressing difficulties, were described. The present pa-
per builds upon the latter one, refining the ideas sketched there. After a
thorough description of the state of the art, we present some general con-
siderations on the problems met by a blind pupil when navigating within
mathematical expressions and when doing calculations. Finally, through
several case studies taken from mainstream school books, strategies to
provide computer aided support to overcome the problems are outlined.

1 Introduction

In [10], four basic problems faced by a blind or visually impaired student working
in Mathematics were formulated:

– Access to mathematical literature (books, teaching materials, papers etc.)
– Preparation of mathematical information (presenting school exercises, writ-

ing papers etc.)
– Navigation in mathematical expressions
– Actually doing Mathematics (carrying out calculations and computations at

all levels, doing formal manipulation, solving exercises)

A fifth basic problem, which is closely related to all the above mentioned, is
to be added: The problem of mathematical communication between sighted
and blind/visually impaired people, typically, communication between a sighted
teacher and a blind/visually impaired pupil.

Whereas some work towards the first and second problems done in [8] led
to practical solutions, problems 3 to 5, although touched by several research
initiatives, are still waiting for solutions applicable in practice.

Our idea to design a comprehensive multi-modal software solution to address
the above listed problems, especially problems 3 to 5, which we call a MAWEN
(Mathematical Working Environment), was outlined in [10]. the present paper
is to refine the ideas set forth there, by:
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– analyzing current mathematical school book literature, in order to isolate
some of the implicit methodology used by mainstream mathematical
teaching;

– providing some more case studies than in [10]
– discussing several key problems in navigation through complex mathematical

expressions
– describing several standard mathematical exercises, outlining the problems

met by a blind or visually impaired pupil in doing them, and discussing
supportive tools to perform these exercises, to be integrated in a MAWEN

2 State of the Art

One of the first steps to be taken to mathematically enable blind people was
the creation of so-called ”mathematical notations”. Most of them are codes that
build upon traditional Braille [12] to [9]. They have the advantage that they are
quite well optimized for a Braille user, but they do not permit easy sharing of
information between blind and sighted people. One of their further disadvantages
is the fact that a very large number of such codes have been developed over time
- every attempt towards a unification or standardization of Braille maths codes
failed by now.

In order to make communication somewhat easier, several notations based on
ASCII were defined [13]. Such ASCII maths notations enable communication
between blind and sighted people through a compromise: Whereas the sighted
partner does not see a formula in its familiar graphical rendering, the blind
partner gives up the optimization of maths notation towards Braille. On the other
hand, most ASCII maths notations are easy to learn, so they are practicable to
some extent.

One special case of an ASCII notation is the source code of the TeX typesetting
system, especially that of the widely used LaTeX macro package. Since, at least
after some revision, mathematical documents in LaTeX source are accessible to
the blind, LaTeX offers a partial solution to basic problem number 1. This is,
to a limited extent, also true for problem number 2, since a student who writes
his/her exercises in LaTeX source needs just to invoke the LaTeX compiler in
order to have a well-formatted and very attractive hard copy of his/her work for
the sighted teacher.

In order to get more practical solutions out of braille maths codes, ASCII
math codes, and LaTeX source, two initiatives were started: the LabraDoor
software package [8] developed by our research group converts LaTeX docu-
ments into the Marbourg System [3], one of the most widely used Braille codes
in German speaking countries, or into HRTeX, a new notation that resembles
TeX, but eliminates some of that code’s more awkward aspects. LabraDoor is
now the basis for the production of school books for blind pupils in Austria,
largely overcoming problems 1 and 2 on a primary, secondary, and high school
level.

The second initiative comes from the University of Pierre and Marie Curie in
Paris. It is called UMCL [1], which means ”Universal Math Conversion Library”.
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It is a C API for converting various maths notations between each other, together
with several concrete conversions already implemented. In the end, UMCL shall
allow every partner involved in mathematical communication, blind or sighted,
to use the notation of his/her choice through the UMCL and the applications
designed for it shall do the necessary conversions in the background, via an
internal representation of maths expressions following the MathML standard
from W3C [14].

Whereas problems 1 and 2 will be largely overcome by the initiatives listed
above, much more work has to be done towards problems 3 to 5. One first
step addressing problem 3 was taken by the University of South Florida, who
are developing the MathGenie, a tool that enables one to browse through a
mathematical expression by synthetic speech [6]. It is one of the goals of MAWEN
to implement navigation support that is to work for a Braille user as well.

A tool that might support a pupil both in navigation and manipulation, i.e.,
would address problems 3 and 4, is the Virtual Pencil, developed by the company
Henter Math, LLC [5]. It addresses the needs of people who are unable to operate
a pencil effectively, which is a key part in learning and dealing with maths. As
it virtually takes on the role of a pencil while at the same time avoiding an
overload of the student with unsolicited educational support it is an appropriate
solution for in-class maths education.

A further project on access to Mathematics is Lambda [7], which provides
a braille and audio device based system for the management of scientific docu-
ments. Hereby the focus clearly is put on a widely customizable user interface,
which allows the pupils to edit mathematical notations as well as supports the
learning progress by offering different interfaces for team and software collabo-
ration for interactive maths education.

A further project on the topic is Infty [4], which is dedicated to the develop-
ment of a software for mathematical OCR. They also build a tool to input and
to edit mathematical formulae based on voice output.

Finally, we would like to mention the EU-funded project MICOLE [2], which
means ”Multimodal Environment for Inclusion of Visually Impaired Children”.
Much work undertaken by us for the MAWEN is being carried out within MI-
COLE, the MAWEN being one component of the environment to be designed
within this project.

3 Research Methodology

In order to supply usable support of a blind individual in his/her mathematical
tasks, it is of key importance to gain an understanding of the methods currently
exercised by blind people working in Mathematics. As begun in [10], these meth-
ods have to be analyzed, exposing the problems, and inefficiencies, presently met
when applying them. Hereafter, suggestions to improve the methods in order to
better meet the needs of the target group have to be worked out.

Since present mathematical teaching, also that applied to blind pupils, is
strongly influenced by visual presentation, the programme outlined above will
need an understanding of the methodology currently applied by sighted people
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when doing mathematical exercises, methodology currently conveyed by today’s
mathematical teaching. It is strange that such methodology appears not to be
reasonably documented in the literature. Rather, the methodology seems to be
implicit in teaching, especially in school books. We are therefore analyzing some
of these books, in order to isolate that implicit methodology. This analysis shall
lead to a deeper understanding of the way how Mathematics is presently done.
It shall be the basis for the formulation of a set of functions, also called support
or helper routines, to be implemented into a software in order to aid a blind or
visually impaired student in his/her mathematical exercises. In the MAWEN,
these functions shall be implemented, and some of them shall be combined into
wizards, as shown, e.g., in our MICOLE prototypes [2].

4 Findings

4.1 Considerations on Text Selection

When dealing with mathematical formulae on the computer, it is very often
necessary to select, or mark, a piece of an expression for further use. As an
example, you might have a complex expression in parentheses, which you need
to simplify prior to being able to continue your calculation. you will then want
to start a Simplification Assistant, as outlined in [10], to be applied to just that
particular expression in parentheses. To tell the assistant that it should handle
the expression, you need to mark it in your working environment.

Of course, you could do this by standard GUI methods - traditional keyboard
shortcuts, usually involving the Shift key, or mouse actions, typically Drag and
Drop. But this procedure is not always what a blind pupil would desire: For first
it is not always easy to navigate within a selected portion of text; in particular,
you cannot use the cursor in such a case, since selection will be destroyed as
soon as you move the cursor. Secondly, you want to have a possibility to mark
particular expressions in a quick way, not involving a walk through the whole
expression. To remain with the above example of a parenthesized expression to
be selected, it would be desirable to have a function that, when pointing at an
opening parenthesis, automatically selects everything between that parenthesis
and the matching closing parenthesis.

The first of these two arguments, the problem that the cursor cannot be used
when something is selected, would inspire the idea to create a concept of se-
lection that replaces the one inherited from standard GUI, a type of selection
that is independent from the cursor. Within such a setting, one could facilitate
selection of a portion of text by just pointing at the start and at the end posi-
tion of the text to be selected. The second argument, the desire for automatic
selection tools based on the structure of an expression, would motivate routines
such as:

– Selecting the current summand of a sum,
– Selecting the current factor of a product,
– Selecting the current side of an equation, etc.
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4.2 Considerations for Navigation Support (Problem 3)

One of the simplest aspects of navigation support is the ability to collapse and
expand an expression, similar to what is offered by modern programming en-
vironments: When confronted with a very long and complex formula, the user
should be able to temporarily hide portions of it from the display. At a later
time, he or she should be able to make these concealed pieces visible again. Such
a technique poses several questions, e.g.:

– How should the user specify the portion to be concealed?
– By which means - braille characters etc. - should the user be informed about

the presence of a concealed piece in a formula?
– By which means should expansion of a collapsed portion be commanded

When examining these questions, it becomes apparent that one needs to distin-
guish between representational and structural view of a formula: If a long and
complex expression is presented, it might be desirable to specify a piece to be
collapsed by just selecting its start and end position within the formula. How-
ever, such a technique, although fairly easy to implement, would not prove too
efficient when the piece to collapse gets lengthy: What one might desire would be
a condensed view of an expression, telling the user only coarse structural infor-
mation about it. To take an example: When dealing with an intricate fraction, a
condensed view might only convey the information that a numerator, a fraction
line, and a denominator are there. Should the user need more information about,
say, the numerator, a command needs to be implemented to expand that part
of the expression, but, perhaps, not to full depth.

Another family of helpful functions might be what we call path support: Inside
an expression, clicking at a spot should give detailed information on the path
leading to that spot within the structural tree of the formula. This could be
conveyed by a path string similar to a path name in a file system. As an additional
support feature, clicking at a branch in such a path string could display the sub-
expression corresponding to that branch.

4.3 Considerations for Manipulation Support (Problem 4)

In order to aid blind students in formal manipulation, i.e., in doing standard
mathematical exercises, elaborate, efficient, and flexible navigation support is
essential. In addition, the main classes of mathematical tasks met in education
need to be identified - this will be done through our analysis of school books
announced in the previous section. Such standard tasks might be:

– Multiplication of sums in parentheses [10]
– Simplification of a sum [10]
– Solving a linear equation
– Working with fractions
– Doing basic calculations in arithmetics
– Multiplying and dividing polynomials
– Doing elementary vector and matrix operations
– Solving systems of linear equations
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Through analyzing tasks of that kind, a set of standard support functions
shall be isolated. The ideal situation would be to implement this set of standard
functions, such that support for every standard task like the above may easily
be given by combining several of those functions, either in terms of a wizard,
or in terms of an environment that lets a student choose freely which support
functions he or she would like to use to perform a particular task.

In what follows, we shall present several aspects of manipulation based on
standard exercises taken from a school book. For every such aspect, the problems
it poses for a blind pupil are considered, and ideas to give support in overcoming
the problems are outlined.

Support for Side Calculations, and Calculator. In an exercise like 559,c
in [11]:

7, 1x + 4, 8x − 0, 5x =

you need to add the numbers 7, 1, 4, 8, and −0, 5 in order to get the coefficient
of the variable x. You should not be expected to do such an addition in your
memory. Rather, you should be able to organize it in terms of a side calcula-
tion: The working environment should allow you to open a second instance of
itself, with the sum 7, 1+4, 8−0, 5 as input. This input could be constructed by
walking through the original exercise, marking each of the three numeric sum-
mands, and issuing a command that presents the three marked numbers as input
values of a side calculation, whose type is Addition. From that point, the side
calculation could be solved either by starting the arithmetic addition assistant
described in [10], or, in case of a more advanced teaching setting where the use
of a calculator is permitted, by invoking a calculator emulation built into the
MAWEN.

In any case, side calculations should be easily identified for further reference,
which could be done by assigning names to them, or by automatically numbering
them.

Support for Parentheses; Passive Assistants. In an exercise like 587,a
from [11]:

5a − 3b − (2a − 4b + 8) + (2b + 4)

the second parenthesized term is no problem, because the parentheses can simply
be omitted. However, the first parenthesized term needs consideration, because
resolving the parentheses involves swapping of sign in every summand. As al-
ways in such situations, it would be inconvenient for the pupil to be required
to remember every summand in order to copy it into the interim result with
swapped sign. A convenient way of support would be furnished as follows: first,
an identical copy of the input string is made, connected to the input through an
= sign:

5a − 3b − (2a − 4b + 8) + (2b + 4) = 5a − 3b − (2a − 4b + 8) + (2b + 4)
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Then, the pupil walks through the right side of the equation, deleting the
opening parenthesis after the − sign, manually inverting the sign of the two re-
maining summands, −4b and +8, and deleting the closing parenthesis. In such
a way, the parentheses are resolved conveniently. We would like to call such a
kind of assistant a passive assistant, because no active software support is given -
the pupil does everything that has to be done manually, but still without incon-
venient load on his/her memory. The passive assistant could be made partially
active if it marks every sub-term whose sign has been manually swapped by a
checked sign, but such high-level support should be optional.

In many cases, parentheses are nested, just like in Exercise 589,a from [11]:

6s − [3s + 2t − (s + 2t)]

Here, one must first resolve the inner parentheses, such that the contents of the
outer ones, which are here written as square brackets, can be simplified. After
doing so, the whole expression must be simplified again.

This is a typical example for a situation where a sub-calculation should be
initiated: First select the contents of the square brackets, in order to start a
Simplification Assistant with the selected expression as input. Within this sub-
calculation, a passive assistant to resolve the inner parentheses, as described
above, may be used. Once the expression, which originally was the contents of
the outer parentheses, has been successfully simplified, it is time to return from
the sub-calculation into the main one, with the contents of the outer parentheses
replaced by their simplified version. What remains to be done is a simplification
of an expression without parentheses.

Doing Tests for an Algebraic Calculation. In elementary algebraic teach-
ing, you are often required to test the correctness of a manipulation by assigning
concrete numeric values to a variable. As an example, Exercise 566,a in [11]
instructs you to simplify the expression,

6a + 4b − a + 5b − 3a

which results in 2a + 9b, and to test the correctness of your calculation by
assigning the value 2 to the variable ”aand3to”b.

For a blind pupil to carry out such a test, one problem will arise, namely,
to remember the values, in our case 2 and 3, to be assigned to the variables.
This could be supported by a kind of passive assistant: the pupil copies both
expressions whose equality is to be tested, the original input and the result, into
an edit buffer. Now, in order to compute the numerical value of one of these
expressions resulting when the variables are assigned to numbers, the pupil will
walk through the expression, replacing every occurrence of the variables by the
numbers. this can be done by simple editing - it is a passive assistant, leaving
the work to the pupil. However, in order to give support in remembering the
number to be used instead of a variable, the assistant could prompt that number
whenever the pupil points to the corresponding variable.
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Abstract. Virtually all modern scientific documents and textbooks use 
graphical illustrations and/or data displays. The ViewPlus IVEO™ technology, 
based on Scalable Vector Graphics (SVG) is being developed to permit 
scientists to publish such graphics in a form fully usable by all people. The first 
release of IVEO™ was designed to make simple graphics accessible. 
Development of the second release, which includes improved text accessibility, 
linking, and interactivity, is described in this paper.  We also discuss new 
research to expand accessibility of quantitative data in IVEO™ documents by 
using non-speech audio. 

1   Introduction 

Charts and diagrams are essential in both pedagogical and professional scientific 
literature.  They are typically “made accessible” to blind people either by word 
descriptions or by tactile diagrams.  Word descriptions are also conventionally used to 
assist people with other print disabilities to comprehend graphical information.  
Neither word description nor tactile graphic representation is fully satisfactory.  
Scientists would not use diagrams if word descriptions were equally informative.  An 
English proverb is that “a picture is worth a thousand words”.  Indeed, many scientific 
pictures could not be described adequately with many thousands of words. 

A tactile diagram can be very useful to a blind person.  Unfortunately very few 
blind people are adept at reading tactile diagrams.  Opinions differ on why tactile 
diagrams are difficult to read, but most people would agree that one needs to learn to 
read tactile diagrams, and few blind people have had any opportunity to learn and 
practice that skill.  The tactile sense has much less spatial resolution than normal 
sight, so transcribers must enlarge and simplify most published graphically displayed 
information in order to make it comprehensible to a blind reader [1]. 

The concept of using both tactile and linked audio information was pioneered 
approximately two decades ago by Parkes [2-6] with the Nomad concept.  Blind users 
felt tactile graphics that were mounted on a touch-sensitive pad connected to a 
computer. When one pressed in various regions, the computer provided speech 
feedback to identify the object and then permitted the user to bore in for additional 
information. Nomad was used in a number of commercial products [7,8] and hailed as 
a major advance in “making graphics accessible”, but creation of tactile copy and the 
associated computer audio information was quite laborious.  Consequently Nomad has 
been used largely for special sets of curricular diagrams prepared for large numbers of 
student users, and not to convert scientific graphics to accessible form for single users 
“on request”. Most mainstream scientific literature has remained solidly inaccessible. 
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The authors of this paper, in collaboration with colleagues at Oregon State 
University and ViewPlus®, set out systematically to develop the missing 
technologies that would permit “Nomad accessibility” to mainstream scientific 
graphics [9-13]. It was clear that one such missing technology had to be a simple 
method of producing tactile graphics from mainstream pictures that could have 
sufficient tactile resolution for one to discern features of interest. That research 
direction led to the Tiger® embossing technology and the popular ViewPlus® 
Tactile Graphics and Braille embosser products [14,15]. Any graphic that is 
adequately represented by a gray scale image will be faithfully converted to a tactile 
copy by embossers employing Tiger® technology. Dark regions are represented by 
big dots, and light areas by small dots. Generally it is possible to distinguish 
tactually the features of such graphic pictures even if one may have no idea what all 
the bumps and waves actually represent. 

The second major missing technology was some simple way to create the audio 
information needed by a blind user to understand the meaning of those bumps and 
waves.  This research direction led to the IVEO™ software applications introduced 
commercially by ViewPlus® in 2005. The IVEO™ Creator application and an 
associated utility, the IVEO™ Converter, permit one to create simple Scalable Vector 
Graphic (SVG) files directly or to scan in images from paper or convert files from 
other electronic formats to SVG. Authors can easily provide labels and, if desired, 
long descriptions of graphical objects. SVG permits both title and description fields 
for graphical objects within the SVG format. When a user of the IVEO™ Viewer 
application clicks on that object, the label is spoken.  Descriptions can be heard by 
pressing a hot key.  Braille users can “hear” these words with an on-line Braille 
display. The title and description attributes would be useful to a wide variety of users, 
so it is possible that widespread use of the IVEO™ technology could persuade 
mainstream authors of the value of taking the small amount of extra time required to 
insert title and description attributes for important objects.  If this becomes routine 
practice, IVEO™ would achieve the intended goal of providing universally usable 
graphical information. Many scientific graph, bar/pie chart, and diagram authoring 
applications could automatically insert object titles as well as quantitative data, 
making the SVG graphic information-rich as well as accessible. 

IVEO™ Creator automatically structures SVG text into geometrically-associated 
portions that are normally semantically related. When a user presses any of that text, 
the phrase is spoken.  A substantial fraction of scientific diagrams can be understood 
by a blind person who feels the diagram and reads the labels audibly, so these are 
automatically made accessible simply by saving from Creator. Good text structure is 
important, so improvements in the capability of authoring systems to export 
structured text would be an improvement. IVEO™ Creator currently guesses at the 
text structure and doesn’t always get it right. 

SVG is a new but increasingly popular graphics language [16].  IVEO™ files can 
be viewed by sighted users with the popular Adobe [A] SVG Viewer or with the 
IVEO™ Viewer [A].  Both viewers are free and of comparable size. Only the 
IVEO™ Viewer provides access to blind users.  It also has good accessibility features 
for people with other visual and learning disabilities. 
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2   IVEO™, Release 1 

The first release of the IVEO™ software was intended primarily for access to 
relatively simple graphics.  It was intended to be useful by a small number of blind 
power users and by agencies that make simple graphics accessible to people with print 
disabilities. Maps and diagrams with sparse text labels that have been created with 
standard Windows® graphics author/editing applications can easily be converted to 
SVG by printing from the original application to IVEO™ Converter. The resulting 
SVG file is opened in IVEO™ Creator where important graphical objects may be 
labeled by a transcriber. Long text labels can be checked to assure that the groupings 
made by Creator are semantically correct.  The IVEO™ SVG file is then saved and 
sent to the end-user by e-mail, CD, or other convenient media.  Tactile copy can be 
made by the transcriber or by the end user.  It is made by printing the IVEO™ page to 
a ViewPlus® embosser. If the end user creates his own copy, he has control of size 
and various user options for printing. More importantly, the user can zoom features 
and make additional printouts to access smaller features that may be difficult to 
understand on the original diagram. Figure 1 is an example of a moderately complex 
scientific diagram, the solar system that is accessible with IVEO™ release 1. The dots 
that are embossed when tactile copy is made are illustrated in Figure 2.  

 

Fig. 1. Screen image of a solar system diagram as displayed with the IVEO™ Viewer 
application. Several display modes are selectable including an uncluttered full screen 
“accessibility mode”. 

When Creator is used by a blind person, the user makes a tactile copy and has 
access to text labels.  Typical diagrams used in science, math, and business are often 
reasonably accessible without any intervention by transcribers. Examples include line 
diagrams with explanatory text labels, simple flow diagrams, and many kinds of 
charts. The diagram shown in Figure 1 can be made accessible simply by converting 
the original document to an IVEO™ SVG file, creating an embossed copy, and 
reading the labels while feeling the orbits.  A good caption or figure description and 
additional labels identifying the orbits would make the diagram more rapidly 
comprehensible, but an experienced blind user should understand diagrams of this 
complexity with no intervention by a transcriber. 
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Fig. 2. Illustration of the dots made by printing the file of Fig.1 to a ViewPlus embosser.  Dark 
dots are high, and light dots are low when embossed. 

The IVEO™ Viewer also has features intended to enhance access by people with 
other print disabilities. People with low vision are finding that the customizable status 
bar that repeats audio information is helpful. It is expected that the same will be true 
for most people with learning and cognitive disabilities. Work is currently in progress 
to test such users and to improve IVEO™ display features to make IVEO™ as usable 
as feasible for them.  The new ViewPlus® Emprint™ haptic color printer produces 
both an embossed and superposed color image that has been long anticipated by 
professionals working with students having learning disabilities. Emprint™ images 
used with the IVEO™ Viewer and a touch pad should provide very good access for 
many people with severe print disabilities, e.g. dyslexia. 

The first IVEO™ release permits access to text only by touching a portion of a 
phrase and hearing it. This is good access for diagrams with small labels, such as 
Figures 1 and 2, but it is ponderous for charts having large amounts of text in tables, 
lists, etc.  New features for better text access are needed for blind users. Transcribers 
also need some additional features, and current development for second and future 
releases are described below. 

2.1   Testing 

IVEO™ was developed over a number of years during which time, many testers and 
consultants influenced its development and feature set. Extensive beta testing was 
done by a small but dedicated group of blind users prior to commercial release.  These 
people suggested some expansion in the feature set but mostly assisted ViewPlus® to 
find bugs and make the software more robust. This is the appropriate way to test 
commercial software. 
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The most important question for IVEO™ developers was whether IVEO™ could 
provide good Nomad-like access to mainstream information without extensive editing 
by transcribers. Alpha and beta testing was sufficient to establish that it could. 
ViewPlus® did not attempt to answer more detailed questions such as percentage of 
people with print disabilities who could usefully access mainstream literature without 
assistance, or whether mainstream use of IVEO™ could provide access to all users. 
These are interesting and worthy questions but are more appropriate to research by 
disinterested academic researchers than by a company marketing the product. 

3   IVEO™ Expansions 

3.1   Linking 

The first IVEO™ release permits users to hear labels, descriptions, and text in 
synthesized speech. Synthetic speech is generally considered inferior to recorded 
human voice, and many students with learning disabilities understand human speech 
much more easily.  Beta testers and early adopters requested that IVEO™ be 
expanded to permit recordings instead of or in addition to ability to use of synthetic 
speech. This capability will be included in the upcoming second release. 

The capability to play digital recordings is provided by links within the IVEO™ 
SVG file that open audio applications in the background to play audio files in various 
file formats. The linking feature has been implemented more broadly so that users can 
now open up other applications by clicking a link in the file. A common example 
would be a link to some web page that transfers control to the users default web 
browser. The user returns to the SVG document when the web page or pages have 
been read. This link-to-external-files feature is included in the second release. Beta 
testing had just begun at the time this paper was written, and no results are yet 
available. 

3.2   Interactivity 

SVG is a powerful language that permits authors to introduce a rich variety of 
interactive content.  Interactivity was not permitted in the first IVEO™ release but 
will be introduced in a later release.  The next release of the Viewer will support some 
limited interactive content, but it is largely a research tool for ViewPlus® and 
academic researchers.  Providing accessible interactive content is still very much a 
subject of research. Authoring tools permitting some limited interactivity may be 
available soon, but it is expected that adequate accessible authoring applications will 
take years to develop. 

3.3   Improved Text Access 

Short text phrases are commonly used on diagrams and maps to identify objects, on 
graphs to label axes and give titles, and for many other purposes. Blind users can read 
them easily by pressing on such text. Unless the graphic is considerably enlarged, 
common text is reproduced by the embosser as a ragged line and is usually easy to 
distinguish from graphics.  However when text is dense it becomes cumbersome to 
read intuitively by touching it.  It is difficult to locate the position of a text phrase in 
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standard sized text. Fingers do not have the resolution of vision, and it is difficult to 
move right and left or up and down without losing ones place. 

Figure 3 illustrates the difficulty of accessing such text with the current IVEO™ 
touch-and-speak method.  The fingers examining the tactile copy have fingertips that 
are larger than the spacing between the text lines. The second IVEO™ release will 
permit users to select regions and read the text with the keyboard much like reading 
text in a word processor.  This development is still in early stage when this paper is 
written, and beta test information is not expected for some time. 

 

Fig. 3. Photograph of hands examining a print/embossed image made with the new ViewPlus 
Emprint color haptic printer. The file is a converted PDF image of a document from a US 
government web site, http://www.doi.gov/ocio/architecture/fea.htm. This 
document is a diagram with a great deal of text and will be much easier to read by people with 
print disabilities with IVEO™ Release. 2. 

3.4   Non-speech Access to Quantitative Data Graphs 

Color hue or intensity is occasionally used to represent quantitative information as a 
function of position in two-dimensional data plots. The most common example is 
geographic based display of variables such as population density, wealth, presence of 
natural resources, medical data, etc. Such displays cannot easily be represented 
accessibly with IVEO™ release 1.  Research has recently begun on the feasibility of 
using audio tone and/or other non-speech audio to substitute for the hue or intensity. 
The visual variable would be represented by an audio tone whose pitch changes as the 
user moves the mouse over the diagram. The SVG file could be extended to permit 
original data to be included so that the audio tone can be derived from data instead of 
the hue/intensity of the visual image. Introduction of these new display capabilities is 
expected within one to two years. 
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Abstract. We have developed CyARM, a new kind of sensing device especially 
for visually impaired persons, to assist with mobility and detection of nearby 
objects. This user interface has unique characteristics of giving visually im-
paired persons the impression of an “imaginary arm” that extends to existing 
obstacles. CyARM is also a communication device for constructing “joint hap-
tic attention” between impaired and unimpaired persons watching or feeling the 
same objects. In other words, this device offers a new methodology for judging 
the others’ attentions or intentions without using their eye gaze direction. We 
verified the efficiency and ability of CyARM for environment recognition 
through experiments and discuss its possibility as a communication device for 
realizing joint haptic attention.  

1   Introduction 

We humans can avoid obstacles while walking, and can stop in our way when bloom-
ing flowers catch our attention. Our brain and sensory organs bear a large part of 
responsibility for controlling such unintentional behaviors (Yoshimoto, 1979). Here, 
one question arises; “are we humans able to perceive the surrounded environment as it 
really is?” For example, insects perceive their environment by compound eyes, while 
bats do by ultrasonic wave generator and receptor. Here it can be said that all animals 
have developed their own sensory organs and their own ways of environment recogni-
tion methods that are suitable for their ways of living style. Therefore, it can be said 
that they see the same environment differently.  

The sensory organs of humans can be roughly divided into the following two 
groups (Hall, 1976). 

• Peripheral receptors: those concerned with the detection of faraway objects, 
e.g., eyes, ears or noses. 

• Contiguous receptors: those used for detection of the nearby surroundings; in 
other words, sensations received through skins, membranes, or muscles that 
are tactile sense. 
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However, this categorization is not so strict; for example, sensory stimulation (e.g., 
radiant heat), is not generally perceived on tactile receptor, however in some cases 
this receptor can interpret this stimulus. Therefore, there are some possibilities that a 
person who lost some sensory receptors would compensate these lost functions for 
using other receptors. Actually, visually impaired persons develop their auditory func-
tions to perceive space in their environment using the relationship between direct and 
reflective sound waves. However, there might be limits how much the innate sensory 
organs of humans can compensate the functions of lost sensory organs.  

Up to now, although there are not mature technologies to restore lost sensory or-
gans as it were perfectly, it might be possible to suggest new perception mechanism 
by enhancing the functions of remaining sensory organs. We believe that it is also 
possible to make non-sensory organs or our physical actions become a kind of new 
sensory organs. In this paper, we focused on our physical action for compensating the 
lost sensory organs, especially visual information. Specifically, we developed a new 
interactive device, called CyARM (abbreviation of Cyber Arm), to provide the visu-
ally impaired with a unique and intuitive interface to comprehend their living space. 
We also discuss the possibilities of CyARM as a communication device for construct-
ing the relationship between visually impaired and unimpaired persons.  

2   CyARM 

2.1   Motivation  

Currently numerous visual aid devices for the visually impaired have been developed 
instead of white cane, and these devices can be divided into two groups with respect 
to their user interfaces’ modality. The first group is using auditory signals. Specifi-
cally, information in surroundings environment is gathered by ultrasonic sensors and 
transformed into audible sounds that the user can hear (e.g., the high pitch sounds 
means the obstacle is close to them).The second group is the tactile modality. Infor-
mation obtained by distance sensors is conveyed to the user through tactile stimuli 
such as vibrations. Some of these methods are already applied for the commercial 
products. 

Up to now these devices have some critical problems: for example, the devices in 
the first group transforming “distance information” to “audible sounds” emit the 
sounds output. However this emitted sound may mask the natural sounds which are 
indispensable for visually impaired. Because “audio information” is vital for visually 
impaired to comprehend the spatial condition in their environment. The devices in the 
second group emit the vibrations with accordance with the detected distance, however 
it is difficult for users to specify the exact distance from this vibration. They therefore 
force to create and utilize a kind of mental mapping between “distance” and “fre-
quency of vibration” and this would cause cognitive or mental loads for them. 

In order to resolve these issues, we have designed a new sensory aid device for the 
visually impaired, allowing them to perceive distance and other spatial information 
without interference to natural sound source and cognitive or mental load (Okamoto 
et al., 2004).  
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2.2   Concept 

A great deal of researches in sensor technology has been undertaken in recent years. If 
it succeeded in coupling this sophisticated technology with new interface method, it 
can create a sensing device that would allow the visually impaired to perceive their 
surroundings. Since human cannot intuitively recognize artificial signals (e.g., the 
meanings of vibrations mentioned in the above section), it is essential to propose an 
intuitive transforming method from the sensory information to certain signals for 
users that is easy to understand for them.  

Suppose that you try walking with your eyes closed, you will attempt to investigate 
your environment by extending your arms in front of you. This kind of behavior is 
similar to the functions of insects’ antenna or the white cane of visually impaired. 
Similar to these antenna or canes, when the extend arm touched some objects, one 
would bent her/his arm at the elbow and stop exploring. On the other hand, there are 
not object in front of her/him, the arm naturally extends (Fig. 1). Here, it can be con-
sidered the bending and extending physical arm motions as a kind of sensory receptor. 
CyARM was then developed by focusing on this intuitive metaphor of physically arm 
motion as a sensory receptor. Specifically, it assumed that the users grasps CyARM 
by their hand and investigates the desired direction with holding this device (Fig. 2). 

 

Fig. 1. Metaphor of physical arm motion            Fig. 2. Concept sketch of CyARM 

CyARM is connected to the user by a wire and measures the distance to an obsta-
cle with ultrasonic waves. The tension of the wire is controlled according to the meas-
ured distance to the obstacle. If the obstacle is at a short distance, CyARM pull the 
wire tightly so that the user feels stronger tension and arm was force to bend. This 
means that the object can be reached just by extending the arm. On the other hand, if 
the obstacle is far, CyARM stops after giving just enough slack to the wire, so that the 
user can extend the arm and feels nearly no tension, this means that the obstacle can-
not be reached. Therefore, the user can search for obstacles in any direction with 
holding this device.  

2.3   Mechanism 

The mechanical structure of CyARM is depicted in Fig.  3. Ultrasonic sensors meas-
ure the distance to an obstacle (measurement range is 1.0 – 3.0 m), and the geared 
motor release or tightens the wire. The wire position is regulated by P gain. When the 
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obstacle was found by ultrasonic sensors, the wire is rewound to the initial default 
position, and its rewinding tension is regulated in accordance with the measured dis-
tance. High tension means that the detected obstacle is in a short distance, while low 
tension means a longer distance. When the users attempt to expand the arm, the de-
vice detects a slight displacement of the reel caused by the wire tension, and regulates 
wire rewinding. The CyARM has the following characteristics. 

- Motor: Maxon GP 16 (4.5W) with 29:1 gear head and magnetic rotary encoder. 
- Motor Driver: iXs iMDs03-CL 
- MPU: Renesas H8/3664 
- Ultrasonic sensor’s frequency: 38 kHz 

 

Fig. 3. Mechanical structure of CyARM 

Ultrasonic sensors have been placed on the front of its body for users’ easy aiming. 
A hook is attached near the wire release site, allowing for attachment for the user’s 
body (e.g., a belt loop). The prototype CyARM has 500 g weight and its size is 15cm 
x 10 cm x 10cm. 

 

Fig. 4. Overview of CyARM (prototype) 

 

Fig. 5. Users with holding CyARM in their 
hands 

4   Environment Recognition by CyARM 

We carried out two simple testing experiments to clarify the efficiency and ability of 
the CyARM for environment recognition. The first experiment was to confirm an 
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accuracy of detecting the presence of a stationary object, and the second one is to do 
an accuracy of detecting the inter-space between objects. 

4.1   Experiment 1: Target Presence Detection 

The participants of this experiment were four sighted persons with blindfolds and one 
visually impaired who was completely blind. After given a brief instruction and prac-
tice of using CyARM, all participants were asked to stand and hold the CyARM with 
wearing headphones playing white noise to prevent the external sounds. The task of 
these participants was to determine whether the static object was present in front of 
them or not by means of CyARM. As a static object, the whiteboard, one meter width 
and two meter height, was randomly placed at a distance of about two meters in front 
of participants. Each participant experienced 20 trials; 10 trials out of 20 were the 
cases that the object was present, while rests of 10 trials were that it was not.  

As a result, the mean percentage of succeeding in detecting the object presence was 
90.0% to the object’s presence, while the percentage of object absence was 96.0%. The 
result then suggests that CyARM is efficient device for detecting objects near the user.  

Table 1. Result of experiment 1 

 recognized as 
‘exist’ 

recognized as 
‘non-exist’ 

object present 90%  10%  
object absent 4%  96%  

4.2   Experiment 2: Space Finding Task 

We designed this second experiment to examine the following two issues. 

1) Is CyARM used for judging whether it is possible to pass through the space be-
tween objects?  

2) What is the difference between CyARM and commercial counterpart “Tri-sensor” 
in terms of performance of object detection?  

Tri-sensor was developed as a commercial type electric travel aid device for the 
visually impaired persons. Like bats, Tri-sensor measures the distance between the 
device and an object by means of ultrasonic waves, and the acquired distance infor-
mation was converted to audible sound for the user, e.g., high pitched sounds means 
that there are object close to users.  

The participants for this experiment were four sighted with blindfolds. They were 
asked to find the space between two panels, and then to judge whether it was possible 
to pass through the space or not. In case that they judged that there was enough space 
to walk through, they were asked to do so with using holding devices (CyARM or Tri-
sensor) (Fig. 6). Each participant experienced 26 trials. 13 trials out of 26 were that 
participants were asked to use CyARM, while the rest of 13 trials were Tri-sensor. The 
two panels were set with two different gaps, 0.5 or 1.0 m. If the participants succeeded 
in passing through 1.0 m gap between panels or in reporting it is impossible to pass 
trough 0.5 m gap, it was recognized that participants succeeded in this trial.  
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Fig. 6. Finding the space between objects by CyARM 

We then calculated percentage of success or failure in the given task. As a result of 
this experiment, it can be said that both CyARM and Tri-sensor showed high rates of 
accurate judgment: 92.3% in both devices. This indicates that CyARM could accu-
rately detect the space between objects and enable the user to pass through the space. 
It also can be said that the usefulness of CyARM for finding gaps between objects is 
equivalent with the commercialized product like Tri-sensor.  

These two preliminary experiments succeeded in showing the usability of CyARM 
for detecting the static objects or free spaces smoothly. These results also imply that 
the CyARM allows for safe and accurate orientation and navigation for visually im-
paired persons.  

5   Joint Haptic Attention by CyARM 

5.1   Motivation 

Joint attention is one of the critical cognitive ability for cognitive development e.g., 
acquisition of language and Theory of Mind, and is defined as “Watching the certain 
point or target which the other is watching or pointing.”  As an acquisition mechanism 
of joint attention, Baron-Cohen (2001) proposed a    schematic diagram. In his dia-
gram, visual information is crucial to establish joint attention. Therefore joint atten-
tion is sometime called as “joint visual attention.”  

However, is joint attention the relationship constructed only by a visual modality? 
There are some evidences that Shared Attention Module (Baron-Cohen, 2001) can be 
activated without detecting the eye gaze direction of others. In other words, the joint 
attention would be realized by other modalities in the same way. Suppose that you 
would have to touch object, and then feel the other person’s hand touching the same 
object and touching your hand at the same time. In our preliminary research, impaired 
parents strongly desire to have this sort of shared attentional experience with their 
children. We aim at building a new communication device which can provide “remote  
haptic sense” for their creating joint attentional relationship.  
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5.2   Concept and Mechanism  

We are planning to attach a communication device on CyARM for realizing that one 
person can detect an object that another person is pointing to. This new version of 
CyARM will offer a new methodology for judging the others’ attentions or intentions 
without using their eye gaze direction. This new CyARM might realize “joint haptic 
attention” with visually impaired persons (Akita et al., 2005).  

Specifically, the new communication device planned to put on the CyARM can be 
implemented by emitting invisible spot light with a specific frequency modulation and 
by sensing the other’s spot lights by photo detector with demodulator. The spot light 
and photo detector is set in the same direction. Suppose that there are two users hold-
ing this sensing device and the spot light frequency of user A’s CyARM is 1 kHz and 
user B is 0.5 kHz.  

If user A and B point the same target like in Fig. 7, User A’s photo detector would 
detect the spot light with frequency 0.5 kHz emitted by User B and User B’s one 
would do the light with 1 kHz emitted by User A (the sensing range of photo detector 
is like a conical shape). We will implement vibrator for this sensing device; when this 
device detect the other’s emitted spot light, the vibrator would activate and tell its user 
that someone is pointing the same target. This tactile information would be intuitive 
for user to know the other is pointing the same target and similar to the actual haptic 
feeling for users. 

User A

User B

Target

spot light with frequency fa= 1kHz

Range of Photo detector 

spot light with frequency fb= 0.5kHz  

Fig. 7. Concept of sensing method for joint haptic attention 

 

Fig. 8. Prototype sensing system for joint haptic attention  
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We are now developing the prototype sensing system (Fig. 8), which is separated 
with CyARM itself. The large cylindrical part is photo detector and the small cylin-
drical one is spot light emitter. Notice that these two parts is fixed in the same direc-
tion, so that the pointing and searching direction is the same and these both behaviors 
were done simultaneously. 

6   Conclusions 

We have developed CyARM, a new kind of sensing device especially for visually 
impaired persons, to assist with mobility and detection of nearby objects. A wire is 
connected to user’s body and controlled by CyARM according to the measured dis-
tances to obstacles. This user interface has unique characteristics of giving visually 
impaired persons the impression of an “imaginary arm” that extends to existing obsta-
cles. CyARM is also a communication device for constructing “joint haptic attention” 
between impaired and unimpaired persons watching or feeling the same objects. We 
verified the efficiency and ability of CyARM for environment recognition through 
experiments and discussed its possibility as a communication device. 
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Abstract. We are conducting a research project aimed at building an information 
secured environment for the visually impaired, especially in our campus, by 
combining data-carrier technology and networks.  We use RFID tags and net-
works to keep the environmental information and to trace the changes in the en-
vironment.  Our approach is the following:  1. In the mental map kept by the 
visually impaired person landmarks play a significant role,  2. We can turn any 
object (location) in the surroundings into a landmark by attaching an RFID tag to 
it,  3. The changes in the environment could be recognized, at least roughly, by 
recognizing changes of landmarks.  We outline two methods to trace the changes 
of locations of RFID tags in the environment.  The first one is to detect the 
moves of active RFID tags directly by analyzing the signals emitted from them.  
The second one is to trace the moves of passive RFID-tags by autonomous cruis-
ing robots.  In both cases the changes are kept and updated in the network, and 
then conveyed to a visually impaired person according to his inquiry. 

1   Introduction 

In the environment which is dynamic and subject to spontaneous changes, without the 
presence of an interpreter, the knowledge of the visually impaired person about the 
environment is kept old and so he often is not aware of the changes in it.  The authors 
are trying to build an information ensured environment for the visually impaired stu-
dents in the college life (all students are visually impaired though its degrees vary 
large).  For this purpose, we need to know the changes of the environment real-time, 
or at least with a small delay.  We show that data-carrier technology together with 
networks can provide the visually impaired with an environment in which they can 
get information about the surroundings that are subject to change.  We describe ongo-
ing project of marking the environment using RFID tags and maintaining its dynamic 
changes by RFID sensing robots.  All these can be viewed as providing environmental 
information for the visually impaired. 

Take the walking of a visually impaired person as an example.  He obtains his 
walking information through the vibrations of his white cane which he is manipulat-
ing along tactile blocks on the pathway. He becomes able to walk through the  
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pathway only after repeated trials during which time he remembers every clue on the 
pathway such as the edges of guardrails and corner stones.  Based on this observation 
we notice two important things for the aid of the visually impaired: one is marking in 
the environment and the other is keeping track of the moves of the marks.  We give 
two solutions for keeping track of the moves of the marks in the room: one is by ana-
lyzing a signal (direction and strength) emitted by active RFID tags attached to the 
object, and the other is by using autonomous RFID sensing robots which cruise and 
check the moves of the object by reading the RFID tag. 

The material we report here is largely borrowed from our almost simultaneous re-
port in [1].  However, in this paper we tried to incorporate directions of our future 
research plan for the aid of the visually impaired. 

2   Marking in the Environment by RFID 

2.1   RFID Tag 

There are two types of RFID tags.  The first type, passive RFID has no electric power 
supply.  Its electric power to drive memory circuit is supplied remotely from the 
reader by electro-magnetic induction, so its memory capacity is limited (few 100-
bytes).  Also the communication range is short (from few centimeters to few 10-
centimeters).  These restrict its use.  But it allows communication in both directions 
(i.e., writing in the tag is allowed as well as reading).  The second type, active RFID 
has its own power supply (battery) in it.  Its communication range is much larger 
(from several meters to several ten meters).  Because of long range communication it 
usually allows only the emission of signals.  By analyzing a signal received from the 
active RFID tag we may know the direction and the distance of the RFID (object) as it 
serves as a small-powered radio beacon. 

2.2   Marking 

We list several situations where we need marking for visually impaired students. 

(1) Identifications of locations in the campus 
(2) Walking guide in the school buildings 
(3) Switching of the walking modes at the start and at the end of stairways 
(4) Guidance of placement of personal belongings (e.g., books) 
(5) Moves of objects (e.g., desks) in the classroom or in the hallway 

We focus on Situation (5). It arises in a laboratory or in a hallway where environ-
mental change is caused by the moves of objects; without an adequate aid it is very 
difficult for the visually impaired to understand the new situation and take a suitable 
action against the change.  To solve this situation we mark every object in the room 
(the environment) by attaching an RFID tag to it and register its property (location 
etc.) in a database on the network.  To cope with the spontaneous moves of the ob-
jects we track them by a cruising robot which can search and sense the RFID tag and 
update its location in the database.  This is described in Section 4.  In the next section 
we describe shortly about a possible use of active RFID tags to detect moves of the 
objects directly by analyzing signals emitted from the RFID tags. 
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3   Active RFID Tags and the Detection of Moves 

In Fig.1 we indicate active RFID devices used in our experiment.  The tag emits sig-
nals (its identification number consisting of 6 alphabets and 8 digits) in every 7 sec-
onds.  Also a vibration sensor is set in the tag to detect the move of the tag and it 
keeps emitting signals (its identification number prefixed by the symbol M) twice a 
second while vibration is being sensed.  So sensing the start and the end of the move 
of the object is easy.  If we know differences both in directions and in intensities of 
the signals before and after the move, we may calculate the new location from the old 
one.  In order to see this possibility we have done a preliminary experiment detecting 
the intensities of signals as a function of distance (and possibly of directions) from the 
receiver.  As a result we have seen that it is hardly possible to distinguish two tags by 
its intensities set apart by 20 cm placed in the extremely short distance of 40 cm from 
the receiver [1]; we need a more careful study on this theme.  However, active RFID 
has a promising future use for the visually impaired. 

(a) A tag                                              (b) A reader (receiver) 

Fig. 1. Active RFID devices 

4   Tracking the Moves of Marks by RFID Sensing Robots 

In this section we describe a scheme in which the changes of the environment can be 
known by reading the passive RFID tags deployed in the environment (with the help 
of network the tag can contain sufficient information).  If a visually impaired person 
is not able to get an access to RFID tags, instead he can ask a server thorough the 
network about the change, thereby avoiding the help of other (sighted) people. 

Our goal is a question-answering system about environmental information.  When 
a visually impaired person senses a change in the environment, he asks the robot for 
the detail.  This includes the situation of avoidance of the obstacles caused by a tem-
poral move of the object, say, in the hallway.  Our system should give adequate an-
swers to the following questions: “Where am I ?”; “In what situation am I ?”  For this 
purpose the RFID sensing robot detects the changes of environment through autono-
mous cruising and keeps the environmental knowledge always up to date.  Here arises 
a navigation problem of the robot.  We briefly describe our navigation program  
(a prototype) in the following paragraph together with the hardware. 
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Fig.2 shows our sensing robot from a front view.  The robot is built on the platform 
of ER-1 (a kit by Evolution Robotics Inc. [2]) attached a high-performance passive 
RFID reader/writer with 25cm effective antenna range.  This reader/writer and a pas-
sive RFID communicate with 13.56 MHz electro-magnetic induction wave.  The 
robot is autonomous.  The software named RCC (Robot Control Center) installed in 
the laptop carried on ER-1 controls both the sensor system consisting of CCD camera 
and IR (Infrared Radiation) sensors and the driving system consisting of three wheels 
which are driven by batteries. 

The navigation program is sent to RCC via telnet channel.  This makes the robot 
controllable in two modes: one is manipulating RCC via telnet from a remote com-
puter and the other is making the robot run autonomously by loading the navigation 
programs in the laptop as well as RCC and telneting the navigation program to RCC 
within the laptop.  Environmental information obtained by the robot (the content of 
RFID tags and the location of the robot) is sent to a server and kept there for a possi-
ble inquiry.  In this way environmental knowledge is maintained in the network. 

Fig. 2. Our passive RFID robot Fig. 3. Environment in our experiment 

Experiments: We have assumed the following simple situation as our environment: 
in a rectangle-shaped room (5m x 3m) there are several obstacles and objects (all are 
rectangle-shaped) scattered in a fairly sparse way (see Fig.3).  The task of our RFID 
sensing robots is to make a cruise in such a way that it avoids obstacles and searches 
objects (to which RFID tags are attached) as many as possible (hopefully all) in the 
room.  We have implemented an intuitive navigation program based on the IR sensor 
information (currently no visual information from CCD camera is used).  The pro-
gram consists of two routines: one is a searching program (the robot searches the 
objects) and the other is an approaching program which controls approaching of the 
robot to a specified object.  A detail of our planned navigation principle is given in 
[3,4].  Fig.4 shows the robot reading a passive RFID tag attached to an object.  Our 
navigation program has successfully avoided both collisions and obstacles and found 
almost all objects. 

cameraCCD

sensorsIRsensorIR

antennaRFID
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Fig. 4. RFID robot reading the tag

5   Future Research Directions and Discussions 

Currently we are designing a program which constructs a database of the environ-
mental changes.  Our goal is the construction of such environmental database that an 
efficient navigation of the RFID sensing robots maintains the environmental informa-
tion in the database.  To make a map of the environment, as a coming next step we 
use a high-performance autonomous robot Scorpion (See Fig.5, a product from Evolu-
tion Robotics Inc.).  This robot is controlled by a program made by using ERSP (Evo-
lution Robotics Software Platform) which consists of several hundred thousand lines 
of C++ codes.  One of the most important technologies of the autonomous robot is the 
ability to automatically build a map of the environment and localize the robot within 
that map.  The ERSP’s navigation components include the powerful visual Simulta-
neous Localization and Mapping algorithm (vSLAM).  Fig.6 shows the grid map of 
our room, which is obtained by using vSLAM. 

Fig. 5. Scorpion robot                                Fig. 6. A grid map of our room

tagRFIDpassivea
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The purpose of our project is to build an information ensured environment for visu-
ally impaired students in the college life.  Keeping in mind the importance of the roles 
of marks in the environment and of keeping track of moves of the marks for the visu-
ally impaired, we have proposed an acquisition scheme of environmental information 
which is subject to change.  Namely, we have proposed the use of RFID tags in mark-
ing in the environment and the RFID sensing robots to trace the environmental 
changes.  A possible use of active RFID tags for the detection of moves of objects is 
also mentioned.  Data carrier technology is expected to bring benefit, especially for 
the visually impaired. 
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Abstract. These days, we are able to get updated visual map freely
from web sites. However, auditory maps for the visually impaired were
not able to get easily. So, we studied about the system which enables us
to generate and provide the auditory map via Internet. In this paper,
we described about the production rules of our auditory map. And, we
also described about the questionnaire and two experiments to determine
the information which was put into the map. The results of experiment
suggested that it is important whether the subjects were able to find the
point for changing their directions to reach to the destination. And we
applied that suggestion to our prototype system. And, finally, we also
described about the problems of our system and our future works.

1 Introduction

We use a map in order to travel in a place which is unfamiliar to us. These days,
we are able to get a visual map easily on the web sites (e.g. Google Maps [1]), and
use such a updated map. Against this situation, some travel aid systems for the
visually impaired were studied and developed (e.g. MoBIC [2]). However, these
systems had problems about a covering area, the newness of the information,
the dependency of the road condition, and so on. Therefore, especially in Japan,
we are not able to easily get updated and useful auditory or tactile maps for the
visually impaired. So, we studied about the auditory route map which suited road
conditions of Japan. And, we also studied about the system which produced an
auditory route map automatically and provided the map via the Internet. Here,
there are some systems which guide the visually impaired to the destination
with measuring the user’s current position (e.g. Trekker [3]). In these systems,
the precise measurement of the user’s current position is required. However, it
is impossible to measure precisely with GPS in the downtown which has many
high buildings and indoors. And, there is a limitation in a covering area, to use
� He moved to Toyama Prefectural University.

�� He moved to Kyushu University Venture Business Laboratory.
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RFID tags for the purpose of position measurement (e.g. [4]). Therefore, in this
study, we refered to only pre-planing using the auditory map. And, we assumed
that the users of our system were the visually impaired who were able to walk
independently using a white cane or a guide dog.

2 A Study of Auditory Route Map

2.1 The Typical Senario for Using Our System

The scenario of using our system is shown as below. In the 1st step, a user
accesses the system and requests an auditory route map by sending some in-
formation, such as a departure place, a destination place, and the information
about the user him/herself. In the 2nd step, the system produces an auditory
route map based on the geographic information, the additional environmental
information, and the information about the user. Here, the additional environ-
mental information means that the cues to be used by the visually impaired for
walking and orientating purposes. And then, the map is produced by the system
according to the userfs characteristics. In the 3rd step, the user gets the auditory
route map and records it into his or her audio device. In the 4th step, the user
brings the audio device and listens to that audio route map while walking. As
these steps, the user is able to reach the destination place by him/herself.

2.2 The Basic Production Rules of Instructions for Auditory Route
Maps

First of all, we determined the basic production rules. In order to determining
the rule, we referred to the other Japanese auditory maps [5,6], and considered
the actual trainings for acquiring the skills to walk independently at Fukuoka
Welfare Center for Persons with Disabilities.

At first, we created the pedestrian networks. Here, if the width of the road
was less than 4 meters, we didn’t distinguish the sides of the road. And, we
separated this network into some segments by entrances of crosswalks or cross
points. Here, if the segment consists of only a crosswalk, we merged it into the
previous segment. And then, we generated the auditory map shown as below.

Our auditory route map was separated into two parts, the summary part and
the detail part. In the summary part, the map indicates (1) the departure place
and the destination place as the whole route, (2) the current position of the user,
(3) the direction to walk along and the methods for orientating, (4) the name
of the destination, (5) the direction to the destination, (6) the time for walking
until getting to the destination, (7) the number of sections in the detail part,
(8) the features of the route, and (9) the fact that the chime rings at the start
and end of each section. And, in the detail part, the instruction was divided
into some sections. And, each section were correspondent to each segment. The
instruction of each section describes (1) the departure and the destination place
of the section, (2) the user’s position and direction, (3) the instructions about
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the road to walk along, (4) the instructions about the environments around the
road, (5) the instructions about the destination place, and (6) the instructions
about the direction to the destination place of the section.

2.3 The Questionnaires for Specification Decision

In order to determine what information should be put into the auditory route
map, we did questionnaires targeting 50 persons who were visually impaired.
They lived in around Fukuoka City in Japan, and almost all of them were able
to walk independently around their house. The question was “When you walk
independently with a white cane (or a guide dog), do you use this informa-
tion or cue?”. Here, the information or cues is shown as Table 1. At first, we
selected the information which was answered “Yes” by more than 35 persons
(see Table 1). And, considering the difficulties of collecting data and the edu-
cational viewpoint of the skills for independent walk, we selected the informa-
tion. That was “Route”, “Direction”, “With or without sidewalk”, “State of
cross points”, “Traffic signals”, “Environment around the roads”, “Condition of
sidewalk”, “Length of the road”, “Traffic signal with sound device”, “Textured
paving blocks”, “Surface of road”, “Signs on the road”, “Slope”, and “Width of
the road”.

Table 1. The result of the questionnaire against 50 persons. The frequency means the
number of persons who answered “Yes”

Classification Information or Cues Frequency Classification Information or Cues Frequency

General Route 45 Tactile Textured paving blocks 47

Direction 41 Surface of road 40

With or without sidewalk 37 Signs on the road 35

State of cross points 42 Olfactory Paticular smell 40

Traffic signals 43 Visual White line 6

Environment around the roads 35 Textured paving blocks 8

Condition of sidewalk 37 Street lights 14

Width of the road 29 Others Slope 38

Length of the road 37 Wind 29

Auditory Sound of cars 41 Sun 29

Particular sound 39

Traffic signals with sound device 47

2.4 Experiment 1

We created the auditory map based on the production rules and the informa-
tion shown as above. And, we did the experiment using this created map. The
purposes of this experiment were to clarify whether the visually impaired were
able to get to the destination with independently walk using this created map
and to re-extract the information according to the results of the experiment.

The subjects were 13 persons, who were the visually impaired. The route
was set up in the downtown of Fukuoka City (Fig. 1). And, the roads were
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Fig. 1. The routes of the experiments. Route 1 means the route of Experiment 1, and
Route 2 means the route of Experiment 2. Here, “S” means the departure place, and
“G” means the destination.

sidewalks, mainly. All subjects had no experience to walk along this route. The
experimenter was able to get to the destination by walking along this route in
about 20 minutes. Before the experiment, the subjects listened to the auditory
map in several times, and grasped the whole route roughly. After the starting
signal from the experimenter, the subjects started to walk independently. Here,
the subjects were able to listen to the auditory map as much as they wanted
in anytime. When the subject reached to the destination or 45 minutes passed
after the starting signal, the experiment finished. And, when the subject said
“I will give up.” or the subject walk far from the correct route by 2 blocks, the
experiment also finished. After the experiment, we did the questionnaire. The
1st question was “Please choose five required and five non-required information
for you, when you walk independently.”. Here, the alternatives were shown in
Table 3. And, 2nd question was “Please choose four required environmental
information and four non-required environmental information for you, when you
walk independently”. Here, the alternatives were shown in Table 4.

The result of the experiment is shown in Table 2. 10 of the 13 subjects reached
to the entrance of the destination, which is the check point “8”. Considering this
fact, our auditory map seemed to basically useful to walk on the sidewalks. How-

Table 2. The relationship between the last check point where subjects reached to and
the number of the subjects

Last check point The number of subjects Last check point The number of subjects

G 5 2 1

8 5 1 1

4 1
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ever, 5 of the above 10 subjects were not able to get to the destination. On this
route, the road between the check point 7 and check point 8 didn’t have any
sidewalks, and there were no signs at the check point 8. So, they were hard to
find the check point 8. Table 3 and Table 4 shows the result of the questionnaire.
Considering the result of the questionnaire, the subjects felt that the information
shown as below were non-required, that was, “Width of the road”, “Position of
the textured paving blocks on the road”, “Traffic signal’s sound type”, “Position
of the sound device”, “Material of the road”, “Fell of the road”, and “Width
of crosswalk”. And more, the subjects felt that the environmental information
shown as below were non-required, that is “Vehicle’s road along the sidewalk”,
“Utility pole”, “Automatic vending machine”, “Street sign”, and “Street light”.

Table 3. The result of the question1. Here, one of the 13 subjects answered no “Non-
require” Information.

Information Require Non-require

Summary 3 1

Current direction 9 0

With or without sidewalk 9 0

Width of the road 0 7

Length of the road 5 3

With or without textured paving blocks 7 1

Position of textured paving blocks on the road 0 6

With or without traffic signal 11 0

With or without sound device 6 0

Traffic signal’s sound type 0 5

Position of the sound device 0 6

Material of the road 1 8

Feel of the road 0 8

Shape of crosspoint 1 2

With or without textured paving block for warning 7 2

Width of crosswalk 1 10

Length of crosswalk 4 0

Environment around the road 1 1

Table 4. The result of the 2nd question. Here, one of the 13 subjects answered 5
“Necessary” Information.

Information Require Non-require Information Require Non-require

Guard rail 7 0 Buildings 7 2

Parking lot 6 2 Bus stop 3 0

Border 5 2 Entrance of the subway 2 3

Vehicle’s road along the sidewalk 2 5 Obstacles on the road 3 2

Utility pole 0 3 Automatic vending machine 2 9

Slope 9 1 Street sign 0 12

Shops 7 0 Street lignt 0 11
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In consideration of these result, we did re-extraction of the information which
were put into the auditory map (Here, we didn’t remove the information about
“Width of the road”, because of the educational viewpoint of the skills for inde-
pendent walk). And, we designed the experiment on the different route.

2.5 Experiment 2

We created the auditory map based on the production rules and the above re-
extracted information. And, we did the experiment using this created map. The
purposes of this experiment were to clarify the problems of these maps. The sub-
jects were 12 persons, who were the visually impaired. The route was set up in the
downtown of Fukuoka City (Fig. 1). All subjects had no experience to walk along
this route. The experimenter was able to walk along this route in about 20 minutes.

Before the experiment, the subjects listened to the auditory map in several
times, and grasped the whole route roughly. After the starting signal from the
experimenter, the subjects started to walk independently. Here, the subjects were
able to listen to the auditory map as much as they wanted in anytime. When
the subject reached to the destination or 45 minutes passed after the start, the
experiment finished. And, if the subjects lost their way, they were able to use
the tele-support [7]. Here, the tele-support meant that the supporter who was at
remote place instructed the subjects how to get to the nearest check point and
how to get their orientation.

The result of this experiment showed in Table 5. And, the subjects used the
tele-support the most around the point 6. In this experiment, the route consisted
of the paths without sidewalks mainly. And, the road between the check point
6 and the check point 7 was narrower than the road between the check point 5
and the check point 6. And, there were no signs on the road at the check point
6. So, it seemed that the subjects were hard to find the check point 6.

Table 5. The relationship between the last check point where the subjects went through
and the number of the tele-support. Here, “6.5” means in the crank which placed
between “6” and “7” on Route 2.

Check point The number of the tele-support Check point The number of the tele-support

1 1 6 6

2 2 6.5 3

3 1 7 2

3.5 3 G 1

5 2

2.6 Total Discussion

The results of above experiments suggested as follows: the result as to whether
the participant was able to reach the destination depended on the result as to
whether he or she was able to find the points for turn like the cross points and
the entrances of the crosswalk. That is, the route should be selected and the
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instructions should be produced according to the user’s ability of finding the
point for turn, not only the difficulties of roads to walk along.

3 Development of the Prototype System

We developed a prototype system of the auditory route map providing system
for the visually impaired based on the above results. That is, the auditory route
map was produced based on the basic production rules shown as above, and its
information was selected based on the result of the above questionnaires and
experiments. The system worked on Linux platform, and it was written using
PHP. And, the system required the software shown as below; apache, mapserver,
postgresql, postgis, and so on.

Another feature of our system was that the nodes for pedestrian’s networks
had its weight for finding the most appropriate path to take. It was designed
based on the results of the above experiment. That is, finding the points for
turn was the most important for a user to reach the destination successfully. In
general, in order to solve the shortest path problem with Dijkstra’s algorithm
etc., only the edges for pedestrian’s networks have the weight. So, in the case
of solving the shortest path problem, the node’s weight was added to the edge’s
weight temporarily. By applying this procedure, the system enabled the user to
find the most adequate path to walk along. Besides, in order to make the system
work according to individual characteristics, the system had the personal data
table which consisted of the type of edge and the type of nodes and their weights.
This design enabled to produce the personal maps according to the individual
characteristics.

Now, we developed just prototype system which had above mechanism. So,
we have not evaluated that the system was able to select adequate route for the
individual characteristic, yet. And, this system had still many limitations, for
example, the system was able to provide the maps only as text datum. We will
improve this system in our future works.

4 Conclusion and Future Works

In this paper, we described about the auditory route map providing system,
especially its basic concept, the questionnaires and experiments for the specifi-
cation determination, and its prototype system. In our future works, we will be
able to provide the maps as audio datum, and improve its user interface for the
visually impaired. And, we will also study how to collect the information which
was put into the auditory route map efficiently and how to weight the nodes and
edges adequately.
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Abstract. This paper describes which auditory information affects the
accuracy of “perception of crossability” for blind people. We have cre-
ated a “virtual 3D acoustic environment” in which subjects feel a car
passing in front of them to help them cross a road safely. The system
is theoretically based on acoustic “time-to-contact” information, which
is the most important concept in Ecological Psychology. Experimental
results suggest that blind people tend to estimate the acoustic “time-to-
contact” significantly longer than did sighted people. However, there are
no significant differences between their sensitivities toward the speed of
a moving sound source and the gain level of indirect sounds.

1 Introduction

We have developed a “virtual 3D acoustic environment” to help pedestrians
with severe visual impairment train to cross roads safely, in which they can
hear moving sound sources as if vehicles were passing in front of them [6]. It is
difficult to accurately specify which acoustic features affect a pedestrian’s level
of “crossability.“ “Crossability” is a sense of perceiving the capability that a
person can cross a road without being hit by a vehicle.

In our previous work [6], we demonstrated that it is possible to clearly dis-
tinguish subjects who can understand road situations accurately and those who
cannot by focusing on individual variations of the acoustic clues they use. Those
results led us to focus on accurate perception of speed for accurate understanding
of the traffic situation. In this work, we examine whether subjects can perceive
speed accurately by using acoustic information only and determine how respon-
sive they are to indirect sound. Experimental results exhibit the same trend for
a variety of direct and indirect sounds in cases of both sighted and blind people.
Based on these results, we propose a new experimental method in considera-
tion of the individuality of acoustic clues. Finally, we propose a guideline for
designing a training menu.
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2 Research and Methodological Approach

The purpose of the present study is to find what acoustic skills are necessary for
blind people to perceive the crossability of a road. To cross a road safely, one
needs to accurately estimate the following two time types:

1. Time remaining until a vehicle arrives at the pedestrians position (time-to-
arrival ta)

2. Time required when crossing a road, estimated from the width of the road
(time-to-cross tc)

If pedestrians wrongly estimate the ta and tc, they may collide with a vehicle.
We stand on the viewpoint of ecological psychology, which is known to be a
useful study for understanding the time-to-arrival estimation process.

Figure 1 shows the experimental setting. First, each subject was instructed
to localize where the white cane made knocking noises, after which the sound
source was set to pass about 2 m in front of the subject at a certain speed,
which was randomly changed from 10 to 40 km/h. The subjects were instructed
to listen to the acoustic information and to click twice, clicking first when they
noticed the car sound passing over the white cane knocking point, and second
when they heard the sound of the passing car right in front of them. Note that
sighted subjects were instructed not to watch the screen.

2 m

10�40 km/h

Car

Listener

Stick

8 m

10 m

First click

Second click

2 m

10�40 km/h

Car

Listener

Stick

8 m

10 m

First click

Second click

Fig. 1. Top view of this experimental setting

First, the subjects were instructed to locate the sound source moving at differ-
ent speeds (from 10 km/h to 40 km/h at 5-km/h intervals, presented randomly)
in 40 trials. Next, they were instructed to locate the sound source moving at
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a constant speed of 25 km/h under different indirect sound conditions (eight
conditions from -0d B to -60 dB in 10-dB increments and no indirect sound)
in 40 trials. We only told the subjects that there were two sets of 40 trials un-
der different conditions, and they were not informed about the details of those
conditions. The distance from the point of the knocking noises to the front of a
subject was set to 8 m.

3 System for Creating Acoustic Environments

Figure 2 shows the architecture of our system, which consisted mainly of three
audio recorders (Roland AR-3000); two 3D sound-space processors (Roland RSS-
10); and a headphone system (SONY MDR-DS8000). A moving sound source
and white cane knocking noises were transmitted from each “audio recorder”
to each sound space processor, which, in a virtual 3D sound space, can simu-
late acoustic environments including reflected sounds, reverberations, and the
Doppler effect.

Fig. 2. System architecture for this experiment

The RSS-10s each have four sub-processors: a binaural processor, a distance
processor, a reverberation processor, and a delay mode. These sub-processors
are based on Head Related Transfer Functions (HRTFs), which are measured in
an anechoic chamber. This enables subjects to not only localize stationary sound
sources but to also detect the direction of a sound. The RSS-10s were controlled
with a PC (IBM IntelliStation Z Pro) through a MIDI interface (Roland UM-
880), and the PC output generated sound to the headphones through a mixer
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(Roland VM-7200 and VM-C7100). The experimenter can also design many dif-
ferent sound image trajectories using exclusive software (Roland’s Creating 3D
Sound and Microsoft’s Visual C). Finally, ambient sounds, which are assumed
to occur in real road-crossing situations, were set into the virtual acoustic envi-
ronment by the third audio recorder.

4 Experimental Results and Discussions

In this work, we examined whether subjects can accurately perceive speed by
using only acoustic information and their sensitivity to indirect sound. Thirteen
sighted subjects and 13 blind subjects, aged between 21 and 50 years old, par-
ticipated in the experiment. We focused on how correctly subjects estimated the
8-m distance from a point where knocking noises were made to the front of a sub-
ject. This distance was constant in this experiment. Therefore, we can say that
a subject has accurate perception of speed if he or she thinks a car comes early
under high car speed conditions and it comes late under low car speed conditions.

Fig. 3. Accuracy of locating moving sound source vs. change of moving speed

Figure 3 shows the time differences between two clicks under different car
speed conditions. The differences between the correct answers and answers given
by subjects show how they can estimate the distance correctly. The correct
answer varies with car speed as described by the red line.

We used a two-way analysis of variance (ANOVA) to compare means among
groups. Post hoc analyses were performed with the Bonferroni/Dunn procedure
when the F ratio for the ANOVA was significant at p < 0.05. In the following
table, VI denotes “Visual Impairment” and Sp means “Moving Speed of Sound
Source.”
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Table 1. Two-way ANOVA table for changing parameters of moving speed

Source Seq. SS df MS F P
71.32794 24 2.971997 60.84272 0.0000 **

VI 8.39369 1 8.393696 2.824261 0.1058
Speed 14.20917 6 2.368195 48.48169 0.0000 **
VI*Sp 0.53274 6 0.088791 1.81773 0.0996

Residual 7.03399 144 0.048847
Total 101.49755 181
Note: * p < 0.05, ** p < 0.01

The main effect of the factor “Speed” was significant (p<0.01). On the other
hand, the main effect of the factor “Visual Impairment” was not significant
(p=0.1058). The Bonferroni/Dunn test revealed the trend that there were signif-
icant differences among different speed conditions at low speed (around 10km/h)
and no significant difference at high speed (around 40km/h). This indicates us
that both blind and sighted people tend to underestimate to a greater extent
how long a car takes to arrive at the spot the faster it moves. There was no
significant interaction effect, here, although only in cases of blind people, differ-
ences between estimated times for different car speed conditions becomes smaller
if the car moves faster.

We used a two-way analysis of variance (ANOVA) to compare means among
groups. Post hoc analyses were performed with the Bonferroni/Dunn procedure
when the F ratio for the ANOVA was significant at p < 0.05. In the following
table, IS represents “Indirect Sound.”

The main effect of the factor “Indirect Sound” was significant (p<0.01), as
was the the main effect of the factor “Visually Impairment” (p=0.046). These
results suggest that blind people perceive distance to be significantly longer than
so sighted people. Furthermore, the Bonferroni/Dunn test revealed the trend
that there were significant differences among different indirect sound conditions
around -40dB but no significant difference near the complete reflection condition
(-0dB) nor near the condition of no indirect sound condition. There was no
significant interaction effect.

These results indicate that blind subjects estimated or tended to estimate
the time-to-contact significantly longer than did the sighted subjects. However,
there was no significant difference between the blind and sighted subjects with
respect to sensitivity toward each experimental factor, the speed of a moving
sound source and the gain level of indirect sounds.

Therefore, in future experiments, we must pay attention not to the change in
speed and gain level but to how blind people use direct and indirect sound under
a certain speed and a certain gain-level condition. These results also agree with
the fact presented in our previous study that locating errors become larger when
a sound source moves more slowly [5,6]. Furthermore, as there was a significant
difference among different indirect sound conditions around -40 dB, it appears
that experiments can be performed under these conditions in order to examine
what clues can be used to perceive crossability.
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Fig. 4. Accuracy of locating moving sound source vs. change of indirect sound
conditions

Table 2. Two-way ANOVA table for changing gain levels of indirect sound

Source Seq. SS df MS F P
44.06210 24 1.835920 32.31988 0.0000 **

VI 8.12675 1 8.126753 4.42648 0.0460 *
IS 6.93716 7 0.991023 17.44615 0.0000 **

VI*IS 0.171770 7 0.024538 0.431982 0.8812
Residual 9.543187 168 0.056804

Total 68.84090 207
Note: * p < 0.05, ** p < 0.01

5 Conclusions and Future Works

These results suggest that we should classify all subjects into groups depend-
ing on the difference of high or low sensitivity to changes in speed and indi-
rect sound, not on their sight. According to this classification, we should be
able to develop training menus that correspond to individual variations of used
acoustic clues. We are now developing new training menus following this line of
thought.
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Abstract. For blind people it is very difficult to orientate in an urban
area. Especially in an unknown environment they cannot move indepen-
dently and need the help of a sighted person. With the development of a
navigation system tailored to the special needs of blind people their mo-
bility will increase. Blind people make high demands on all components
of the navigation system. These requirements and possible solutions are
worked out in a project with the collaboration of blind people. The de-
velopment aims at a prototype of a navigation system which covers the
overall spectrum of navigational components. This comprises an appro-
priate modeling of the navigational environment, fast routing algorithms
generating lists of maneuvers, suitable positioning tools, reliable map
matching algorithms for route checking, and finally, adequate guidance
instructions.

1 Introduction

The aim of PONTES (positioning and navigation of visually impaired pedestri-
ans in an urban environment) is to develop a demonstrator navigation system
for blind and visually impaired people tailored to their special requirements on
all system components. The research project at the Institute of Navigation and
Satellite Geodesy of Graz University of Technology is funded by the ARTIST
programme of the Austrian Federal Ministry of Transportation, Innovation and
Technology. ARTIST, the Austrian Radionavigation Technology and Integrated
Satnav Services and Products Testbed, is founded to promote the development
of applications for the Galileo System which will be Europe’s future satellite-
based navigation and positioning system. A close cooperation with the Styrian
Association of Blind and Visually Impaired People permits the involvement of
the user group into the project.

2 The System’s Concept

The system’s architecture is similar to the concept of an in-vehicle navigation
system but is tailored to the special needs of the visually impaired pedestrians.

K. Miesenberger et al. (Eds.): ICCHP 2006, LNCS 4061, pp. 1280–1286, 2006.
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The components shown in Fig. 1 are a navigable map which includes the en-
tire data for the navigation system and a positioning module to determine the
current position of the pedestrian. This absolute position is transformed into
a location (i.e., a relative position) by the map-matching module. Finally, the
routing and guidance module generates guidance instructions, obstacle warn-
ings, and additional information on the vicinity which are transmitted to the
user acoustically via a man-machine interface at the correct time.

Fig. 1. System Components

2.1 Navigable Map

The database of a navigation system is a digital map that includes the whole
geometric, topologic, and thematic information. In case of blind users, it is very
important that the map fulfills the following properties: geometrically accurate,
topologically consistent, thematically correct, up-to-date, and complete. In ad-
dition, the data needs a high resolution to provide blind people with specific
information. A lot of landmarks, objects, and attributes for describing the sur-
rounding area have to be included to the detailed path network in the case of
blind users to ensure autonomous mobility. Moreover, the map must be able
to support routing in the sense of route planning, and guidance. Therefore, the
data structure of the vector-type path network consists of nodes (e.g., intersec-
tion of pavements) and edges (e.g., promenade, zebra crossing) relevant for route
planning and of polygon points (e.g., static obstacles) relevant for guidance. In
addition, the digital network includes points of interest like public buildings,
shops, restaurants, medical care facilities, etc., and landmarks to provide the
blind traveller with important information to navigate without the help of a
sighted guide, and get an imagination of the environment close to reality [6].
Fig. 2 shows an example of the path network in the testing area of Graz. This
network is modelled with the support of a geographical information system (GIS)
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Fig. 2. Path Network

and is stored in a geodatabase. Furthermore, for the route planning algorithm
the database structure has to be transformed into an indexed adjacency list to
guarantee a high performance [2], Sect. 5.4.2.

2.2 Positioning Module

Compared with conventional pedestrian navigation, the quality requirements on
position determination are much higher in the case of blind pedestrians. Accu-
racy should be at the one-meter level and below. The position must be accurate
enough so that objects and locations relevant for guidance instructions are reli-
ably situated within the tactile range of the white cane. Of course, availability
must be ensured anytime and anywhere with a top-level integrity. To achieve
the above quality requirements, an integrated concept of position determination
is indispensable. On the hardware side this is realized by a multisensor system
where the determination of the pedestrian’s state vector (position and velocity,
and to a certain extent even attitude) has to follow the principles of sensor fusion.
Hence, appropriate methods of signal processing, i.e., methods of computing and
updating (or filtering) the actual state vector are required. In kinematic mode,
optimal filtering is achieved via Kalman filtering based on measurements from
the multisensor equipment and on dynamic modeling of the motion. Typically,
the integrated concept for pedestrian navigation is the combination of satellite-
based positioning, e.g., GPS using code pseudoranges, or differential GPS, and
dead reckoning (i.e., relative positioning with respect to a known initial posi-
tion). The latter allows the bridging of GPS data gaps typically occuring in an
urban environment [8].

The positioning module is realized using the Pedestrian Navigation Module
(PNM, Fig. 3) kindly offered by the Swiss Vectronix AG. This multisensor system
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Fig. 3. Pedestrian Navigation Module

includes a GPS receiver for absolute single point positioning, a magnetometer
triad and a gyrocompass for course determination, an accelerometer triad for step
detection (derived from frequency analysis mainly in the vertical component),
and a barometric altimeter for height determination. The associated firmware
calculates the DR position and integrates it with the GPS position using a
Kalman filter [3].

2.3 Map Matching

Map matching is the process of projecting the determined position to a digital
path network held by the navigation system. I.e., the current position is matched
to a map point which is directly situated on an edge of the model graph. In other
terms, the real position, absolutely defined in a coordinate reference frame, is
transformed into a location relative to the nodes of an edge in the graph [5]. This
location received in the map is necessary for generating the guidance instructions
and obstacle warnings which are communicated to the blind user and depend on
topological relations in the map: e.g., an obstacle warning is announced a few
meters prior to the occurance of the hindrance, certain maneuver instructions
(e.g., “turn left”) are announced immediately before the direction of the path
changes, etc. It is worth noting that map-matching calculations are complex and
time-consuming, since sophisticated map-matching algorithms perform an edge-
to-edge and not a point-to-point matching. Not only the current position is taken
into account but also a (partial) “history” of the trajectory. As a consequence
map-matching algorithms must also be able to warn of off-route or even off-road
situations. In the first case, the pedestrian is still moving on a path within the
network but not on the precomputed one, in the second case, he has totally left
the path network.
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As far as accuracy of the map-matched position is concerned, the results are
near to the required values but are still to be improved until the end of this
project and in the future. The variance of the position after the map-matching
process is around two meters and should be improved towards the tactile range
of the white cane.

2.4 Routing and Guidance

Special emphasis of PONTES is placed on the determination of the optimal route
from a start site to a given destination. This is realized by a route planning al-
gorithm. One of the most frequently used algorithm is Dijkstra’s shortest-path
algorithm which is implemented in the system, but, in contrast to a conventional
navigation system, the demonstrator does not simply search for the (geometri-
cally) shortest path. Instead, possible safety risks for blind people are evaluated.
The various influences are summarized by a specific cost function. This approach
allows the routing algorithm to automatically avoid (i.e., circumvent) potential,
hazardous situations for blind people. The guidance instructions are based on
the route planning module and the route checking task which is permanently
monitoring the pedestrian’s map-matched position relative to the points where
guidance instructions are to be reported. The route planning module generates a
maneuver list and tells how to guide, route checking decides when to guide. Be-
sides, the guidance instructions are divided in four different groups. “Direction
instructions” define how to move, e.g., left or right. “Maneuver instructions” tell
the user what to do (e.g., turn or go until). Moreover, “objects” are responsible
for additional information and give better orientation (e.g., traffic lights). Last
but not least, “obstacle warnings” are included (e.g., “attention, there is a traffic
sign at the edge of the pavement”) [7].

3 Special Requirements

3.1 Detailed Database

Blind people have special needs, because they are more dependent on the navi-
gation system than sighted people. Data of in-vehicle navigation systems cannot
be used because of their big scale and less details. It is very important that
blind people can rely on the system in every situation. To achieve this, a high
accuracy of both the data and the position is necessary, that means an accu-
racy below the one-meter level. What is even more important, the data have to
include lots of details to facilitate an imagination of the surrounding close to
reality. In addition, blind people need a lot of objects for orientation especially
in unknown areas. During discussions whith blind people, differences occur be-
tween old and young people but particularly between people blind by birth and
people who became blind later in their life. The latter have more problems to
determine their course. Furthermore, it depends on the characters, interests, and
fears which objects are needed in the database. Therefore, some persons need
more information than other and it is hard to find an optimal solution for all.
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To guarantee ideal information outputs for all different demands, the possibility
of choices should be made available by the user interface. All objects are divided
into object classes and categories, so, each of them could be switched on and off
arbitrarily. In other words, obstacle warnings could be turned off, if desired by
the user. Moreover, categories of points of interest could be selected specifically
or turned off as well (e.g., at everyday routes).

3.2 Guidance and Obstacle Warning

Particular sources of danger are objects which do not touch the ground but reach
into the pavement at face level. Such objects cannot be sensed by the white cane.
Some examples are postboxes, traffic signs, and gates. A further, precarious cir-
cumstance is a bicycle lane at the pavement. This makes it necessary to include
(obstacle) warnings besides guidance instructions. For each maneuver, two guid-
ance instructions are communicated to the user, one for preparing some meters
before and the other one for executing the maneuver. In contrast to guidance
instructions, there is only one warning for each obstacle to avoid too much out-
puts. The guidance instructions are not dependent on the velocity as in in-vehicle
navigation systems since pedestrians move very slowly.

3.3 Safest Route

Concerning route planning, it is not only the shortest route which a blind person
needs. Elderly people prefer the safest route. This is realized in the system by a
cost function for the route planning algorithm. This function avoids dangerous
paths like cebra crossing without traffic lights.

4 Difficulties and Problems

4.1 Communication Interface

A very complex part is the design of the user interface. Blind people have a
poor cognitive imagination, their spatial reasoning is sequential. Therefore, it is
difficult to transmit the proper information of the sourrounding space to a blind
pedestrian. As a result, high requirements on the user interface are needed.
There are some difficulties in the realization of an optimal user interface: The
first intention of everyone would be the use of earphones [4]. But, blind people
do not like to use headphones, because in that case they are not able to hear
the background noise of the environment. However, this acoustic information is
very important for their orientation (e.g., the traffic noise helps blind people to
find the right direction for crossing streets). In addition, speech input is very
difficult to be realized and is not yet reliable enough to be used for blind people.
Especially, in noisy surroundings problems occur with speech recognition.

An idea for an output device is to use vibrating wristbands. Direction infor-
mation could be given with the vibration on the left or right arm. Moreover,
obstacle warning could be realized by varying the intensity of the vibration with
the distance from the object. Another user interface device could be an one-hand
keypad with braille output, which supports input and output functionality.
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4.2 Temporary Obstacles

A further difficulty is the detection of temporary obstacles like bicycles at the
pavement, construction sites, scaffolding, and so on. These objects are a special
risk of injury for blind people. To include these objects to the obstacle warnings of
the navigation system, object recognition via head mounted camera is needed [1].

5 Outlook

A future project called ODILIA will start in July 2006, when PONTES ends. The
aim of ODILIA is solving the remaining problems discussed above, optimizing
the user interface, and extending the system. Besides the mobile unit, ODILIA
will additionally include a desktop for pre-trip information and training at home.
As far as positioning is concerned, indoor applicability of the system and the use
of public means of transport like busses or trams will be considered. Another
main topic in ODILIA will be optimizing the generation of the path network
to expand the system to larger environments. This includes the development of
an automation process. Furthermore, the blind person should be able to acquire
additional obstacles and points of interest, and include these objects to the
database.
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Abstract. We are developing a haptic-sensable system to help a blind person 
understand 3D shapes.  As a first attempt we have implemented a pathway 
simulator which simulates a guiding of a pathway through haptic recognition.  
If we could indicate a pathway by haptic means to the user, i.e., if we simulate a 
feeling sensed in his palm and caused by a sliding long cane along the pathway, 
we believe it might give him an on-site feeling of the pathway.  The purpose of 
this haptic pathway simulator is to help a user with his making a mental map of 
the pathway.  So in the simulator we provide guiding information of the  
surroundings verbally as well. 

1   Introduction 

A walk-guide is a serious task for a visually impaired person. As a result of repeated 
walk-guides he builds a mental map of the pathway. In order to build it he uses all his 
sensations: his remaining sight, echo and sound landscape, touch of his feet on the 
ground, smell, breeze and others. The mental map is described best verbally.  It con-
tains a detailed description of the clues on the pathway which is usually tedious to the 
sighted. 

In our campus a blind freshman is introduced classrooms, hallways, stairs and  
major pathways while walking around in the buildings together with an assisting 
guide helper.  As this guidance needs an assisting person, it is hardly possible to  
repeat the training several times.  So students are obliged to remember details of ori-
entation only after few practices. 

A walk-guide simulator is helpful in this situation. Such a simulator is reported in 
[1,2] where a map indicating roads and obstacles (buildings) for walking is presented 
at the computer terminal and a trainee (user) orients himself in the map by using key-
board inputs under a voice navigation. For example, if he inputs an arrow, then his 
location in the map is moved towards the direction of the arrow by one unit. However, 
it is easily understandable that a training using a keyboard might give user a feeling 
that is far different from one obtained by real walking using a white cane. 



1288 Y. Murai et al. 

A few researches are reported in the direction where diagrams and figures are  
presented to a blind person through a touch-sensable interface in which both-
directional communications of input and output between the user and the system are 
allowed by touch sensable means [3,4]. 

We report a walk-guide simulator using a touch-sensable (haptic) interface.  In our 
simulator a trainee, holding in his hand a stylus which is captured in a limited-range 
free three-dimensional space of a haptic device, pushes it against resisting force  
(computer controls this resisting force) toward the floor for walking simulation.  A 
trainee through the stylus can feel a touch sense similar to one which might be ob-
tained when he is using a white cane while walking on the floor.  We describe how 
our simulator works and report about its availability observed in the experiments. 

We borrow material largely from our almost simultaneous report in [5].  However, 
in this paper we have tried to emphasize the use of haptic devices for the visually 
impaired. 

2   Description of the Simulator 

Our hardware consists of a haptic interface and a personal computer (PC). We display 
the layout of the interior of a room by a simplified 2D arrangement of furniture and 
pathways in the computer terminal. The user of the simulator recognizes indoor  
objects (desks, shelves and so on) through a haptic interface feeling as if he is touch-
ing these objects through a white cane. He can move around in the room as well in the 
simulator. 

The simulator consists of the three parts: 

(1) a Phantom Omni (SensAble Technologies Inc.) which serves as a user inter-
face, 

(2) its control software and  
(3) the interior layout model (the latter two are implemented in PC). 

The interior layout model is implemented in OpenGL in 3D graphics.  The user can 
do a walk-guide training starting from the entrance of the room feeling the response 
of the haptic interface. 

In Fig.1 we show the hardware system organization.  An interior layout model is 
shown in the display of the computer; the display is for a weak sighted trainee or for 
the developers use: the system can be used without the layout display.  The device 
allows a trainee feel a sense of touching onto the objects created in the computer by a 
graphic modeler. 

To operate Omni one moves a stylus (a pen-shape stick on which two buttons are 
equipped at the holding position which serve as two buttons of a mouse of computer) 
whose top is attached to the end of the arm stretching out from the rotator body set on 
the pedestal. 

The 3D movement of the top of the stylus is fed into the input of the 3D model 
which is built in the computer. By the geometrical relation between the input and the 
object in the computer model, a haptic response is sent back to the user through the 
stylus. In this way the user can touch or go around the objects in the model. As the 
simulator responds with repulsive force against touching, the user can obtain a feeling 
at the stylus as if he is virtually touching the object. 
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Fig. 1. System organization 

2.1   The Walk-Guide Simulator 

In the simulator the user can experience as if he is moving around in the layout shown 
in the display by examining his pathway using a white cane. The walk-guide practice 
is safe and can be repeated as many times as he likes. The training is expected to be 
done in a more realistic (simulated) environment than one in which tactile or voice 
map are used. The layout can be designed according to a real environment or it can be 
created freely. It is provided as a separate file to the system by a program. The dimen-
sion of the whole interior floor of the room is 20 x 20 square units including the four 
walls (See Fig.2, where (a) and (b) show our room and floor, respectively). An inte-
rior object including a wall can be set by clicking the units which the object might 
occupy (for the programming we used Microsoft Visual Basic 6.0). 

      

Fig. 2. A room layout 

For our interior model we set a size-20-cube as our room, in which we can arrange 
several objects (furniture) on the floor. Each object is constructed by connecting unit 
size cubes into an appropriate shape. The room is surrounded by walls with unit size 

(b)

roomour

interface) (haptic
Omni

(a)
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thickness with an entrance which has 3 unit width. We have colored the floor in 
white, walls in blue and furniture in green. Fig.2 shows a bird's-eye view of our room 
(from z-coordinate direction). 

The layout is displayed on the computer window as a 3D model by OpenGL  
(See Fig.3). At the same time the layout is fed into Omni through its API (Application 
Program Interface) and become available in the simulator.  The user (trainee), holding 
Omni’s stylus, pushes it against floor (that is, perpendicular to the display surface at 
his front) and moves on the floor based on the sense of the repulsive force from the 
floor. If he is confronted with the wall or a desk, a strong repulsive force prohibits 
him from his further moving. In this way he can train himself a walk around in the 
room sensing the touch of the floor. Omni allows various settings for the response: 
stiffness, elasticity, friction and so on. So it can respond pseudo-real responses that 
are similar to the touch of a real long cane to the user, as well as it can respond artifi-
cial responses specially designed to react to, for example, dangerous places; this may 
be helpful in giving an efficient training. 

In Fig.4-a ~ 4-c we show a trainee’s current locations. In Fig.4-a he is in the middle 
of the pathway, in Fig.4-b he is moving along the table, and in Fig.4-c he has made a 
turn toward us at the sofa.  In each figure, a blue cone locates Omni’s stylus. The 
interior layout model constructed by OpenGL can be manipulated directly through 
Omni’s API. 

      

Fig. 3. 3D model by OpenGL 

2.2   Program 

We have used the C language for programming. The API programs for OpenGL and 
Omni we have used through SDK (Open Haptics, Academic Edition for Microsoft 
Windows ver.2.0). We compiled the program by Microsoft Visual Studio.Net 2003. 
The program size is about 1,000 steps in source codes. Major part of the programming 
for Omni is to program 3D interior layout model through OpenGL. The OpenGL, 
originally made by Silicon Graphics Inc., is a 3D graphics library which does not  
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Fig. 4. A walk around in our room 

depend on operating systems. Using the GLUT (OpenGL Utility Toolkit) library 
simplifies 3D programming. 

3   Experiments and Discussions 

3.1   Experiments 

We have tested our simulator by two students (as subjects).  The experiment is as 
follows: we have prepared three interior layout models (See Fig.5-a ~ 5-c). For each 
model each student spent 10 minutes to walk around in the room. Each student is to 
recognize floors, walls and furniture. They have given comments on the usability of 
the simulator. There are several important problems: 

1. Every object can be walked thorough easily if the user gives an extra force to the 
stylus. 

2. It is very hard to recognize the real size of the objects. 

For the problem 1 it could be adjustable as the current implementation sets zero re-
pulsive force against too strong force in order to protect hardware device. For the 
problem 2 we need further investigation.  In Fig.6 we show a picture of the  
experiment. 

       

Fig. 5. An experiment of the three layout models 

(c)(b)(a)

(c)(b)(a)
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Fig. 6. An experiment scene 

3.2   Comparison with a Tactile Map 

For a walk guide purpose a user (student) is usually given a tactile map. A sheet of 
tactile map has several remarkable features compared with our simulator, especially 
with our layout model. 

1. Making a tactile map is simpler than making our layout model. 
2. Tactile map is portable, i.e., the user can bring it to the place with him. 
3. Tactile map is flexible to use; the user can manipulate all his finger-tips to touch 

and sense the map. Consequently, he can grasp the global distribution (topology) of 
the layout more easily. On the contrary, in our simulator the user is allowed to  
manipulate strictly a point of the stylus. 

Nevertheless we see some merits of our simulator. 

1. A programmable feature of our simulator makes its potential usage high.  For ex-
ample, we can introduce the user with an automatic guided tour of a route on the 
layout, i.e., the program automatically guides him a predefined route on the layout 
with an appropriate voice guidance.  Also a guidance by a teacher (a duet walk-
guide) is easily realizable; this mode of usage is realized by combining two Omni 
interfaces connected in master-slave mode through LAN and controlled by a single 
program; on one Omni the teacher (sighted) guides a route on the layout, the move-
ment of which stylus is transferred to the second Omni, to the student (blind), who 
follows the teacher holding the second stylus. 

2. We can incorporate a rapidly growing computer technology in our system.  We 
have observed that our simulator is in some sense awkward to the user.  However, 
walk-guide simulator with a haptic interface has a rich extensibility due to rapidly 
growing technology behind it. 



 A Haptic Interface for an Indoor-Walk-Guide Simulator 1293 

4   Conclusions 

Our simulator shows that the haptic interface considerably helps a visually impaired 
person with the training of indoor walking. It is important that he can repeat the train-
ing by himself as many times as it is needed. Haptic interface is useful for augmenting 
tactile or touch sensing which is one of the major devices of sensing for the visually 
impaired. As our future plan we include: 

1. Improving the recognizability of various objects by fitting parameters of Omni: 
stiffness, elasticity and abrasion. 

2. Improving verbal information together with sensable information. 

A large size model equipped with many details which reflect real environment 
would be needed for a fruitful study of our simulator. 
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Abstract. We demonstrate computer vision techniques designed to aid blind or 
severely visually impaired wheelchair users. These techniques will be used to 
sense important features in nearby terrain from images collected by cameras 
mounted rigidly to the wheelchair. They will assist in the detection of hazards 
such as obstacles and drop-offs ahead of or alongside the chair, as well as de-
tecting veer, finding curb cuts, finding a clear path, and maintaining a straight 
course. The resulting information is intended ultimately to be integrated with 
inputs from other sensors and communicated to the traveler using synthesized 
speech and/or audible tones and tactile cues, supplementing rather than replac-
ing the user's existing cane, guide dog and wayfinding skills. 

1   Introduction 

Approximately one in ten blind persons uses a wheelchair, and independent travel is 
currently next to impossible for this population. Conventional blind wayfinding tech-
niques – cane or guide dog – become extremely difficult or impractical in a wheelchair, 
requiring great physical dexterity and coordination. As a result, independent travel is so 
difficult that few attempt it, resulting in a widespread lack of awareness of this severely 
disadvantaged population. 

We have begun a research project to develop computer vision technology for sensing 
important terrain features as an aid to wheelchair navigation. These features include 
drop-offs, curbs/curb cuts and the shoreline (i.e. edge of the sidewalk bordering grass or 
other terrain, or adjoining a wall). We are developing computer vision algorithms for 
interpreting visual scenes to infer this visual information, in real time, obtained from 
images collected by video cameras mounted to the wheelchair. This information will be 
communicated to the traveler using synthesized speech, audible tones and/or tactile 
feedback, and is meant to augment rather than replace the information from existing 
wayfinding skills.  The traveler will use this information in controlling the wheelchair 
himself/herself (rather than relying on robotic control of the chair). 

2   State of the Art and Related Technology 

The specific problems of visually impaired wheelchair riders have received little study [3]. 
Indeed, the only commercial device targeted at this population is a version of the laser cane 
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by Nurion Inc., mounted on the arm of a wheelchair [2]. The laser's fixed pencil beam 
drastically limits its "field of view," while four added ultrasonic sensors detect only large, 
tall obstacles within one foot. Several "smart wheelchair" projects have emerged from 
mobile robotics research [5], mainly directed at persons with severe physical, cognitive and 
neurological rather than visual disabilities. However, the robotic approach in general re-
moves control from the user, and operation is restricted to controlled environments [8].  

Some technology developed in robotics and autonomous vehicle navigation research 
may eventually be useful in the design of navigation aids for wheelchairs, but has limita-
tions that prevent it from being adopted in the near future. For instance, 3-D sensing for 
environmental mapping in robotics is performed using a single or double axis lidar (simi-
lar to radar but using laser light rather than radio waves). Although lidars produce very 
accurate distance measurements, they are still expensive and bulky; moreover, they can-
not acquire surface color information, which can be very useful for recognition.  Curb 
detection over short distances for safe driving has been demonstrated at CMU with a 
laser striper and a calibrated camera, which makes for a very economical system [10]. 
The problem with a fixed laser striper is that the resulting viewing geometry is very lim-
ited, while our task requires the ability to detect features over a rather wide field of view. 

3   Research and Methodological Approach 

In our experiments, one or more pairs of stereo video cameras are mounted on the 
wheelchair and connected to a laptop computer to produce range estimates throughout 
the image. We are currently using the Videre Design MEGA-DCS color stereo sys-
tem, which produces range maps at several frames per second using a simple but fast 
correlation-based stereo algorithm. 

        

                  

Fig. 1. Stereo input and output. Top, left to right: (a) Image from left camera. (b) Elevation map 
(darker = higher). Bottom, left to right: (c) Areas classified as above (red), below (blue) and on 
(no color) ground plane. (d) Graph of elevation across the green slice in panel in (c) is roughly 
constant except for the discontinuity at the curb. 
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In order to find important terrain features such as drop-offs and curbs it is useful to 
first estimate the ground plane in the scene and then use this information to convert 
the range map into an elevation map [7], which indicates the height of points in the 
scene relative to the ground plane (see Fig. 1b). Since stereo range estimates are often 
noisy or missing in parts of the image, it is important to develop robust techniques for 
estimating ground planes and other specific features of interest even when some of the 
range estimates are unreliable. 

4   Findings 

In order to improve the accuracy of the elevation map, we have implemented a ver-
sion of the "V-disparity" algorithm [4] that reliably estimates the ground plane in real 
time, at a rate of about four frames per second. The algorithm exploits the fact that, in 
much of the scene, the range is nearly constant along horizontal lines in the image, 
except at structures that do not lie on the ground plane (see Fig. 1d). This assumption, 
which our preliminary experiments show to be reasonable in practice, allows the algo-
rithm to reduce the noise in its estimate of the ground plane. We can then use knowl-
edge of the ground plane to detect positive obstacles (visible surface protruding above 
the ground plane) and negative obstacles, i.e. drop-offs (signaled by discontinuity in 
the elevation profile, as in [1]. 

However, the elevation estimates are still sufficiently noisy that additional infor-
mation should be used to find certain features. For instance, the presence of a curb is 
signaled by a relatively small elevation discontinuity which may be swamped by 
noise. We will draw on past work in stereo-based curb and stairway detection [6,9], 
which uses both elevation and (monocular) intensity discontinuities to identify poten-
tial curb candidates. 

5   Future Plans 

After refining and testing the algorithms for finding the ground plane, drop-offs and 
curbs, we will design algorithms for finding curb cuts and other ramps and for locat-
ing the shoreline. Appropriate modalities for conveying the information extracted by 
the algorithms – including synthesized speech, audio tones and tactile vibration – will 
be determined by consulting with blind engineers, who will also help to determine the 
appropriate algorithm parameters (e.g. how close should a drop-off detected by the 
algorithm be before its presence is signaled to the wheelchair traveler?). We will also 
explore possible ways of integrating the algorithm outputs into an overall "clear path 
indicator," which reports information on where the obstacle-free path ahead is. 
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Abstract. In this paper, we designed and implemented the Blind Interactive 
Guide System (BIGS) for the blind person to use in the building. The BIGS 
uses RFID-based indoor positioning system to acquire the current location in-
formation of the user. The system consists of two parts: the smart floor and the 
portable terminal unit. The smart floor is a floor of a building where each tile of 
the floor has the passive RFID tag which transmits a unique ID number. The 
portable terminal unit is an embedded system equipped with an RFID reader as 
an input device so that the BIGS can get the current location information of the 
user. Using the preinstalled map of the target floor, the blind person can navi-
gate to the final destination. The prototype is implemented and successfully  
operated.   

1   Introduction 

The blind person in most case uses the white cane to navigate the markings for the 
blinds on the floor inside of a building to find the way. This traditional method is 
passive in that the blind person must find their way so that if they fail to find the 
marking they may face some problems. This method may be useful for most blind 
people. However, when the blind has a problem with the sensory organ or in the case 
of emergency, the traditional navigation method may not be sufficient for the blind 
person. In these cases, the active navigation method may be helpful for the blind. The 
guide dog may be a solution but the dog must be trained at least two years and the 
expense is unaffordable for many people. The integration of the current technology 
such as position recognition, embedded system, and the wireless networking technol-
ogy may provide an artificial blind guide system so that the blind can navigate more 
easily. 

In this paper, we designed and implemented the Blind Interactive Guide System 
(BIGS) for the blind person to use in the building. The BIGS uses RFID-based indoor 
positioning system to acquire the current location information of the user. The system 
consists of two parts: the smart floor and the portable terminal unit. The smart floor is 
a floor of a building where each tile of the floor has the passive RFID tag which 
transmits a unique ID number. The portable terminal unit is an embedded system 
equipped with an RFID reader as an input device so that the BIGS can get the current 
location information of the user. Using the preinstalled map of the target floor, the 
blind person can navigate to the final destination. The BIGS is also equipped with the 
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wireless LAN so that the user may be connected to the server to be monitored by the 
security personnel of the building. If the user wants the privacy, the user may disable 
the wireless network so that the server gets no information from the user.  

Next, we present the brief survey for the indoor positioning technology in Section 2. 
The organization of the BIGS is explained in Section 3. The experimental setup of the 
system and its operation are presented in Section 4. Section 5 concludes this paper. 

2   Overview of the Indoor Positioning System 

The most demanding technology for the Blind Interactive Guide System is the posi-
tioning system. The outdoor positioning can be easily achieved using Global Position-
ing System (GPS) which became popular in the vehicle navigation. However the 
indoor positioning is difficult since the GPS cannot be used inside of a building. Cur-
rently, there are few candidate technologies for the indoor positioning. First, the 
WLAN-based positioning uses several Access Points (APs). In this method, the 
WLAN-enabled terminal unit reads the signal strength between the AP and the termi-
nal to calculate the location of the terminal unit [1]. The WLAN-based positioning 
system has reported the accuracy of 5m with 90% probability for the moving objects 
[2]. Because our navigation application requires an accuracy of less than 2m, the 
WLAN-based positioning system is not appropriate for the navigation purpose. 

Another method for indoor positioning is by using the ultrasound transmitters and 
its receivers to figure out the position of the object [3]. This method has been used for 
many years in the robot navigation applications and it can provide the best accuracy. 
However, the ultrasound positioning system cannot be used in public place where 
people are moving constantly. Since walking people or moving objects may cause an 
interference with the ultrasound signal, using the ultrasound positioning system is not 
plausible in our application.  

The RFID system consists of tags, a reader with an antenna. The reader retrieves 
the unique ID information from a tag. Tags are affixed to an object such as goods so 
that it is possible to locate where the goods are. The reader can read the tag by using 
two methods; inductive coupling and electromagnetic waves. In the case of inductive 
coupling, the antenna coil of the reader induces a magnetic field in the antenna coil of 
the tag. The tag then uses the induced field energy to communicate the data back to 
the reader. The inductive coupling can have a readout distance of a few tens of centi-
meters. In the case of electromagnetic waves, the reader radiates the electromagnetic 
energy so that the nearby tag absorbs the energy to activate the circuit of the tag. After 
the tag wakes up, the tag reflects back to the reader. Three frequency ranges are gen-
erally used for RFID system: low (100~500 KHz), intermediate (10~15 MHz), and 
high (850~950 MHz and 2.4~5.8 GHz) [4]. The communication range of a RFID 
system is determined through the output power level of the reader to communicate 
with the tags and the design of the antenna of the reader and the tags.  

In the RFID-based positioning system, the terminal equipment can read the ID of 
the tags directly to get the position information. The RFID Tags can be taped on the 
tile of the floor, on the wall or any place desired.  

In the RFID-based positioning system, the portable terminal unit is an embedded 
system equipped with an RFID reader, WLAN, and a speaker and microphone. The 
reader gets the current location information of the user. Using the preinstalled map of 
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the target floor, the blind person can navigate to the final destination. The WLAN is 
used in order to connect to the server so that the user may be monitored by the secu-
rity personnel of the building. If the user wants the privacy, the user may disable the 
wireless WLAN so that the server gets no information from the user. The microphone 
is used to input the voice commands such as ‘home’ or ‘supermarket’ and the speaker 
is used for voice output such as ‘stairs’ or ‘threshold’. 

3   The Organization of the Blind Interactive Guiding System  

The block diagram of the BIGS is illustrated in the following figure. The system con-
sists of a PDA, the RFID reader, and tags. The PDA is used only for the demonstra-
tion purpose since it includes the WLAN, microphone, and speaker. We used the 
RFID reader/tag. It has the portable form factor, battery operated, and the readout 
distance of 2m between the tags and the reader. The BIGS maintains a map of the 2-D 
array of the target floor. The physical ID of the tags allocated each array element of 
the map so that the physical ID can be translated into the location of the terminal unit. 
Although the current implementation looks bulky, the final BIGS can be realized 
using the single board embedded with RFID reader of the size of a wallet. 

The major functions of the Blind Interactive Guiding System (BIGS) are as fol-
lows: (1) Recognize the current location of the portable terminal unit. (2) Calculate 
the direction of the terminal unit. (3) Recognize voice input and output for the user 
interface (4) Monitor the users who are connected to the server for those who needs 
helps. We explain the details of the BIGS.  

Fig. 1. Overall block diagram of the Blind Interactive Guide System. It consists of a HP 5450 
iPAQ PDA, M-200 RFID reader from Hitrax, and tags. 

3.1   Hardware and Software Organization of the Blind Interactive Guiding 
System 

PDA was iPAQ 5450 from the HP which has 400 MHz Intel PXA250 processor, 
64KB RAM and 64 KB ROM, WLAN connection, speaker, and condenser-type  
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microphone [5]. The RFID Reader is MR-100 embedded RFID reader from the Ma-
trix and the tags [6,7]. The MR-100 has dimension of 8.6cm x 5.4cm x 0.8cm and 
weigh only 70 grams. It uses Frequency Hopping Spread Spectrum using the 902~928
MHz UHF band and read range of about 3m. Note that the range can be reduced by 
decreasing the power level and using appropriate tags. The RFID tag was the standard 
carton tag with adhesive from Matrix UHF RFID tags. It has the dimension of 5cm x 
10cm and stores 96 bits codes and 16bit CRC codes.  

The ID of the tag is sent to the reader using the RF Air Protocol is EPCglobal 
Class 0, Version 1. Then the data is sent to the PDA via serial communication for 
further processing. The PDA software performs following functions: It stores the ID 
and translates into the logical coordinate of the 2-D array of the map. Then it com-
putes the next direction by using the value of the previous location and the current 
location. The figure 2 illustrates the Smart Floor where each tile of the floor is 
tagged with a RFID tag which emits a unique ID. This Smart Floor is used in the 
BIGS as shown in the figure 3. Once the user speaks one’s destination, the BIGS 
calculates the route from the starting location to the destination location and guides 
the user accordingly.  

Fig. 2. Block diagram of the Smart Floor for the Blind Interactive Guide System. The space of 
the Smart Floor is two dimensionally partitioned and tagged with a unique RFID tag.  

The flowchart illustrating the detailed operation of the BIGS is illustrated in the 
figure 4. The first process is getting the voice command from the user stating the 
destination. The speech recognition processes is executed and compared with the 
stored speech patterns. Once the destination is identified, the BIGS recognizes its 
current location and calculates the route. The BIGS outputs the calculated direction 
using voice until the user arrives at the destination. Once we set the data structure as 
shown in figure 3, the route calculation can be performed as follows: 

Let dest_found = false 
current location of the user = current.x & current.y 
destination location = dest.x =0 and dest.y=0 
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While not dest_found
   Decrement or increment current.x & current.y
   If current.x=dest.x and current.y=dest.y
   then dest_found = true 

Fig. 3. Illustrated block diagram of the Blind Interactive Guide System 

Fig. 4. Main flowchart of the Blind Interactive Guide System is illustrated. After initialization 
process, the BIGS waits for the voice input from the user. The system directs using voice. 
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Fig. 5. Route calculation flowchart is illustrated. First, the validity of the tag is checked. Then 
the next direction is calculated. 

4   Demonstration of Blind Interactive Guiding System  

The Blind Interactive Guiding System is implemented to demonstrate the functional-
ity of the proposed system. We attached the tags on the long desks to execute the 
experiments. The distance between the PDA/RFID reader module was around 2m  

Fig. 6. The user is starting the navigation. In the right picture, the RFID reader is sitting under 
the 5450 PDA. 
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Fig. 7. The user is now on the right direction 

Fig. 8. The user has arrived at the destination. The PDA greets the user with the welcome sign 
and voice output. 

and the picture was taken closely only for the photographic purpose. After voice rec-
ognition, the system starts calculation for the route, shows and speaks the suggested 
direction. The Figure 6 illustrates that the user is recommended to go left direction. 
Then in the Figure 7, the user goes straight ahead where the destination is located. 
Finally, in the Figure 8, the user arrives at the destination and hears the arrival mes-
sage from the PDA. 

5   Conclusions and Future Works 

We have designed and implemented the Blind Interactive Guide System (BIGS) for 
the blind. The BIGS is designed by integrating the state of the art IT technologies 
such as RFID, WLAN, embedded system technologies. The BIGS is implemented 
using the PDA, embedded RFID reader and tags as a proof of the concept and we 
have demonstrated its functionality. 



 The Blind Interactive Guide System Using RFID-Based Indoor Positioning System 1305 

We are currently designing a single board version of the BIGS which includes 
those features described. After the system is stabilized, we will conduct the field test 
for the usability of the system for the blinds. 
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Abstract. The current discussion about the inclusion of people with
disabilities into an open labour market is characterised by dominant eco-
nomic aspects. The unemployment situation of people with disabilities –
irrespective of their intellectual level – varies in the different partner
countries. The transnational EU LdV Programme IDOL (Inclusion of
Disabled in Open Labour Market) aims to open sensibilities and under-
standing concerning the situation of people with disabilities especially
with visual impairment. Its focus is to develop and to implement an
IT and psychological training programme for this target group in the
different partner countries and in future in all EU countries.

1 Introduction

IDOL (Inclusion of Disabled in Open Labour Market) was a LEONARDO EU
programme running from October 2003 to March 2006. Project partners working
with people with disabilities in education and training from many parts of Europe
(Poland, Bulgaria, Spain, England, Ireland, Austria, Germany) were involved in
this project.

As a result of the research of unemployment statistics amongst people with
disabilities across Europe, IDOL acknowledged that graduates with disabilities
have difficulty making the transition from the educational/training environment
to employment. Thus, the IDOL project focused on the needs and requirements
of blind people and people with mobility limitations who are about to com-
plete their studies or have already graduated and have to prepare themselves for
professional life.

The objectives of project partners and outcomes resulted in:

– Increasing the assertiveness and confidence of people with disabilities plan-
ning to enter employment so that they are able to maintain their jobs.

– Increasing the professional qualifications of blind people entering employ-
ment through the use of assistive technology and computer skills.

– Making physically disabled people aware of the benefits of having a service
dog, especially in the work place.
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– Improving the image of people with disabilities in employment so that po-
tential employers and partners in the work place realise the positive input
this marginalised group can contribute to the workplace

A long-term result of the project is to increase the number of blind and physi-
cally disabled people employed in the open labour market as well as to maintain
the jobs of those persons.

A special outcome of IDOL is – to discuss at ICCHP – an IT Training Pro-
gramme for blind people in how to use assistive technology and develop basic
computer skills, that will increase their skills and confidence in entering the open
labour market.

2 IDOL IT Training Programme

The training programme is divided into two parts, Level 1 (EATT) and Level 2
(IDOL). Both levels train students in important IT skills with particular ref-
erence to skills needed on the open labour market, like using WORD, E-Mail,
databases and spreadsheets.

2.1 IT Training Programme Level 1 (EATT)

EATT (Equal Access to Technology Training) is an IT Training Programme
for visually impaired computer users that was developed in a former project
part funded by the Leonardo da Vinci Programme. The aim of the project is to
increase the computer literacy of visually impaired computer users over the age
of 35, however the principals of learning new computer skills can be applicable
to learners of all ages.

The Introductory IT Course comprises one set of materials for ZoomText
users and another for JAWS users. People with a vision impairment in Ireland,
the UK, Italy, France and Denmark took part in piloting the first edition of this
course.

Correspondently the course is divided into two parts (part 1, part 2) , each
consisting of materials for blind users and for low vision students with teachers’
and students’ materials.

Part 1. This is the motivating part, the “see what you can do” part. The aim
is to show the students that they can communicate using a PC with assistive
software despite vision impairment. It deals with the following items:

– Starting and stopping the PC
– Windows
– Assistive software
– E-mail
– Word processing
– The Internet
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The students are not expected to be able to master specific topics after each
session. Success and motivation are keywords in this part of the course.

Teachers’ materials
Teachers’ materials for blind students using Jaws screen reader
Teachers’ materials for low vision students using ZoomText screen magnifier

Students’ materials
Students’ materials for blind students using Jaws screen reader
Students’ materials for low vision students using ZoomText screen magnifier

Part 2. This is a more thorough investigation of the assistive software and the
PC in general. The aim of Part 2 is to get the students to a point where they
can use their assistive software to work on their own and to qualify them for
further IT training. Students are required to master the keyboard before taking
Part 2 of the course.

Teachers’ materials
Teachers’ materials for blind students using Jaws screen reader
Teachers’ materials for low vision students using ZoomText screen magnifier

Students’ materials
Students’ materials for blind students using Jaws screen reader
Students’ materials for low vision students using ZoomText screen magnifier

Structure of the Training Programme
IT Training Programme Level 1 is comprised of eight sessions. Each session is
planned as follows: 90 minutes work - 15 minutes break - 90 minutes work. The
class should meet once a week. It’s important that students can revise between
sessions either at home or at the training centre. For those students who have ac-
cess to PCs at home, the software and the PC configuration should be as close to
the one used in class as possible. Whilst EATT focuses on developing basic skills
for computer users wanting to gain the necessary skills and confidence to begin
using a computer competently, the IDOL IT Training Programme introduces
more advanced computer skills to the computer user and encourages transition
into the open labour market.

2.2 IT Training Programme Level 2 (IDOL)

This Programme is designed to focus primarily on those skills that would be
needed in a work environment. Guidelines for students and teachers and in
addition Basic Accessibility Settings support the Programme. The training pro-
gramme is divided into three distinct sections with inbuilt exercises and assign-
ments for each section. There is also a final assignment that participants should
complete in order to receive their Certificate of Completion.
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Section 1 deals with Reading PDF Documents with a Screen Reader.
Table of Contents
1 What is a PDF Document?
1.1 Why do we use PDF Documents?
1.2 Can a Blind User Read PDF Documents?
2 What You Need to Read PDF Documents?
3 Installing the Accessible Version of Adobe Acrobat Reader
4 Accessing PDF Documents
4.1 Reading and Navigating PDF Documents
4.2 Exercises
4.3 Assignment 1
5 Exporting PDF Documents to Text
5.1 Assignment 2
6 Printing a PDF Document

Section 2 deals with Using Spreadsheets.
Table of Contents
1 What Is a Spreadsheet?
2 Applications for Using Spreadsheets
3 Microsoft Excel Basics
3.1 Starting Microsoft Excel
3.2 Understanding the Layout
3.3 Navigating within a Spreadsheet
3.4 Assignment 1
3.5 Entering Data in Cells
4 Formatting Data
5 Making Selections
6 Assignment 2
7 Using Formulas and Functions
7.1 Formulas
7.2 Functions
8 Sorting a Vertical List of Data
9 Assignment 3
10 Printing and Saving

Section 3 deals with Using Databases.
Table of Contents
1 What is a Database?
2 Starting MS Access
2.1 Choosing What You Want to Do
3 How a Database is Comprised
3.1 How a Table is Made up?
3.2 Creating a Table
3.3 What is a Primary Key?
3.4 Navigating and Switching Views
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3.5 Assignment 1
3.6 Assignment 2
4 Forms
4.1 Creating a Form
4.2 The Form Wizard
4.3 Navigating in the Form
4.4 Assignment 3
5 Queries
5.1 What is a Query?
5.2 Creating a Simple Query
5.3 Assignment 4

The IT Training Programme Level 2 is delivered online and includes an online
learning environment. A Mailing List allows students to communicate with both
teachers and fellow students in a supportive learning environment. A special-
ized teletutor is to answer more detailed questions and to support the learning
process. The teletutor is working at the regional Training Centre and communi-
cates with participants via net.

Structure of the Training Programme
Duration of Level 2 is calculated at approximately 12 hours. The process is de-
pendent on the individual initiative and IT competency of each participant. After
finishing the course effectually the trainee will receive the “IDOL Certificate”,
acknowledging their successful participation in the programme.

2.3 Additional Materials

As an additional help both for trainees and for trainers, IT Training Programme
offers a complete list of keyboard shortcuts for the most applications trained
through EATT and IDOL training programmes. All keyboard shortcuts for the
MS Office applications relate to the Office version 2000. The reason for this
choice is that the Screen Reader JAWS continues to have the best support for
this Office version. Because there are many users of the Screen Reader Window-
Eyes in the partner country Poland, it was decided to include also a list of the
most important Window-Eyes shortcut keys.

2.4 Training Centres

All IDOL IT training materials are online and free for use. Disability support
centres and job exchange bureaus in Poland, Bulgaria and other partner countries
are encouraged to use these deliverables to organize computer courses. Courses
will be offered in following training centres:

Austria Johannes Kepler University, Linz
Bulgaria MARIE-CURIE ASSOCIATION, Plovdiv; EUROINFORM, Sofia
England Roehampton University, London



An IT Training Programme for Blind Computer Users 1311

Germany Universität Karlsruhe (TH), Karlsruhe
Ireland University College Cork, Cork
Poland Jagiellonian University, Krakow; University of Silesia, Katowice;

Nicolaus Copernicus University, Torun

Discussions among the different partners led to the result, that besides elec-
tronic versions of the IT Training, a CD-ROM was produced with programmes
in all partner languages. This fits with clients, who have no internet connection.

2.5 Didactic and Teletutorial Network

During the three year programme process it was only possible to develop the
different programme materials and to evaluate them, but it was not possible
to build up a comprehensive didactic and electronic learning surrounding. The
following graphic underlines the interaction between trainer/teletutor, trainees
and the internet platform/CD.

Fig. 1. Network between trainer, trainee and learning platform

2.6 Future Steps

Like all EU Programmes the IDOL project is oriented on sustainability and fo-
cuses on building up networks within future training centres. Starting with the
centres above all countries are invited to join IDOL and to act with the training
centres. A special service will be offered in the near future by developing a train-
ing programme for teletutors. Based on the teachers’ materials the Study Centre
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for Open and Distance Learning at the Universitaet Karlsruhe (TH), which has
a long experience in media based learning process, will be prepared to include
this competence into the realization of the Teletutorial Training Programme.
This Programme will be available to all training centres.

3 Conclusion

The current discussion about the inclusion of people with disabilities into an open
labour market is characterised by dominant economic aspects. The focus of IDOL
on IT and psychological training programmes for this target group is a highly
valuable input. Concerning the use of the results and looking for sustainability it
will be important to include the training into regional and national programmes.
The testing activities evidence the correspondent need.

The unemployment situation of people with disabilities – irrespective of their
intellectual level – varies in the different partner countries. The transnational
work opened sensibilities and understanding from one to another and was an
important input to a common training programme. On the other hand the na-
tional partners functioned as transmitter into the national situation. Experts
from the partner countries made contact with each other. Therefore the IDOL
project can be considered as a contribution to an European partnership and
integration.
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Abstract. The new Information Society context entails new risks of social 
exclusion due to the digital exclusion even when it generates new possibilities 
for inclusion thanks to accessible Information and Communication 
Technologies (ICT) and universal design [15]. In this context, we see that e-
learning provides a powerful tool towards social inclusion. Yet, we have seen 
that compliance with accessibility and e-learning standards together with the 
usage of adequate devices does not guarantee a satisfactory experience for those 
with a disability [9]. As a result, our project specifically tackles the design of 
educational technical applications specifically developed for the visually 
impaired, following a user-centered design perspective. 

1   Introduction 

New ICT provide us with the key elements to facilitate social inclusion for those who 
for one reason or another may be experiencing social exclusion. However, if we cannot 
guarantee universal access and adapted designs to the needs of all different groups, we 
incur the risk of running into new kinds of social exclusion, known as the digital gap 
[4]. Of these groups, those with disabilities can easily find themselves excluded from 
the access to new technologies. This is especially true for people with visual 
impairment given the great importance images have in this Information Society.  

At Open University of Catalonia we have developed several initiatives aimed at 
facilitating e-inclusion to people with disabilities. We began our work by ensuring 
that our virtual campus was compliant with accessibility standards and then proceeded 
to developing output formats for classroom learning materials, specifically designed 
for students with visual disabilities. For the current project we decided implementing 
ethnographic methodology to help analyze the overall learning experience, taking into 
account both the learning contexts and the acquired knowledge. 

Through ethnographic methodology we are able to obtain information about the 
learning and technological requirements for the visually impaired. This information is 
then used to guide the design of an e-learning course material prototype, allowing us 
to take into account both usability and psycho-pedagogical aspects. The prototype is 
then evaluated in a laboratory with both visually impaired users and users without a 
visual impairment, so that we are not only validating the prototype for the visually 
impaired, but also to help us understand to what extent a universal design in possible, 
a design that is good for both groups of users. 
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2   New Perspectives About Disabilities and the Use of ICT 

Traditionally, studies have regarded disabilities from a medical perspective, from 
which disability is understood to be pathological, associated with an individual and, 
therefore, considers that the problem should be resolved individually. However, 
various voices have started to opt for a new environmental model [17]. From this 
perspective, disabilities correspond with determined interactions that lead individuals 
to certain situations. Therefore certain disabilities can be corrected if we put into play 
key devices and tools to facilitate interactions like, for example, installing access 
ramps in buildings, or designing web pages following the standards of accessibility. 
This environmental model is taking us to a different definition, which considers 
disability a conjunction of restrictive conditions that emerge because society is not 
capable of satisfying the needs of those affected by a disability [13]. 

New concepts of disabilities enhance the importance of the psychosocial processes 
and the contexts associated with the problem of the disability. To better analyze the 
context of the disabilities we need to use the right tools. For example, 
ethnomethodologies allow considering psychosocial issues, the context and the 
experience of the user. Ethnomethodology has already been used in a design 
perspective focused on the user [3], but to date, it has barely been applied to the area 
of accessibility. This psychosocial dimension has also been backed by what is known 
as the paradigm of the social perspective of disabilities [1,2,13]. From this 
perspective, new technologies play a relevant role, as they permit to dilute disability 
while allowing this group of people to maintain a high level of quality of life.  

From this point of view, we support that e-learning and training by means of new 
technologies can be a key instrument to bridge the digital gap, providing that the 
instruments are designed adequately so as to facilitate the learning of people with 
disabilities as a collective. Furthermore, promoting knowledge of the use of these 
technologies will considerably improve digital inclusion.    

3   The Importance of the User Experience  

Nowadays, when people with any type of disability navigate the internet they do not 
have the same advantages as those without a disability. We believe that this is one of 
the reasons why this group of users has had numerous difficulties accessing long 
distance learning programs. For several years now, we have addressed this issue 
within our University trying to identify solutions to these difficulties. Following we 
describe briefly the changes that we have carried out with this goal in mind, and 
which has lead us to the project here presented. 

Our work began with an accessibility analysis in order to ensure that the virtual 
campus complied with accessibility standards. There are several actions on the 
Internet aiming to standardize accessibility. From these, two key norms have to be 
considered, the “section 508” [16] and the Web Accessibility Initiative (WAI) [17]. 
This last norm is divided in three levels: A, AA, AAA. The level AA of WAI is 
similar to “section 508” as shown by the Thatcher analysis [18].  

The AA level project took the following steps to accomplish its mission: first, we 
taught a course on accessible design to in-house web designers; second, we chose a 
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set of pilots to apply the W3C recommendations for the design of the web pages; 
third, we evaluated the accessibility of the obtained pages. Finally, we progressively 
made accessible all remaining web sections and we created a style guide for new 
developments. 

Following the accessibility project, we started working on our classroom learning 
materials by identifying and defining different output formats, one of them which had 
to specifically be designed for visually impaired students. The Digital Audio-Based 
Information System (DAISY) [5] is a new technology that helps develop and 
distribute books and contents. With DAISY it is possible to use the Digital Talking 
Books (TDB) in order to meet the needs of visually impaired people. Books in 
DAISY format grant greater speed of reading and greater easiness of access to 
different sections of the book. This format can be read by small portable devices as 
well as by a personal computer with special software, such as the system that plays 
digital talking books on a PC, analyzed by Morley [10]. 

We then followed a user-centered design process for creating the different output 
formats for learning materials. We began by gathering quantitative and qualitative 
information to help us build user profiles. The resulting profiles were the basis for the 
recruitment screening for user testing. We ran ten user tests per profile identified at 
which we used a high-fidelity prototype of the materials where students would 
reproduce the way they usually work with these interactive materials. The user tests 
were the basis for the interface improvements, based on which we built a new 
prototype to run a second set of user tests. The results of the second iteration showed 
a design improvement of more than 50%, compared with the first set of tests.  

Both projects were extremely successful and helped us realize that the use of 
standards and devices does not guarantee by itself a satisfactory experience for the 
user with a visual impairment or disability, nor does it guarantee that the applications 
are going to have optimum conditions to reach their formative objectives. For 
example; a person that is visually impaired can use a screen reader to access the 
internet; a device that can only give access to those pages that have been designed 
following the standards of accessibility. However, those standards do not guarantee 
that the navigating experience through certain pages is going to be satisfactory [9], 
mainly due to the fact that screen readers read in a linear format the contents of a 
webpage. Even if this linear format is optimum for an in depth lecture of written 
material, it is not adequate for hypertextual material. Clearly the wording of web 
pages for sighted people requires different strategies, more holistic and global than the 
ones used for written materials.  

On the other hand, the processing of the information depends on the way the 
information is accessed. For example, Braille gives a far more effective 
comprehension of a text than audio for the visually impaired [8] and this ought to be 
taken into account in the design of virtual learning materials and e-learning systems. 
As a result, to enable access to virtual platforms of learning for the visually impaired, 
it is necessary to recognize the contexts in which these type of students carry out their 
learning and teaching, as well as the cognitive process that intervenes in their 
strategies at the time of learning the subject. It is also essential to study the 
appropriation that they have of technology [10]. This allows us to better their 
experiences as users, and of course improve the process that they follow to carry on 
with their plans of learning and the formative objectives that they develop.  
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4   Usability for All 

The general aim of our project is therefore twofold; on one hand we aim to use 
ethnomethodological skills to obtain basic knowledge about the use of ICT and the 
requirements of visually impaired users, on the other hand, we analyze the processes 
and contexts in different learning scenarios. As demonstrated in previous studies.  

[7,11], such information can be translated into requirements of the functionalities of 
devices, and strong recommendations for the design of multimodal interfaces that take 
into account both the usability and the pedagogical objectives of the educative contents.  

Therefore, the project is divided in two main phases: the theoretical and information 
gathering phase and the prototype development and evaluation phase; the former one 
guiding the design of the prototype. The following tasks form the initial phase: 

• Creation of a theoretical framework regarding the impact of new technologies 
in the education of visually impaired people. 

• Analysis of sociodemographical characteristics of visually impaired people in 
Spain. 

• Quantitative study of the level of education and learning needs of visually 
impaired people in Spain, their usage of ICT and other relevant variables 
identified by the theoretical framework. 

• Analysis of the technological requirements and user profiles of visually 
impaired people in the different learning scenarios. 

During the second phase, which aims to apply the results of the theoretical 
framework and guarantee the usability and the pedagogical objectives of the learning 
material, we will design a prototype of a learning material designed specifically for this 
collective. This prototype will be assessed in a usability and accessibility laboratory 
specific to evaluate technological applications destined for visually impaired people.  

The portable usability laboratory consists of a PC with TechSmith’s usability 
software and a video camera. Morae Software records the user speech and face, along 
with the computer screen and the user interactions with the tested application. 
Observers can follow the evaluation in real-time from other computers. In order to 
make the laboratory accessible, we will add a screen reader, a screen magnifier, a 
Braille printer and a reader of digital talking books. 

We carry out a two phase in-context evaluation, with prototypes of low and high 
fidelity that take into account visually impaired users as well as sighted users. By 
doing this, we can study whether a universal design is possible or if the applications 
have to be designed specifically for the characteristics of the specific groups of users. 
As an overall outcome, this project will allow us to obtain a theoretical basis to 
advance in e-inclusion and digital literacy without barriers.  
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Abstract. There is no doubt among the members of the CSCW community that 
awareness is a key issue in the design of successful collaborative software. In 
many systems awareness mechanisms have been implemented through display-
ing graphic information over the system's interface. However, this strategy does 
not apply when the end users of the system are blind people. In this work we 
report the problems we encountered when implementing a collaborative game 
for supporting the learning of music and sound by blind people when trying to 
develop effective awareness mechanisms. The preliminary results have helped 
us to be "aware" about some characteristics awareness mechanisms should have 
for blind people which are not as prominent and problematic for sighted people.  

1   Introduction 

Many authors recognize that awareness is a cornerstone for designing effective col-
laborative software. One of the main goals of awareness is to give relevant information 
to the participants for the completion of a shared task (Gutwin and Greenberg, 1996). 
This has been recognized as a key issue to help participants to shift from working alone 
to working together (Collazos et al., 2002). Borges & Pino (1999) also mention that 
awareness mechanisms are crucial for group interactions.  In another work, Gutwin and 
Greenberg (1996) state the importance of the awareness mechanisms to give up-to-the–
minute knowledge of the situation, since most of the collaborative systems implement 
dynamic changing workspaces. In most cases, the awareness information is given 
graphically. However, graphical information is obviously not suitable for implement-
ing awareness in groupware for blind people. Although there have been many efforts 
made for implementing Computer Supported Learning software for blind people, there 
is almost no information about the development of collaborative software for them. An 
exception is the work reported in (Sánchez et al., 2004) which presents a game involv-
ing sighted and non-sighted people. However, we think that people with visual disabili-
ties can benefit as well as sighted people of this kind of software, not only for learning 
a certain subject matter such as mathematics, geography, and physics but also for de-
veloping their collaborative skills. In fact, traditional education for people with visual 
disabilities is aimed at developing individual skills only.  

Software for people with visual disabilities tends to transform graphic information 
to a haptic format or audio. AudioDoom (Lumbreras & Sánchez, 1999) allows blind 
children to explore and interact with virtual worlds by using spatial sound. The game 
was based on the traditional Doom game where the player moves through corridors 
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discovering the environment and solving problems simulated with objects and entities 
that inhabit a virtual world. This proved that sound-based virtual environments can 
help to develop tempo-spatial cognitive structures of blind children. Roth et al., 2000 
presents a game for audio concentration. It consists of pairing different levels of geo-
metric figures, basic, and derives. They constructed a bi-dimensional sound space to 
represent geometric figures graphically. This concept allows graphic representation 
such as icons to be represented by the perception of moving sounds in the spatial 
plane. Morley et al. (1998) through the use of non-speech sounds in a hypermedia 
interface observed that blind users developed special way of navigating through a 
known environment and represent spatial structure with cognitive difficulty. Virtu-
alAurea (Sánchez, 2002) is a spatial sound tool editor that can be used by parents and 
teachers to design a wide variety of spatial maps such as the inner structure of a 
school, classrooms, corridors, and diverse structures of a house. Users can integrate 
different sounds by associating them to objects and entities in a story. Ressler & An-
tonishek (2001) designed integrated active tangible devices such as forcefeedback 
with a synthetic environment to support collaborative interaction between users. 

Since there have been very few developments in collaborative software for blind 
people we refer to awareness issues developed by authors of software for sighted 
people. However, we think that if the way of implementing awareness for sighted 
people may be not feasible for blind people, the principles remain almost the same 
especially those referring to the knowledge users need to be able to collaborate in a 
better way. Awareness has been defined as “an understanding of activities of others, 
which provides context for your own activity” (Dourish & Belloti, 1992). It is espe-
cially important to remember that “awareness is a state of mind of a user…while 
awareness mechanisms are techniques employed by a system to achieve this state of 
mind” (Sohlenkamp, 1999). 

Examples about how graphical information has been used for implementing aware-
ness in CSCW system can be seen at (Gross & Prinz, 2003) and (Moran and Ander-
son, 1990). However, sound has already been used successfully for implementing 
awareness in systems for sighted people as reported in (Isaac et al., 2002) and (Cohen, 
1994). 

In this paper we describe software that implements a collaborative game for people 
with visual disabilities. We focus the description of this software on problems we 
found while trying to implement awareness in collaborative software for this type of 
users. We present our preliminary work on the awareness issue for collaborative soft-
ware for blind children by highlighting the “awareness” issue in the community. 

2   Camino Musical (Musical Path) 

In the design of the game participated experts in education of people with visual dis-
abilities. They elaborated the metaphor of the game in order to motivate the students. 
The metaphor is inspired in the life of Beethoven. The scenario of the game is the 
year 1826 when the musician suffers a pneumonia which triggers health difficulties. 
The players must help him to keep his music alive and learn about the musician. They 
have to try to reproduce his music with different instruments by recognizing different 
basic parameters of the sound: 1) tone, which corresponds to the note of the sound 
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played  by an instrument, 2) duration of the sound 3), volume (high, medium, low), 
and 4) instrument. Thus, the software teaches the user notions of rhythm and musical 
scale. 

The game starts with the participants choosing their instruments. There are a num-
ber of instruments available and everyone has to choose a different one. If an instru-
ment is chosen by one player it cannot be chosen by the others. The rest of the game 
is divided in two stages in which the players have to recognize the properties of a 
sound played by the instrument they have chosen. As they progress recognizing the 
properties of the sounds listened (like, tone, volume, and duration) they add more 
notes to the melody supposed to be reconstructed in order to play it with the rest of 
the group.  They will have to recognize only one property of the sound in the begin-
ning and more than one at advanced stages.  

As soon as the instrument responds to questions learners can hear its improvements 
and suggest changes through face-to-face dialogs in the case they are playing in the 
same room. A virtual chat based on voice communication is still not implemented at 
this stage of development.  

The first stage considers three types of questions: to recognize the intensity of 
sound, to recognize the pitch of the sound, and to recognize both parameters simulta-
neously. Sounds in this stage correspond to only one musical note. The second stage 
is conformed of recognizing rhythmic series. The goal in this stage consisted of learn-
ers to identify time (semibreve, half note, quarter note, and quaver) within a musical 
fragment. While learners recognize figures they have to place them in the correspond-
ing order within the composition in such a way that they play in the same order as in 
the example provided.  

At this stage the control panel is conformed of four time figures. They are placed 
on the inner border of the screen. The associated sounds to each figure are the inter-
pretation of the figures performed by the selected instrument (by the learner) from the 
beginning of the game. 

3   Awareness Issues in Collaborative Software for Blind People 

The provision of shared virtual spaces is considered a facilitator of diverse processes 
between people that work in groups because it supports externalization that plays an 
important role in the organization and knowledge creation. This implies to support the 
transition from the tacit and individual to the group. As we stated above awareness 
mechanisms mostly implemented through visual elements are not effective in cases 
were users are blind. In such a case these interface awareness elements should be 
implemented through sounds. 

Our application considers that relevant information for a user concerning the other 
users refers to what instrument others have chosen, in what stage of the software are 
them, when a player chooses an instrument, and when the player is focused on to 
perceive. A possibility is to provide sound-based information each time a change 
happens, that is, when a player choose an instrument and when passes through another 
stage. However audio information received when state changes are happening may 
have at least three drawbacks: First, the opportunity of the information. Audio infor-
mation can arrive when the player is centered on to perceive other sounds then the 



 Issues in Implementing Awareness in Collaborative Software for Blind People 1321 

information can be unnoticed or may alter the work on sound recognition. Second, the 
retention of information. Due to the fact that this information is volatile it could be 
not correctly retained by the player. Then it could probably happen that even though 
the information is perceived opportunistically by users they may not be able to remind 
it when taken decisions. Third, the validity of the information. Even though the in-
formation arrives opportunely and can be retained its validity is loosing throughout 
the time because the state of the game is changing. This should be reflected on new 
messages. This can impact drastically the sensation of awareness that the user can 
have. If the user perceives that understand what is happening to the other players, 
what they have done, in what stage of the software are them, etc.    

Due to the aforementioned reasons the awareness information in this case should 
be given through audio but only when the user requires it to guarantee the opportu-
nity. This information should reflect accurately what the user needs to know and 
should be short to promote its retention. To do this it is better to have audio informa-
tion (earcon) clear and concise instead of an explanation through voice. Finally, the 
user should ask for the information anytime and it should reflect the up-to-date state. 

In our system the awareness information was implemented in the following way: 
The user can require information about what instruments are in the game (which one 
were selected). To do this he can press a specific keystroke (F1) to receive informa-
tion about each instrument at the time each time a keystroke is pressed. The system 
provides the information in the same order the instruments were selected and in a 
circular way. The information is a small music piece played by the instrument and its 
name at the end. We do not believe that it is important to know who is behind each 
instrument. To know in what stage is a player of an instrument, first, the player should 
select the instrument following the procedure mentioned and then press F2. After this 
the player receives a piece of music that has been constructed by other player of the 
instrument and the piece of sound that is actually analyzing. 

4   Testing the Software 

4.1   Usability Evaluation 

We implemented diverse usability testing to the collaborative software. Two different 
evaluation methods were applied: usability of interface elements and user acceptance. 
The evaluation was applied five times during six months to 5 legally blind (three with 
residual vision and two totally blind) learners ages 10 to16, one girl and four boys, 
from 5th to 8th grade in the School for Blind Learners Santa Lucia, Santiago-Chile.  

The first usability testing was applied to the multimedia resources of the game to 
select sounds and images to be implemented in the software. Learners identified what 
resources functioned better to and helped us to design an interface with icons that: 
convey meaning, be clear to them, avoid ambiguities, and be attractive. Most instru-
ments and figures were clearly identified by learners. However instruments with 
many details confounded the learners. For instance, the contrabass in some cases was 
recognized as a violin or a guitar. We also had to improve the size of images in the 
interface for learners with residual vision. Bigger size icons and images worked very 
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well for them. Colors were also tested and the best results were the combination of 
red over yellow and blue over yellow.  

The second usability testing consisted of improving the interfaces of the game and 
polishing some deficiencies for the users. We applied usability questionnaires with 
questions such as do you like the game?, what instrument is playing on the screen?, 
what colors are you perceiving?, what keyboard strokes do you use and what are their 
purposes?, what do you would change to the game?, do you want to add something 
more to the game?. The third usability evaluation consisted of testing the screen with 
the selection of properties of the sound. For this we used an acceptance questionnaire 
for end-users.  

The fourth usability testing considered testing the first stage of the game. This 
stage consisted of identifying intensities that can be high, medium, and low. They are 
randomly generated by the software. Each time the instrument plays, the learner had 
to identify the intensity and a feedback is provided. After this a new sound is pro-
duced by the instrument. For this testing we used an acceptance questionnaire for end-
users. The fifth usability testing consisted of evaluating the interface of the menu for 
selecting instruments and the interfaces for the first and second stage of the game. The 
menu for selecting instruments contains two navigation buttons that allow moving 
back and forward through the list of instruments. To move through the menu learners 
use left and right arrows. To select the instruments they use the space bar. When mov-
ing through the menu the next or previous instrument can be shown. A melodic line 
interpreted by the shown instrument informs to the blind player about the type of 
instrument selected. When doing this a new interpretation of the instrument is played 
and a voice says “you have just selected an instrument”. In the other clients a voice 
informs about the selected instrument. If there are players that have not selected in-
struments the game “waits” until all of them choose an instrument. Meanwhile each 
time players having a selected instrument press a keystroke they are informed about 
the players left to start the game.  

4.2   Results 

Interaction. We evaluated the importance given by learners to learning with the soft-
ware. We considered the following statements: “I will recommend the software to 
other players”, “I have learned with the software”, and “The software allows me to 
know new things”.  Blind learners assigned higher scores to the statements showing 
that they value highly the learning of music contents through the interaction with the 
software. The statements related to the use of the software were: “I felt controlling the 
software”, “The software is easy to use” and “The software adapts to my pace”.  At 
the beginning learners assigned lower scores to this parameter evidencing the com-
plexities of user to manipulate and interact with the software. However once they 
understood the software the quality of the interaction increased. 

Collaborative skills. The last testing included a questionnaire to evaluate the collabo-
rative behaviors of learners and how the software helps to reinforce these behaviors. 
The following figures consider two basic aspects of collaboration. Figure 1displays 
positive interdependence through six statements with scores from 0 to 10 points: “I 
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High 
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know clearly the objectives”, “ I know the importance of my role to attain the final 
goal”, “I need to interact with others to attain the final goal”, “The fact that each one 
has to develop specific tasks allow me to value the capacities of my peers”, “I feel 
that the achievement of one of my peers is the achievement of all of us”, and “The 
audio stimuli given by the software when solved correctly a task makes me feel happy 
even though I was not the one that implemented correctly the action”.  The average 
score of learners with residual vision was lower than the average of blind learners 
especially in terms of positive interdependence. Blind learners assigned more value to 
positive interdependence statements after collaborating with the computer-based 
game. 

Figure 2 displays the average of the assigned score to personal and group skills an-
swering to the following statements: “I respect the other’s turn”, “I help to my peer 
only when a help is required”, “I give the necessary time to my peer to answer my 
questions”. “I don’t like that my peer does not answer to what I ask or say”, “I evalu-
ate my answers and the one of my peers to learn and understand what is going on in 
the program”.  Learners with residual vision assigned lower scores than blind learners 
to these statements. Blind learners really value personal and group skills as a result of 
interacting with a collaborative computer-based game. 
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Fig. 2. Collaborative context 

Awareness. Two statements during usability testing referred to awareness during 
interaction with the game: I knew what other players were doing and I knew what 
instrument had each player. Figure 3 displays the results concerning the first state-
ment. Learners had a hard time figuring out what the other players were doing during 
the game. Two players could know “sometimes” what other players were doing and 
three of them definitively knew what other players were doing. 

The results of the second statement are displayed in Figure 4. Three learners could 
“always” know what instrument had each player and two of them mentioned that 
“sometimes” knew who has what instrument. This is especially interesting because 
they could know the role and instrument of each participant but could not realize what 
the other players were doing. 
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Fig. 4. Awareness of the players’ instruments 

5   Discussion  

This study presents our preliminary work on problems encountered when implement-
ing awareness in collaborative software for blind people. First, we have designed a 
collaborative application for learning music instruments. Second, we have usability 
tested the software with five learners evaluating the interfaces for both interaction and 
collaboration. Third, we have identified some unique problems in implementing 
awareness in collaborative software for blind learners.  

Blind users interacted with the software, recommended improvements in the inter-
faces and highly accepted the interfaces probably because they mapped well their 
mental models. During usability we asked them about their knowledge about what the 
other players were doing but they could not figure out their tasks even though most of 
them could realize what music instrument had each player. We believe that this be-
havior can be explained because either the statement was not completely understood 
or the awareness mechanisms were not correctly implemented in the software.  

Our preliminary results confirm our hypothesis about implementing awareness 
mechanisms in software for blind people. Implementing awareness for this people is 
not a trivial task. We need more testing to determine which one of the problems stated 
earlier in this paper, such as opportunity, retention, and validity should be approached 
differently in order to better fit the requirements of blind people. Our initial data is 
telling us that principles of identifying and implementing key awareness issues for 
sighted people should be taken into account but should not be transferred directly 
when implementing awareness mechanisms for people with visual disabilities. 
Awareness mechanisms for these people imply more complex problems that must be 
considered when designing collaborative software for them.  

The next task is to fully understand the awareness needs of blind people when col-
laborating through virtual environments. We hope to achieve this by developing more 
collaborative applications and testing the awareness mechanisms we use. Especially, 
we have to investigate about the feeling users have about what is going on in the col-
laborative game and how do they use the information provided. 
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Abstract. Educational software has been criticized for not using explicit mod-
els to generalize and replicate good practices. Actually almost every educational 
program has a model, but most of them remain implicit. In this paper we pro-
pose a methodology for developing educational software for children with vis-
ual disabilities. Multimedia software for these children has some particularities 
reflected on our model with emphasis on process modelling including learner 
evaluation and feedback. The model emerges from research on developing edu-
cational software for children with visual disabilities and studies concerning the 
design of educational software for sighted learners. The model was validated by 
special education teachers and software designers trying the model with five 
software products based on model heuristics. 

1   Introduction 

The design of educational software should make extensive use of all multimedia ca-
pacities modern computers can offer. This implies that users with visual disabilities 
are unable to access to this software because of the use of graphical user interfaces. 

Although not as much as for sighted people, there have been some developments of 
educational software for people with visual disabilities. However, they usually lack of 
critical interface elements commonly present in software for sighted children. Most 
software does not include explicit model knowledge and skills learners should construct 
when using the software, an explicit learner model, and the implementation of appropri-
ate feedback to improve the learners' performance. To many authors, designers of edu-
cational software for children with disabilities conceive the software with interaction 
restrictions in their minds, fixing the interaction modes from the very beginning. Thus 
software is from the beginning conceived with limitations. We propose that educational 
software for learners with visual disabilities should be designed without taking into 
account from the beginning the users' disabilities. They should start by considering 
relevant modeling aspects. Only when it comes to the point of mapping the inputs and 
outputs of models into an interface, the learner capabilities and disabilities should be 
taken into consideration to map these variables on proper devices.  

Since educational software development process depends on people, tools, and meth-
odologies involved, and considering that we have not a clear methodology to carry out 
this process for children with visual disabilities, the results mainly depends on the skills 
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of the involved people. This can cause many drawbacks typical for a hand-crafted proc-
ess. Software engineering uses methodologies to help to reduce the craftsmanship level 
of software development by using the best methodological practices.  

There have been some proposals for methodologies to develop educational soft-
ware (Alessi & Trollip, 2001; Soares, 2001; Dillenbourg & Self, 1992) and course-
ware (Baloian et al., 2001). An interesting question is whether we need another new 
methodology for this kind of software or if the existing one can work appropriately. 
We think the process should start from existing, well accepted methodologies extend-
ing and adapting them to this particular case in order to guide the implementation 
team to think about the possibility of including elements of intelligent tutoring  
systems in software aimed to blind users. The goal of this methodology is to assist 
developers in considering critical components for educational software design. The 
methodology proposes also a characteristically system architecture.  

Software based on virtual environments for users with visual disabilities are based on 
the presentation of graphic information by text-to-speech translation that reads Web 
pages displayed through browser and three-dimensional spaces of navigation environ-
ments with sounds that can get close, far or move to mentally represent the space (Mereu 
& Kazman, 1996) and to develop cognitive skills (Savidis et al., 1996). This can be seen 
in Morley et al. (1998), where blind people develop a special way of navigating through a 
known environment and represent spatial structure with cognitive difficultness. The 
system uses different output devices such as concept keyboard, tablets, switches, tactile 
interfaces (Lange, 1999), and forcefeedback (Ressler & Antonishek, 2001). 

The HOMER UIMS was produced by Savidis and Stephanidis (1995), Savidis et 
al., (1996) developing dual interfaces to integrate blind and sighted learners. HOMER 
integrates visual and non visual interaction with objects and their relationships. The 
browser BrookesTalk reproduces a Web page by using synthesized voice with words, 
sentences, paragraphs, and offering different points of view of the page to simulate 
scanning (Zajicek et al., 1998).   

A game for audio concentration is presented by Roth et al., (2000) consisting of 
pairing different levels of geometric figures, basic, and derives. To represent geomet-
ric figures graphically they constructed a bi-dimensional sound space. This concept 
allows graphic representation such as icons to be represented by the perception of 
moving sounds in the spatial plane. Blattner and Brewster introduced “earcons” as 
non verbal audio messages to provide information to users about computer objects, 
operation, and interactions (Blattner et al., 1998; Brewster, 1998). Each dimension 
corresponds to a musical instrument and the points of the plot correspond to pairs of 
frequency in a scale. The horizontal movements from left to right are equivalent to a 
frequency variation of the first instrument and the vertical movement to frequency 
variations of the second one. 

AudioDoom (Lumbreras & Sánchez, 1999) allows blind children to explore and  
interact with virtual worlds by using spatial sound. The game was based on the tradi-
tional Doom game where the player moves through corridors discovering the envi-
ronment and solving problems simulated with objects and entities that inhabit a  
virtual world. VirtualAurea (Sánchez, 2001, 2002) was developed after it was proved 
that sound-based virtual environments can help to develop tempo-spatial cognitive 
structures of blind children. It is a spatial sound tool editor that can be used by parents 
and teachers to design a wide variety of spatial maps. Users can integrate different 
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sounds by associating them to objects and entities in a story. AudioMemory (Sánchez 
& Flores, 2004) a virtual environment based on audio to develop and use short-term 
memory. It was also modeled with mathematics contents, AudioMath, to assist the 
learning of basic mathematics operations such as multiplication and division. Results 
evidenced that both software helped to develop and enhance memory and mathemat-
ics learning in blind children. AudioChile (Sánchez & Sáenz, 2005) is a 3D interac-
tive environment for children with visual disabilities to help them to solve problems 
related with the Chilean geography and culture. AudioChile can be navigated through 
3D sound to enhance spatiality and immersion throughout the environment. 3D sound 
is used to orientate, avoid obstacles, and identify the position of diverse personages 
and objects within the environment. 

2   Process Modeling 

The methodology proposed is based on the following hypotheses: 1. The knowledge 
and skills a learner has to develop with the aid of the software are measurable and can 
be represented. This implies that a learner’s model can be constructed, and 2. The 
software represents an interactive environment (real or imagined) for learning. This 
means that the software allows the construction of knowledge by the learner 

The "workflow" for developing educational software for learners with visual dis-
abilities proposed by this methodology is depicted in the Figure 1. To explain this 
methodology we use AudioDoom (already introduced in chapter 1). Normally, a soft-
ware development process starts with the definition of software requirements. In this 
case, the requirements are represented by the learning goal that in the case of Audio-
Doom is the ability to create a mental model of the surrounding environment. Accord-
ing to the learning goal, an appropriate scenario should be conceived to allow learners 
to develop a skill or knowledge. In AudioDoom the idea was having the learner to 
discover a labyrinth full of sound emitting objects and entities. The next step is mod-
eling the environment. At the same time, and based on artificial intelligence strate-
gies, the learner's knowledge should be modeled (Baloian et al., 2002). Developing 
and describing a model has its own process (Zeigler, 1976). The result of this step is a 
formal model description for both, the learning environment and the learner's  
knowledge in paper. A computer program has to implement this. At this point, it is 
important to consider the development of an (or use an already existing) editor for 
generating different environments, such as editors for constructing different laby-
rinths, instead of having a single environment "hardwired" represented by the pro-
gram. After this process, model input and output variables are clearly identified. Then 
we need to map or project them on input/output devices suitable for children with 
visual disabilities.  

As we see in Figure 1, cognitive goals will not only influence the definition of 
learning environments but also the generation of metrics for evaluating knowledge 
construction by the learner. This will be discussed in more detail in the following 
chapter. Then learners should explore the environment as a way of testing. Test re-
sults should be evaluated through usability methods and determine the effectiveness 
and impact to help learners to achieve the cognitive goals. The evaluation may cause a 
revision of the real world representation, the model, and the interface. Revisions of 
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the real world and its modeling can be mostly caused by the failure of the software's 
effectiveness in supporting learners to achieve the cognitive goals: the environment 
does not provide the adequate learning activities and the model does not implement 
them properly. Revisions of the interface (projection of the input/output values on 
adequate devices) can be caused by usability drawbacks in the software.  

 

Fig. 1. The workflow for developing educational software for learners with disabilities  

Analysis: Consists of two sub-stages, A and B. The first stage is to define cognitive 
goals to be achieved by the learner. This corresponds to the definition of software re-
quirements. The second stage is to define procedures and functions to evaluate the 
achievement of cognitive goals. Design: In this stage a metaphor will be defined for a 
“world” or scenario where the learner constructs knowledge through the interaction with 
this world. Normally, this is game type of software and “playing rules” are defined. This 
leads to define the model of the world and the knowledge to be constructed. Develop-
ment: Consists of three sub-processes. The first process is the computational implementa-
tion of models of the world and learner. We recommend exploring the possibilities of 
developing editors for implementing different scenarios of the same “world”. The  
second stage is the implementation of the evaluation process and the feedback to the 
student. The third stage is the projection of the models. We identify input and output 
variables of models as well as parameters and results (including the feedback to the 
learner) of the evaluation function. These values have to be “projected” properly over the 
haptic, audio, and visual (for people with residual vision) input/output devices available. 
We verify a wide variety of input/output devices to avoid limiting to traditional devices 
such as joysticks and keywords for input and sound for output. Haptic devices such as 
tablets, electronic boards, and Phantom can give blind users sensations of being “touch-
ing” virtual objects. It is important to make these actions after setting the models in order 
to ovoid restricting from the beginning of software design. Some guidelines to implement 
the projection are given below based on the literature and our own experience in develop-
ing software for blind children. Validation: Consists of two sub-processes. First, we 
develop usability tests to get data about how well the system fit our objectives in order to 
attain the cognitive goals set at the beginning. We emphasize the analysis of some ele-
ments of human-computer interaction.  Second, we analyze these results and study how 
the metaphor, models, and the projection of input/output variables can be improved. 
Normally an error in the integrity of the system for learning can imply to review the 
metaphor and models used. Usability issues can lead to review the projection. 
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3   Modeling the Resulting Architecture 

Fig.2. represents the architecture of the resulting software containing the following 
components: 

 

Fig. 2. Architecture of the resulting software 

Metaphor of the real world (Model): According to the cognitive skills to be devel-
oped real world metaphors are designed as well as the activities learners have to do to 
attain the cognitive goals by considering their interest and motivation. Editor:  Tools 
to construct an internal model based on 2D/3D graphic representations or auditory 
representations. Computer representation of the real system: Corresponds to the com-
putational representation of the problem, the real world metaphor, and models the 
knowledge. Contains functions, parameters, and variables of the state of the system 
describing the situation of the represented world and how the transition from one state 
to other will be made by considering the interaction of the learner with the software 
and reflected on the entry variables. Strategies: This component gives the strategies to 
be used to model the state of the learner’s knowledge. They are taken from the field of 
artificial intelligence applied to intelligent tutoring. Some of them are the overlay 
model (Kass, 1989) that treats the learner’s knowledge as a subset of an expert knowl-
edge. The Differential model (Clancey, 1987) extends the previous model by dividing 
the learner’s knowledge in two categories: knowledge that the learner should know 
and knowledge that is not expected to be known by learners. The perturbation model 
(Kass, 1989) supposes learner should posses a potentially different knowledge in 
quantity with respect to an expert. The model can represent the knowledge and beliefs 
of the learner beyond the ranks of the expert’s model. Learner model:  This compo-
nent represents what the system thinks about the state of the students learning in a 
certain point. It contains knowledge and skill representations the learner should con-
struct, the variables of the state of learner representing the level of learning in a cer-
tain moment, and the rules about how to upgrade this information given the interac-
tion with the system and reflected in the change from one real world model state to 
another. Thus the learner model is given by making inference of the individual knowl-
edge by analyzing the performance (Dillenbourg & Self, 1992). Evaluation: This 
component defines the difference between the knowledge model represented in the 
software and the knowledge model of the learner generated by the strategies. Thus an 
error measure is produced and projected to the interface as student’s feedback. System 
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projection: This is the main component to certify that the software can be fully as-
similated by children with visual disabilities. It is in charge of projecting most interac-
tions, state variables, and feedbacks from and to the software.  

4   Model Evaluation 

We tested our model with three special education teachers and two software developers. 
They evaluated the model by analyzing five products to check how well they meet the 
methodology proposed above. To do this we designed a Likert type scale based on 
model heuristics. From the model proposed above we defined four major heuristics for 
evaluation purposes: metaphor, learning, interaction, and interface. Metaphor included 
adequacy to the mode of learning, how well it represents the model, and if it defines 
different interaction environments (editors). Learning includes if the software represents 
what learners have to learn, evaluates learning adequately, and provides feedback to the 
learner. Interaction includes if the input/output devices are adequate, and how well users 
can orient and know what to do and where to go by themselves. Interface included font 
and typography, colors, buttons, icons, audio cues, and feedback used.  

The results of the model evaluation are presented in Table 1. Possible answers 
spanned from “do not meet the heuristic” (1) to “highly meet the heuristic” (5). Aver-
age resulting scores were from 3.4 (VirtualAurea) to 4.6 (AudioMemorice), evidenc-
ing that most software analyzed meet the minimum standards posed by the model. 

Table 1. Model evaluation results. 1. AudioBattleShip, 2. AudioMemorice, 3. VirtualAurea, 
4. Theo&Set, 5. CantaLetras, 6. AudioVida. 

                                                           Software 
Indicators 

1 2 3 4 5 6 Heuristics 

The metaphor is adequate for the learning method 
(construction) 

4,8 4,8 4,0 4,5 4,7 3,9 

The model represents well the metaphor 4,5 4,8 3,5 4,8 4,7 4,2 

It is possible to define different interaction  environ-
ments (editors) 

5,0 4,8 5,0 4,3 3,7 3,0 

METAPHOR 

The software represents somehow what learners 
have to learn 

3,8 4,5 4,3 4,8 4,8 4,0 

The software evaluates coherently what the learner 
have to learn 

3,3 4,0 3,5 4,3 5,0 3,7 

The software provides adequate feedback to the 
learner 

4,5 4,8 3,5 4,3 4,5 3,0 

LEARNING 

There are input/output devices for interaction 
purposes 

4,3 5,0 4,3 4,5 3,8 3,7 

Users can know where they are 4,3 4,0 3,8 3,8 2,5 2,8 

Users can know what to do in any moment 3,5 3,8 3,3 3,5 2,3 2,9 

INTERACTION 

The font typography used is adequate 1,3 4,7 1,0 4,3 2,5 4,1 

The size of the font is adequate 1,3 4,7 1,0 3,8 2,0 4,0 

Colors and contrasts are used adequately 4,6 4,8 2,3 4,5 3,5 3,4 

The design of buttons and icons are adequate 2,5 4,8 1,5 3,8 2,5 3,6 

The interface generates adequate audio feedback for 
learners with visual disabilities 

4,3 4,5 3,5 3,5 4,0 3,4 

INTERFACE 

 

From the results displayed we can state four initial conclusions. First, we validated 
the model by evidencing that using heuristics is a clear methodology for model analy-
sis in educational software. Second, all products considered the heuristics in different 
degrees. Third, metaphor and learning are the heuristics that best meet the standards 
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of our model. Fourth, interaction and interface were the least attained heuristics. Then 
our model was initially validated with existing educational software through walk-
through techniques used by teachers and software developers. 

5   Discussion and Further Work  

We present a methodology for developing educational software for children with 
visual disabilities. The model is the result of a growing need for models to develop, 
replicate, evaluate, and improve educational software for this population. This is a 
process model with the resulting architecture including ways of evaluating and giving 
feedback to learners, as well as to set qualitative differences for children with and 
without visual disabilities. We describe formally and operationally the model and 
propose some guidelines to design educational software for children with visual dis-
abilities by discussing main generic attributes to include in this software.  

The model was tested for viability in educational software design. Interesting re-
sults came out when teachers and software developers went through existing educa-
tional software for blind children by using some heuristics drawn from the model. 
Most software did meet the heuristics in different degree. Interactivity and interfaces 
were the least ranked, meaning that these heuristics need to be carefully considered 
when design software for children with visual disabilities. Now we need first to im-
prove our heuristics and evaluation instruments, and then apply them to different 
learning contexts for children with visual disabilities. The next step will be to design 
and develop software for children with visual disabilities by following step by step the 
methodology proposed here. Finally, we expect to contribute to the field with an ex-
plicit and functional model that can be generalized and replicated to help to improve 
the learning of children with visual disabilities. 

Acknowledgements 

This report was funded by the Chilean National Fund of Science and Technology, 
Fondecyt, Project 1030158. 

References 

1. Alessi, S. & Trollip, S. (2001). Multimedia for Learning, Methods and Development. Bos-
ton: Allyn and Bacon 

2. Baloian, N., Ochoa, S. & Fuller, D. (2001). A model for component-based courseware de-
velopment. Proceedings of the KSI Conference SEKE'01. Buenos Aires, Argentina, Jun. 
13-15. KSI Press. USA pp. 363-370 

3. Baloian, N., Luther, W., Sánchez, J. (2002). Modeling Educational Software for People with Dis-
abilities: Theory and Practice. Proceedings of the ACM ASSETS 2002 Conference, pp. 111-117 

4. Blattner, M., Sumikawa, D. & Greenberg, R. (1998). Earcons and icons: Their structure 
and common design principles. Human-Computer Interaction, 4, (1) (1998), pp. 11-44 

5. Brewster, S.A (1998). Using earcons to improve the usability of a graphics package. Pro-
ceedings of HCI’98, Sept. 1-4(1998) Sheffield Hallam University, Sheffield, UK 

6. Clancey, W.J.(1987). Methodology for Building an Intelligent Tutoring System. En Kears-
ley, G., Artificial Intelligence and Instruction - Applications and Methods, pp.193-227 



 Modeling 3D Interactive Environments for Learners with Visual Disabilities 1333 

 

7. Dillenbourg, P. & Self, J. (1992). A Framework for Learner Modeling. Interactive Learn-
ing Environments, 2(2), pp. 111-137, 1992 

8. Kass, R.(1989). Student Modeling in Intelligent Tutoring Systems –Implications for User 
Modeling. In A. Kobsa & W. Wahlster, Eds. User Models in Dialog Systems, pp. 386-410. 

9. Lange, Max O. (1999). Tactile Graphics – as easy as that. CSUN’s 1999 Conference Pro-
ceedings. March 15-20, Los Angeles, USA 

10. Lumbreras, M., & Sánchez, J. (1999). Interactive 3D Sound Hyperstories for Blind Chil-
dren. Proceedings of the ACM CHI ‘99, Pittsburg PA, USA (1999), pp. 318-325 

11. Mereu, S.& Kazman, R. (1996). Audio enhanced interfaces for visually impaired users. 
Proceedings of the ACM CHI 96, pp. 72-78 

12. Morley, S., Petrie, H., O’Neill A.-M. & McNally, P. (1998).  The use of non-speech 
sounds in a hypermedia interface for blind users, in Edwards, A.D.N., Arato, A., and 
Zagler, W.L.(Eds.)’Computers and Assistive Technology’. Proceedings of ICCHP’98. XV, 
IFIP World Computer Congress, pp. 205-214 

13. Ressler, S. & Antonishek, B. (2001). Integrating Active Tangible Devices with a Synthetic 
Environment for Collaborative Engineering. Proceedings of the 2001 Web3D Symposium. 
Paderborn, Germany, February 19-22, pp. 93-100 

14. Roth, P., Petrucci, L., Assimacopoulos, A. & Pun, Th. (2000). Concentration Game, an 
Audio Adaptation for the blind. CSUN 2000 Conference Proceedings, Los Angeles, USA. 

15. Sánchez, J. (2001). Interactive virtual acoustic environments for blind children. Proceed-
ings of ACM CHI ´2001, Seattle, Washington, April 2-5, 2001, pp. 23-25 

16. Sánchez, J. (2002). VirtualAurea: Perception through spatialized sound. Proceedings of 
ICDVRAT, pp. 67-73. September 18-20, 2002, Veszprém, Hungary 

17. Sánchez, J., Baloian, N. & Hassler, T. (2004). Blind to Sighted Children Interaction 
through Collaborative Environments. Lecture Notes in Computer Science 3198, Springer-
Verlag, pp. 192-205 

18. Sánchez, J.,Flores, H. (2004). Memory enhancement through audio. ACM SIGACCESS 
Accessibility and Computing Archive Issue 77-78, pp. 24-31, Sept. 2003-Jan. 2004 

19. Sánchez, J., Sáenz, M. (2005). 3D Sound Interactive Environments for Problem Solving. 
Proceedings of The Seventh International ACM SIGACCESS Conference on Computers 
and Accessibility, Assets 2005, Baltimore, Maryland, USA, October 9-12, pp. 173-178 

20. Sánchez, J., Baloian, N. (2005). Modeling Audio-Based Virtual Environments for Chil-
dren with Visual Disabilities. Proceedings of the World Conference on Educational Mul-
timedia, Hypermedia & Telecommunications ED-MEDIA 2005. Montreal, Canadá. June 
27 July 2, 2005, pp.1652-1659 

21. Savidis, A. & Sthphanidis, C. (1995). Developing dual user interfaces for integrating blind 
and sighted users: HOMER UIMS, ACM CHI’95 Conference Proceedings, Denver, CO 
(1995), pp. 106-113 

22. Savidis, A., Sthphanidis, C., Korte, A., Crispie, K. & Fellbaum, K.(1996). A generic di-
rect-manipulation 3D-auditory environment for hierarchical navigation in non-visual inter-
action. Proceedings of the ACM ASSETS 96, pp. 117-123 

23. Soares, M.P.S. (2001). Modeling educational software for teaching quality control with 
emphasis on quality evaluation software, MAQS. Proceedings of the International Sympo-
sium on Computing in Education, Aguas Calientes, México 

24. Zajicek M., Powell C. & Reeves C. (1998). A web navigation tool for the blind. Proceed-
ings of the ACM ASSETS’98, 3rd ACM/SIFCAPH Conference. on Assistive Technolo-
gies, Los Angeles, USA (1998), pp. 204-206 

25. Zeigler, B. P. (1976). Theory of Modeling and Simulation, Wiley, New York, USA, 1976 



K. Miesenberger et al. (Eds.): ICCHP 2006, LNCS 4061, pp. 1334 – 1341, 2006. 
© Springer-Verlag Berlin Heidelberg 2006 

APL: Audio Programming Language for Blind Learners  

Jaime Sánchez and Fernando Aguayo 

Department of Computer Science, University of Chile 
Blanco Encalada 2120, Santiago, Chile 

{jsanchez, faguayo}@dcc.uchile.cl

Abstract. Programming skills are strongly emphasized in computer science. 
Programming languages are constructed based on sighted people as end-users. 
We have designed Audio Programming Language for blind learners based on 
audio interfaces to support novice blind learners to develop and exercise problem 
solving skills. APL was designed with blind learners from the beginning to 
construct programs and solve problems with increasingly complexity. Audio 
Programming Language was usability tested during and after implementation. 
Blind learners used, wrote programs, and helped to make improvements to this 
programming language. Testing results evidence that APL mapped the mental 
models of blind learners and helped to motivate them to write programs and thus 
entering to the programming field. 

1   Introduction 

Diverse attempts have been made to make programming closer to end-users: Basic, 
Logo, Smalltalk, Pascal, Boxer, Playground, KidSim, AgenSheets, LiveWord, 
Shoptalk. All of these programming languages have contributed to expand the number 
of people who can program. Many of them have applied user interfaces principles to 
programming. This has ended up with better skills for novice learners to program. 
Thus the literature describes studies concerning programming by demonstration, 
programming by example, visual programming, graphical programming, and physical 
programming [2,3,5,7]. Most of these programming attempts (if not all) have been 
focused on visual programmers. 

To write a program using these languages learners with visual    disabilities   has to   
use text-to-speech systems that “read” programming commands and variables 
assuming that they follow easily the same logic of programming used by sighted 
learners.  

Recent studies have shown that by using audio-based applications blind children 
can develop and rehearse cognition [1,4,6,8,9,10]. Most of these studies focus on the 
development of 3D audio interfaces to map the entire surrounding space and thus 
helping blind children to construct cognition through audio-based interfaces such as 
tempo-spatial relationships, short-term memory, abstract memory, spatial abstraction, 
haptic perception, and mathematic reasoning.  

This research study introduces APL, Audio Programming Language. APL is based 
on audio to enhance problem solving and thinking skills in novice blind learners. APL 
is not thought as an alternative to conventional programming languages, rather it is a 
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tool to help to better integrate novice programmers to the field of conventional 
languages. In doing so APL can generate Java code and thus make that novice 
programs can be used by other people without needing APL. They will just need Java 
and a TTS engine. APL is a tool to motivate blind learners to enter to the 
programming world. 

2   Programming by Blind Learners 

What are the specific needs of blind learners to program? Why is it difficult for 
novice blind learners to map and follow current programming languages? Can we 
develop a language to fit the needs of these learners, especially those that will not 
follow a computer science career? These were some of the underlying questions in 
our study.  

A programming language communicates the programmer with the computer. To do 
this the structure and logic are designed in such a way to be interpreted by the 
machine. Actual languages are based on the idea that a programmer writes command 
lines interpreted by the computer. These commands must be correctly written and 
well defined otherwise the machine cannot understand instructions and specific tasks 
are unsolved. This implies to memorize a huge amount of command lines and to write 
them correctly in order to avoid error parsing. Most of these programming languages 
are heavily based on visual interfaces. 

Two major difficulties can be found when blind learners use these languages. First, 
if they use a pure language they face the issue of verifying the program consistency 
and the correct reading of command lines. Second, if we provide them current tools to 
support program construction, they deal with graphical user interfaces. APL intends to 
close the gap between programming by sighted learners and programming by blind 
learners. 

Fig. 1. A blind learner programming with APL 
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APL is the first intent to develop a programming language oriented to blind 
learners. They can interact and communicate with the computer as sighted 
programmers do by writing their own programs and exchanging them with other 
users, sighted or blind. The only difference is the way they do it and the sensory 
channel used to interact with the machine. 

To attain our goals APL was designed to make easier the correct writing of 
command lines and to avoid parsing problems. We facilitate machine-programmer 
interaction through additional tools not commonly found in current programming 
languages. 

Common programming languages use minimum storage units or variables that can 
be appropriate to the user’s needs. It is hard to imagine a language without string or 
integer variables. In contrast, APL implements a new and unconventional type of 
variable to store sounds to be later manipulated by blind users. Sound is a 
fundamental unit of APL. 

3   Audio Programming Language 

We aimed at developing a tool to facilitate the manipulation of a programming 
language by blind learners. APL is oriented to blind novice programmers by 
diminishing syntax complexity of a current language and adding functions to analyze 
the final program. Learners can get programs in Java code with the help of an APL 
code generator that makes the necessary conversions to add the required 
functionalities. 

3.1   Model 

We developed an implementation model for APL. Two basic conditions were set: The 
software should be easy to implement and flexible by allowing small changes without 
having to modify the whole program. APL has three main layers: Audio interface, 
programming interface and programming logic (see Figure 2). 

Audio Interface includes two states: TTS and Recorded Text. TTS is used to 
reproduce words and sentences. Recorded Text is used to give command feedback 
when running the round list and to pronounce letters and numbers.  

Programming interface contains three states: Round list, keyboard, and Menu. Round 
list includes all commands used in the program since the list consistency is operated 
dynamically by the command integrity. Keyboard, which can be activated any time the 
novice programmer enters information to the program such selecting a command from 
the round list, variable names, and text for output. Menu is active during the whole use 
of APL and allows executing the program or exporting this to Java code 

Programming Logic includes four states: Command integrity, free input, run 
program, and export to Java. Command integrity is in charge of maintaining the 
integrity of the program by including or eliminating commands in the round list to 
help programmers to use adequate commands and communicating with the TTS or 
recorded text. Free input allows users to enter text freely providing permanent 
feedback through the integration of the TTS (words and sentence) and the recorder 
text (letters and numbers). Run program executes the program if the command state is 
correct. Export to Java exports the program through a code generator.   
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Fig. 2. Layers of APL

3.2   Implementation 

APL was developed by using Java 1.4.1 and FreeTTS Java speech synthesizer. These 
are fine tools for media management and close to the machine logic. APL has the 
following modules: DataBase, Integrity, Kernel, CHI and generador de JAVA. 

DataBase stores the commands and its integrity. Integrity reads the DataBase and 
loads a certain structure and commands. Kernel manages the interaction between the 
user and programming rules. CHI controls input/output audio and translates 
input/output text to audio. The interface is entirely based on audio in such a way that 
blind programmers have not direct interaction with the screen. APL has two modes: 
programmer mode and running mode. 

There is no programming language skills prerequisite to use APL. Learners don’t 
need to memorize any commands. APL has a circular command list introduced to the 
user to select the desired command. The list has options related to the actual state of 
the system. In doing so two current issues in conventional programming can be 
solved: command navigation and command semantic. 

To control command navigation APL presents a reduced command list to improve 
the navigation through the list and to optimize the programming time. Command 
semantic is prevented by assuring that the selected command is correctly written in 
such a way that APL can interpret it in the runtime. 

The circular list of APL is dynamic. The main list consists of input, output, cycle, 
condition, and variable (see Figure 3). Each of these commands possesses an integrity 
table placed on the programming logic layer (see Figure 2) to upgrade the circular list 
with new commands. APL can request answers to a set of questions to complete the 
command line at the audio interface layer. This process can be repeated as many times 
as necessary to write a program. The command definition is: 

Variable: It consists of variable definitions. They can be text, numeric or sound. Text 
is read through text-to-speech. 
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Input: The blind programmer uses this command to create an input requirement when 
executing the program by selecting the desired variable, keyboard or sound. This 
input should be saved as a variable defined by the programmer. 

Output: It is the medium available to the programmer to create an output of the 
product. Here APL uses only sound interfaces. Sound has two modes: 1. The 
programmer defines a variable and saves it with a corresponding sound, and 2. The 
programmer defines a variable and saves it with a corresponding word or sentence 
entered through the keyboard and read as text-to-speech when executing the program. 

Condition: It is a command that compares variables defined by the programmer. If 
variables are true the commands between tags are executed and a new option is 
created in the command list, end of condition. 

Cycle: It is a command that allows executing the program many times in a defined 
sector. It comes out of the sector when the defined cycle condition is attained. The 
cycle is completed by using the end cycle option. 

For feedback optimization when the programmer writes the program we used a mix 
solution of TTS and recorded text to provide an immediate response when writing 
since we used recorded letters and numbers to avoid TTS processing.  

4   Usability Testing  

APL was built by and for blind learners. We implemented a qualitative case study 
methodology by observing and recording the interaction of end-users and experts with 
the program. APL was usability tested during and after development.  

Expert users: Immediately after APL was implemented we tested the software with 
three expert users that have experience and knowledge in programming to validate the 
functionality and to identify possible problems and errors in order to get feedback, 
suggestions, and make some improvements. They were informed about the 
correspondence of APL commands with generic commands and wrote programs using 
APL. They also made comments and answered pre-designed questions detecting 
functioning problems such as: a. APL did not support multiple cycles, b. APL did not 
allow to make waterfalls conditions, c. The conditions of APL did not allow to exit 
from cycles, d. Some issues occurred when manipulating “keyboard” variables 
(variable types such int, var, and string cannot be defined), e. Sound and voices can be 
confusing in some passages, f. The executor went down when the cycle was not 
appropriately defined. Then we analyzed in depth the content and comments given by 
experts and redesigned the prototype before the blind users tried it. 

End-users: APL was evaluated through a qualitative case study methodology by 
observing and recording the user’s interaction with APL. The study included a two 
stages usability pilot testing with three blind novice programming learners, ages 17 to 
20. During the first stage learners followed four interactive sessions of 2.5 hours each. 
First, basic programming concepts were introduced to them and after that they solved 
related mental tasks. Second, they interacted with APL by using basic commands to  
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create simple programs such as Hello World and guessing games. Third, they wrote 
their own programs such as “think an idea and make a program”. Finally, they wrote a 
small program for blind and sighted people to learn Braille (see Figure 1).  

Fig. 3. Command list tree

The main goal was to familiarize users with concepts and elements that can be used 
to solve problems with APL. The idea was having users to interact with APL, to 
identify classic algorithms and data structure in computer science, and to develop 
algorithmic thinking to solve a problem. Users understood the functioning and the 
main goal of APL. They also learned about the basics of programming. 

The second stage consisted of answering a usability evaluation test and having an 
interview. The test consisted of eighteen user satisfaction questions in a Likert type 
scale. The interview pursued to get in depth answers about APL and to record 
comments about their experience. Blind users’ behaviors were observed by a team of 
three researchers. 

In the beginning learners understood some programming concepts but it was 
complex to them to understand the concept and functions of different commands such 
as cycle, condition, and variable. This understanding took more time as expected. 
During the third session they understood these concepts and made comments 
concerning APL based on their interaction experience and expectations about the 
functionality. We observed that methodologies such as theoretical explanations and 
step by step exercises did not help them to understand fully the basic concepts of 
programming. This can be explained due to the fact that blind learners tend to rely 
heavily on concrete experience before building abstract thinking. They did not 
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construct a mental model of APL and programming until they designed their own idea 
and understood the meaning fully. Then through passing from the known to the 
unknown they increasingly developed understanding of programming.  

Blind learners were able to interact with APL by using commands such as input, 
output, variables, cycles, and condition. They could write some programs following 
step by step directions as well as writing programs emerging from their own ideas. 
During the last session they evidenced to understand programming concepts and 
apply them to their programs. In doing so blind users constructed logic thinking skills, 
verbalized them with their partners and observers, and wrote programs to prove their 
feasibility. They were very motivated and satisfied as a result of interacting with APL. 
We assume these are preliminary results but very promising. 

As users understood concepts, used commands, and applied them to their 
programming they were able to design logic instructions, understand, reproduce, and 
verbalize them. They also constructed algorithms that could be reproduced mentally. 
They showed high interest and enthusiasm when programming.  

Blind learners also made diverse comments and suggestions to improve APL such 
as to include a feedback by using the space bar to remind the last written word, to 
start up APL by their own, and to make it faster when using arrows. 

Our experience with blind users programming APL shows that current 
programming visual tools are not feasible for these learners. It appears that the issue 
for novice learners is not just to adapt visual programming to blind learners [11]. The 
theoretical background of these tools is complex to be easily mapped by novice blind 
learners. One interesting result of our usability test evidenced that interactivity may 
have rather different meaning and implications to blind users.  

TTS and recorded text were tested separately from the use of APL to evaluate TTS 
and recorded text feedback for letters and number pronunciation. Results were 
entirely satisfactory demonstrating the user’s preference for the integrated system 
(TTS and recorded text) instead of the previous system with a TTS processing all 
letter conventions. 

5   Conclusion 

We have introduced APL, Audio Programming Language for blind learners. APL is 
designed to help novice blind learners to enter to the programming world and to solve 
problems and develop thinking skills by targeting their needs and mental models. 
Learners were able to interact and program APL by using audio-based commands. 
They understood programming concepts and apply them by programming their own 
ideas.  

Adequate uses of audio as a sensory interactive medium can help learners to learn 
how to program. We initially observed that blind learners can develop algorithmic and 
logic thinking skills with APL. They verbalized these skills, and wrote programs to 
prove their feasibility. The experience of interacting with APL was motivating and 
unique to them by expressing satisfaction with the programming experience. They 
have continued to program with APL after participating in the study. 

APL is not an alternative proposal to visual programming for blind users. We 
believe that for higher level tasks there should be interfaces to allow an adequate 
access to visual programming such as in [12]. Our proposal goes in a different 
direction. We aimed at motivating novice blind learners to learn programming basic 
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ideas and solve problems with APL. Our idea is that their programs can be used by 
other people. To do this we have embedded in APL a Java code generator. 

We are learning the way blind users map the programming process by using APL. 
It may be somehow different from sighted users. Interacting through programming 
may have a different meaning to them. This should be studied more fully in future 
studies. Finally, APL is a first step to provide a robust Audio Programming Language 
to blind learners and thus helping them to enjoy programming and developing their 
cognition. 
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Abstract. In this paper, a system developed for monitoring, assisting and edu-
cating people with diabetes, named eDiab, is described. A central node (PDA or 
mobile phone) is used at the patient’s side for the transmission of medical in-
formation, health advices, alarms, reminders, etc. The software is adapted to 
blind users by using a screen reader called Mobile Speak Pocket/Phone. The 
glucose sensor is connected to the central node through wireless links (Zig-
bee/Bluetooth) and the communication between the central node and the server 
is established with a GPRS/GSM connection. Finally, a subsystem for health 
education (which sends medical information and advice like treatment re-
minder), still under development, is briefly described. 

1   Introduction 

The Diabetes Mellitus is one of the most common chronic diseases worldwide, char-
acterised by a state of chronic hyperglycaemia (raised blood sugar). Diabetes Mellitus 
affects almost 6% of the population in Europe [1,2]. It is also one of the main causes 
of mortality in the world [3] and responsible for serious health complications [4,5,6,7] 
such as cardiac and renal diseases, depressions, blindness, etc. The Diabetes has a 
very deep impact in patient’s life: glucose controls, insulin, dietetic restrictions, fears, 
etc. The management of the disease needs a lot of discipline and self-care by the pa-
tient, because only healthy habits could break down its progression and reduce the 
risk of these complications [8]. A good diabetic control is affected by lifestyle factors 
(diet, exercise, etc.) and self-care (treatment compliance, self-monitoring, etc.). The 
key component in empowering patients to manage their own diabetes is education. 

The objective of a diabetes education program is to provide people with diabetes 
the knowledge, skills and tools to manage their disease and avoid the complications 
associated with the diabetes. Nowadays, educational programs include personal  
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meetings and lessons provided by diabetes educators (nurses, dieticians, doctors, 
psychologists, etc.). 

Over the last years there has been an explosion of web pages with information for 
diabetic people. However, the inclusion of new technologies in educational programs 
is very low; a systematic review [9] of diabetes education has found that only 6% of 
the time in educational programs is spent in Computer-assisted instruction. Systematic 
reviews of computer-assisted education programs [10,11,12,13] have found evidences 
that emerging IT may improve diabetes care. 

The use of new information and communication technologies in diabetes care has 
been focused on telemedicine projects. There are many telemedicine projects for diabetic 
people [14,15,16,17,18,19]. The aims of most of these projects were telemonitoring the 
patient’s glucose [15,16,17,18] and tele-ophthalmology for the prevention of diabetic 
retinopathy, one of the main causes of blindness [19]. The first goal of this monitoring is 
the adjustment of the insulin treatment. One example of these projects is the M2DM 
project [16], in which a system has been developed for telemonitoring, alarms, decision 
support, electronic clinical record, SMS reminders, etc. Another interesting project is 
IDEATEL [15], focused on telemonitoring and education. In this project a complete 
system has been developed to control the patients. The system of IDEATEL includes: 
glucometers, blood pressure sensors, video conference, emails, educational resources via 
web, etc. The use of new technologies to improve the methods for delivering diabetes 
education is encouraged by the International Federation of Diabetes.  

In our analysis of the state-of-art in telemedicine for diabetes, no works have been 
found that include blind people as users. This is a very important problem, since the 
diabetes Mellitus is the second cause of blindness in elderly people and the first one in 
young and adult people [5]. However, despite the high number of assistive products 
developed for the visually impaired [20,21], we have not found any work merging 
telemonitoring diabetes and assistance to visually impaired people. Unfortunately, this 
is a usual lack in telemedicine, although we think that there are no reasons to separate 
Assistive Technologies from Telemedicine. Furthermore, in telemedicine projects for 
diabetic people new technologies like mobile phones and PDAs are only used for the 
transmission of glucose measures or retina images and communication between doc-
tors and patients. As far as we are concerned, these systems could also be used for the 
education of people suffering from diabetes. For instance, SMS and MMS could be 
used to improve the healthy habits of the patients by sending them personalized edu-
cational information. 

In this paper, we propose a system that merges monitoring and educating people 
with diabetes, as well as assisting those users that are also visually impaired, probably 
due to diabetes complications.  

2   Description 

In the project eDiab an Information System for the Management of Diabetic People is 
being developed. This project has been designed with a multidisciplinary view: assis-
tive technologies, telemedicine and diabetic education. The project has been divided 
into two subsystems: Subsystem for Monitoring and Controlling of Diabetes and 
Subsystem for Health Education. 
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Fig. 1. Information flow of eDiab 

2.1   Subsystem for Monitoring and Controlling  

The subsystem for monitoring and controlling of Diabetes is the responsible for the 
transmission and storage of measures of glucose levels and other data from the patient 
such as information about diet, weight, etc. At the patient side there is a central node, 
PDA (for young users) or a mobile phone (for elder users). These devices are de-
signed for the transmission of medical information, health advices, alarms, reminders, 
access to medical information, etc. The software of both devices is adapted to blind 
users by using an application called Mobile Speak Pocket/Phone [22], a screen reader 
solution for mobile phones that allows the access to most of the device functionality. 
The PDA has more features than a mobile phone, but its complexity is higher, so this 
device is mainly developed for young users. The design of the system for the PDA 
includes note reminders, a data base of glucose measures, generation of charts, etc.; 
these applications have been developed using .NET technology in a Pocket PC O.S. 
The PDA uses Zigbee/802.15.4 on the connection between the glucose sensor and the 
PDA, since this relatively new wireless sensor technology is the best option for bat-
tery saving and low cost [25]. This connection has been developed using Zigbee-
RS232 modules of Telegesis Inc. [23], with the communication established by AT-
commands. The first prototype had been developed with the Telegesis development 
board, but this development board was not a good choice because it is not battery 
powered and it needs to be powered with an adaptor. In order to overcome this draw-
back a new board with a small size and battery powered has been developed using 
Zigbee-RS232. 
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Fig. 2. Sensor connection with the Zigbee module 

The communication between the patient and the server is established with a 
GPRS/GSM connection, using a Nokia 6630 connected to the PDA. Our current pro-
totype is working in a HP iPAQ device; this PDA has a GPRS connection using a 
mobile phone connected via Bluetooth. However, the next prototypes will be devel-
oped in a Pocket PC with GPRS connection. 

Fig. 3. PDA monitoring system

As described above, the mobile device used in the first prototype is a Nokia 6630 
[24] with UMTS and Symbian O.S. The application software for this mobile has been 
developed using Java technology, J2ME. This device works as a gateway between the 

Telegesis Zigbee 
Module

iPAQ-h2220

CF-RS232 
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servers and the user. This bidirectional communication is based on GPRS/GSM, al-
though the following prototypes could use UMTS. We have also used Bluetooth for 
the communication between the sensor and the mobile phone; in this case, the system 
uses a serial port-Bluetooth adapter. 

Fig. 4. eDIAB Application for Pocket PC Fig. 5. Mobile Speak, Screen Reader Application 

2.2   Subsystem for Health Education 

The subsystem for Health Education has two components: one personal web for the 
patient (currently under development) and one system to send SMS and MMS with 
medical information and advice. The web allows the patient to access to the medical 
information (charts, analysis, etc.) and to send emails to the doctors and professionals. 
The web also shows advice for the patient, which are personalized and generated auto-
matically. A smart system studies the information about the patient and provides custom-
ized information and tailored view of it in the personal web; for example, if the patient 
doesn’t practise sports, the web will show information about the benefits of sports. This 
system also provides SMS/MMS features for health education. The server could send 
SMS/MMS to remind about the treatments and to give advice. This feature is being de-
veloped for improving the healthy habits of the patients. Two main target groups are 
considered: children, who are very receptive to this kind of system, and people with type 
II diabetes (the most common form of diabetes), who may need more advice in healthy 
living because most of them have been diagnosed with diabetes when they are adults. 

3   Future Work and Challenges 

Currently, the Subsystem for Monitoring and Controlling is being tested with end users 
in order to test the usability and to improve the system in the next prototype. The subsys-
tem of Health Education has been designed and is currently being developed; we hope 
that it will be fully developed during the academic course 2006-2007. After this, the 
system will be tested on diabetic patients, including blind people, and diabetic educators. 
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There are several interesting areas for further research related to Information Tech-
nologies in Diabetic Care, especially in the educational area. For example, we have 
found projects [26] where animated agents were used to educate patients who had 
suffered brain stroke. We think that this approach has a high potential of applicability 
to the education of patients with chronic diseases. Another interesting area is the use 
of Artificial Intelligence techniques to personalize the presentation of documents 
[27,28] according to the patient’s characteristics and interests.  

Probably the more interesting challenge is the integration of eDiab into an Ambient 
Intelligent System. Ambient Intelligence has an enormous potential through the creation 
of "intelligent" environments able to proactively adapt to humans, as well as to serve 
their needs and goals. In this case, the autonomy and quality of life of diabetic people 
would be enhanced through a proactive education, monitoring and self-care system 
providing an integral care of this very important chronic disease. The use of wireless 
links guarantees ubiquitous access to medical data (e.g. sensors) and advice and/or 
medical information. Also, the ubiquitous access to electronic clinical records and the 
application of smart techniques would allow personalizing and adapting advice and 
medical information to the user’s characteristics (age, abilities, etc.). Future work will 
address the improvement of the system described in this paper in order to allow interop-
erability with other devices. For instance, a person using eDiab and entering a hospital 
or school may be interested in interchanging services and/or information. We are cur-
rently considering the use of one of the available architectures (like UPnP or Jini) for 
dynamic service discovering, service description and service control. 

4   Conclusions 

In this paper, we describe a system named eDiab, developed for monitoring, assisting 
and educating people with diabetes. The main contribution of this system is that it is 
(to the best of our knowledge) the first one in merging monitoring and education of 
diabetic people with assistance to visually impaired people. This feature is especially 
useful considering that the Diabetes Mellitus is the second cause of blindness in the 
elderly and the first one in young and adult people. Although the system is still under 
development, several interesting characteristics can already be presented. 
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Artigas, José I. 744, 777
Aslaksen, Finn 258
Atkinson, Matthew T. 380
Aupetit, Sébastien 500
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Bartsch, Martin 488
Batusic, Mario 1235
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Fuertes, José L. 199, 341, 599, 1031,

1071, 1207
Fugger, Erwin 699
Fujimoto, Madoka 943
Fujiyoshi, Akio 801
Fujiyoshi, Mamoru 801
Fukuda, Ryoji 1139

Gaal, Andrea 1306
Gabbanini, F. 407
Galdona, N. 759
Gale, Alastair 480
Gardner, John A. 1215, 1243
Gaucher, Pierre 500
Geiszt, Zoltán 823

Georgalis, Yannis 388
Geramani, Konstantina N. 16
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Jašková L’udmila 552
Jenge, Constantin 207
Jessel, Nadine 1223
Johnson, Marianne 874
Juhasz, Zoltan 1055

Kahana, Boaz 766
Kahana, Eva 766
Kanahori, Toshihiro 48
Kanda, Kazuyuki 595
Karim, Shuaib 77, 1147
Karlsson, Inger 579
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Massaro, Dominic W. 809
Masuda, Fumihiko 429
Matausch, Kerstin 361
Matsui, Hirokazu 1131
Matsumoto, Michito 1265



1354 Author Index

Mayer, Peter 1021
Mayrhofer, Thomas 488
McMullin, Barry 106
Meng, Ling-Fu 437
Miene, Andrea 69
Miesenberger, Klaus 32, 253, 271, 329,

361, 403, 488, 560, 1235
Mina, Stefan 415
Minagawa, Hiroki 627
Miura, Jun 623
Miyagi, Manabi 863
Miyakawa, Masahiro 1259, 1287
Miyakawa, Michio 950
Moço, Victor 1191
Mogor, Emil 1055
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Moriana-Garćıa, F.J. 1342
Morimoto, Kazunari 607, 667
Mourouzis, Alexandros 421
Mühlehner, Mario 442
Murai, Yasuyuki 1259, 1287
Muro, Carmen 831

N.S. Andreasen Struijk, Lotte 913
Na, Jongwhoa 1298
Nagai, Nobuyuki 1259, 1287
Nagashima, Yuji 659
Nagy, Marek 1231
Nagy, Zoltan 1055
Nakamura, Miyoko 53
Nakazono, Kaoru 659
Namatame, Miki 136
Namgoong, Hyun 469
Nehaniv, Chrystopher 785
Németh, Géza 651
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Ošleǰsek, Radek 61

Paczolay, Dénes 615
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