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Preface

This volume contains the proceeding of the 5th International Conference on Im-
age and Video Retrieval (CIVR), July 13–15, 2006, Arizona State University,
Tempe, AZ, USA: http://www.civr2006.org. Image and video retrieval contin-
ues to be one of the most exciting and fast-growing research areas in the field
of multimedia technology. However, opportunities for exchanging ideas between
researchers and users of image and video retrieval systems are still limited. The
International Conference on Image and Video Retrieval (CIVR) has taken on the
mission of bringing together these communities to allow researchers and practi-
tioners around the world to share points of view on image and video retrieval. A
unique feature of the conference is the emphasis on participation from practition-
ers. The objective is to illuminate critical issues and energize both communities
for the continuing exploration of novel directions for image and video retrieval.

We received over 90 submissions for the conference. Each paper was carefully
reviewed by three members of the program committee, and then checked by one
of the program chairs and/or general chairs. The program committee consisted
of more than 40 experts in image and video retrieval from Europe, Asia and
North America, and we drew upon approximately 300 high-quality reviews to
ensure a thorough and fair review process. The paper submission and review
process was fully electronic, using the EDAS system.

The quality of the submitted papers was very high, forcing the committee
members to make some difficult decisions. Due to time and space constraints,
we could only accept 18 oral papers and 30 poster papers. These 48 papers
formed interesting sessions on Interactive Image and Video Retrieval, Semantic
Image Retrieval, Visual Feature Analysis, Learning and Classification, Image
and Video Retrieval Metrics, and Machine Tagging. To encourage participation
from practitioners, we also had a strong demo session, consisting of 10 demos,
ranging from VideoSOM, a SOM-based interface for video browsing, to collab-
orative concept tagging for images based on ontological thinking. Arizona State
University (ASU) was the host of the conference, and has a very strong multi-
media analysis and retrieval program. We therefore also included a special ASU
session of 5 papers.

We would like to thank the Local Chair, Gang Qian; Finance Chair, Baoxin
Li; Web Chair, Daniel Gatica-Perez; Demo Chair, Nicu Sebe; Publicity Chairs,
Tat-Seng Chua, Rainer Lienhart and Chitra Dorai; Poster Chair, Ajay Divakaran;
and Panel Chair John Kender, without whom the conference would not have
been possible. We also want to give our sincere thanks to the three distinguished
keynote speakers: Ben Shneiderman (“Exploratory Search Interfaces to Support
Image Discovery”), Gulrukh Ahanger (“Embrace and Tame the Digital Con-
tent”), and Marty Harris (“Discovering a Fish in a Forest of Trees. False Posi-
tives and User Expectations in Visual Retrieval. Experiments in CBIR and the
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Visual Arts”), whose talks highlighted interesting future directions of multimedia
retrieval.

Finally, we wish to thank all the authors who submitted their work to the
conference, and the program committee members for all the time and energy
they invested in the review process. The quality of research between these cov-
ers reflects the efforts of many individuals, and their work is their gift to the
multimedia retrieval community. It has been our pleasure and privilege to accept
this gift.

May 2006 John Smith and Yong Rui
General Co-Chairs

Hari Sundaram and Milind R. Naphade
Program Co-Chairs
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Interactive Experiments in Object-Based
Retrieval

Sorin Sav, Gareth J.F. Jones, Hyowon Lee,
Noel E. O’Connor, and Alan F. Smeaton

Adaptive Information Cluster & Centre for Digital Video Processing
Dublin City University, Glasnevin, Dublin 9, Ireland

sorinsav@eeng.dcu.ie

Abstract. Object-based retrieval is a modality for video retrieval based
on segmenting objects from video and allowing end-users to use these ob-
jects as part of querying. In this paper we describe an empirical TRECVid-
like evaluation of object-based search, and compare it with a standard
image-based search into an interactive experiment with 24 search topics
and 16 users each performing 12 search tasks on 50 hours of rushes video.
This experiment attempts to measure the impact of object-based search
on a corpus of video where textual annotation is not available.

1 Introduction

The main hurdles to greater use of objects in video retrieval are the overhead of
object segmentation on large amounts of video and the issue of whether objects
can actually be used efficiently for multimedia retrieval. Despite much focus and
attention, fully automatic object segmentation is far from completely solved.
Despite this there are already some examples of work which supports retrieval
based on video objects. The notion of using objects in video retrieval has been
seen as desirable for some time e.g [1], but only very recently has technology
started to allow even very basic object-location functions on video.

In previous work we developed a video retrieval and browsing system which al-
lowed users to search using the text of closed captions, using the whole keyframe
and using a a set of pre-defined video objects [2]. We evaluated our system on
the content of several seasons of the Simpsons TV series in order observe the
ways in which different video retrieval modalities (text search, image search, ob-
ject search) were used and we concluded that certain queries can benefit from
using object presence as part of their search, but this is not true for all query
types. In retrospect this may seem obvious but we are all learning that different
query types need different combinations of video search modalities, aspect best
illustrated in the work of the Informedia group at ACM Multimedia 2004 [3].

Our hypothesis in this paper is that there are certain types of information
need which lend themselves to expression as queries where objects form a cen-
tral part of the query. We have developed and implemented a system which can
support object-based matching of video shots by using a semi-automatic seg-
mentation process described in [4]. In this paper we investigate how useful this

H. Sundaram et al. (Eds.): CIVR 2006, LNCS 4071, pp. 1–10, 2006.
c© Springer-Verlag Berlin Heidelberg 2006



2 S. Sav et al.

technique is for for searching and browsing very unstructured video, specifically
the TRECVid BBC 2005 rushes corpus [5].

Research related to object-based retrieval is described in [6] where a set of
homogeneous regions are grouped into an ad-hoc “object” in order to retrieve
similar objects on a content of animated cartoons. Similarly in [7] there is another
proposal for locating arbitrary-shaped objects in video sequences. Although these
are not true object-based video retrieval systems they demonstrate video re-
trieval based on groups of segmented regions and are functionally identical to
video object retrieval. In another approach in [8] object segmentation is per-
formed on the query keyframe and this object is then matched and highlighted
against similar objects appearing in video shots. This approach compensates for
changes in the appearance of an object due to various artifacts presented in
the video. Work reported in [9] addresses a complex approach to motion rep-
resentation and object tracking and retrieval without actually segmenting the
semantic object. Similar work, operating on video rather than video keyframes,
is reported in [10] where video frames are automatically segmented into regions
based on colour and texture, and then the largest of these is tracked through a
video sequence.

The remainder of this paper is organised as follows. In the next section we
outline the architecture of our object-based video retrieval system and briefly
introduce its functionality. In section 3 we present the evaluation of object-based
search functionality in an interactive search experiment on a test corpus of rushes
video. The results derived from this evaluation are described and discussed in
Section 4. Section 5 completes the paper summarising the conclusions of this
study.

2 System Description

In this section we outline the architecture of our object-based video retrieval
system. Our system begins by analysing raw video data in order to determine
shots. For this we use a standard approach to shot boundary determination,
basically comparing adjacent frames over a certain window using low-level colour
features in order to determine boundaries [11]. From the 50 hours of BBC rushes
video footage we detected 8,717 shots, or 174 keyframes per hour, much less than
for post-produced video such as broadcast TV news. For each shot we extracted
a single keyframe by examining the whole shot for levels of visual activity using
features extracted directly from the video bitstream. Rushes video is raw video
footage which is unedited and contains lots of redundancy, overlap and wasted
material in which shots are generally much longer than in post-produced video.
The regular approach of choosing the first, last or middle frames as the keyframe
within a shot would be quite inappropriate given the amount of “dead” time that
is in shots within rushes video. Thus an approach to keyframe selection based
on choosing the frame where the greatest amount of action is happening seems
reasonable, although this is not always true and is certainly a topic for further
investigation.
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Each of the 8,717 keyframes was then examined to determine if there was
at least one significant object present in the frame. For such keyframes one or
more objects were semi-automatically segmented from the background using a
segmentation tool we had developed and used previously [12]. This is based on
performing an RSST-based [13] homogeneous colour segmentation. A user then
scribbles on-screen using a mouse to indicate the region inside, and the region
outside the dominant object. This process is very quick for a user to perform,
requires no specialist skills and yielded 1,210 such objects since not all keyframes
contained objects.

Once the segmentation process is completed, we proceed to extract visual fea-
tures from keyframes making use of several MPEG-7 XM [14] visual descriptors.
These descriptors have been implemented as part of the aceToolbox [15] image
analysis toolkit developed as part of the aceMedia project [16]. The descriptors
used in our experiments were Dominant Colour, Texture Browsing and Shape
compactness. The detailed presentation of these descriptors can be found in [17].
We extracted dominant colour and texture browsing features for all keyframes
and dominant colour, texture browsing, and shape compactness features for
all segmented objects. This effectively resulted in two separate representations
of each keyframe/shot. We then pre-computed two 8,717 x 8,717 matrices of
keyframe similarities using colour and texture for the whole keyframe and three
1,210 x 1,210 matrices of similarities between those keyframes with segmented
objects using colour, texture and shape.

For retrieval or browsing of this or any other video archive with little metadata
to describe it, we cannot assume that the user knows anything about its content
since it is not catalogued in the conventional sense. In order to kick-start a search
we ask the user to locate one or more images from outside the system using some
other image searching resource. The aim here is to find one or more images, or
even better one or more video objects, which can be used for searching. In our
experiments our users use Google image search [18] to locate such external images
but any image searching facility could be used. Once external images are found
and downloaded they are analysed in the same way as the keyframes and the
user is allowed to semi-automatically segment one object in the external image
if they wish.

When these seed images have been ingested into our system the user is asked
to indicate which visual characteristics make each seed image a good query
image - colour or texture in the case of the whole image and colour, shape or
texture in the case of segmented objects in the image. Once this is done the
set of query images is used to perform retrieval and the user is presented with
a list of keyframes from the archive. For keyframes where there is a segmented
object present (1,210 of our 8,717 keyframes) the object is highlighted when
the keyframe is presented. The user is asked to browse these keyframes and can
either play back the video, save the shot, or add the keyframe (and its object,
if present) to the query panel and the process of querying and browsing can
continue until the user is satisfied. The overall architecture of our system is
shown as Figure 1.
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Fig. 1. System architecture overview

3 Experiments

In our experiments we aimed to evaluate how real users make use of object-
based search functionality in contrast with image-based search. For this purpose
we asked the users to perform a set of video searches with our system by using
two identical looking search interfaces (like the one depicted at the bottom right
in Figure 1). In one interface allowing object-based search users could use a
combination of object and image searching, whereas in the other interface they
were restricted (by disabling the object functionality) to using only whole image
searching. For the reminder of this paper we refer to these interfaces as object-
based interface and respectively image-based interface. The task given to the
users is to find as many relevant shots for each predefined topic as possible.
The effectiveness of a search interface being regarded as proportional with the
number of relevant shots retrieved with that interface.

Each user was asked to perform a set of 6 separate search tasks with the
object-based interface and a different set of 6 search tasks using the image-based
interface. The users selected seed images from the Google image search and could
semi-automatically segment objects in these images if they considered that useful
for their search. The segmentation step is not performed when using the image
interface. The users were instructed to save all relevant shots retrieved. At any
stage during the search the user can add or remove images from the query either
from the retrieved images or from the external resource.
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We allocated only a 5 minute period for task completion for each of the 12
searches completed by each user. The objective of the time limit is was to put
participants under pressure to complete the task within the available time. Users
were offered the chance to take a break at session’s half-time should they feel
fatigued.

3.1 Search Topics Formulation

As described earlier in the paper, running shot boundary detection on the rushes
corpus returned 8,717 shots with one keyframe per shot. 1,200 representative
objects were selected and subsequently extracted from these keyframes.

For this experiment we required a set of realistic search topics. We based our
formulation of the search topics on a set of over 1,000 real queries performed by
professional TV editors at RTÉ, the Irish national broadcaster’s video archive.
These queries had previously been collected for another research project. The
BBC rushes corpus consists of video recorded for a holiday program. One member
of our team played through all the video and then eliminated queries which
we knew could not be answered from the rushes collection. We then removed
duplicate queries and similar, subsumed or narrow topics, ending with a set of
26 topics for which it is likely to find a reasonable number of relevant shots within
this collection. Of these, 24 topics where used as search tasks and the other 2
as training during our users’ familiarisation with the system. In the selection
of search topics we did not consider whether they would be favorably inclined
towards a particular search modality (object-based or image-based).

3.2 Experimental Design Methodology

In our experimental investigation we followed the guidelines for design of user
experiments recommended by TRECVid [5]. These guidelines were developed
in order to minimise the effect of user variability and possible noise in the ex-
perimental procedure. The guidelines outline the experimental process to be
followed when measuring and comparing the effectiveness of two system variants
(object/image based search versus image-only based search) using 24 topics and
either 8, 16 or 24 searchers, each of whom searches 12 topics. The distribution of
searchers against topics assumes a Latin-square configuration where a searcher
performs a given topic only once and completes all work on one system variant
before beginning any work on the other variant.

We chose to run the evaluation with 24 search topics and 16 users, with each
user searching for 12 topics, 6 with the object/image based search and another 6
with the image-only based search. Our users were 16 postgraduate students and
postdoctoral researchers: 8 people from within our research group with some
prior exposure to video search interfaces and video retrieval experiments and
another 8 people from other research fields with no exposure to video retrieval.
Topics were assigned randomly to searchers. This design allows the estimation
of the difference in performance between the two system variants free from the
main (additive) effects of searcher and topic.
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3.3 Experimental Procedure

In order to accommodate the schedules of users we ran experimental sessions with
4 users at a time. The search interface and segmentation tool were demonstrated
to the users and we explained how the system worked and how to use all of
its features. We then conducted a series of test searches until the users felt
comfortable working with the retrieval system. Following these, the main search
tasks began.

Users were handed a written description of the search topics. The topics were
introduced one at a time at the beginning of each search task such that users
would not be exposed to the next search topic in advance. This was done in order
to reduce the influence that the current query and retrieved shots may have in
revealing clues for the subsequent search topics. As previously stated, users were
given 5 minutes for each topic and were offered the chance to take a break after
completing 6 search topics. At the end of the two sessions (object/image and
image-only based searching), each user was asked to complete a post-experiment
questionnaire.

Each individual’s interactions were logged by the system and one member of
our team was present for the duration of each of the sessions to answer questions
or handle any unexpected system issues. The results of users’ searching (i.e. saved
shots) were collected and formed the ground-truth for evaluation. The rationale
behind doing this is that the shots saved by a user are assumed to be relevant
and in terms of retrieval effectiveness for each system what we measure is how
many shots, all assumed to be relevant, have users managed to locate and to
explicitly save as relevant.

4 Results Derived from Experiments

For each topic we have collected a time-stamp log of the composition of each
search at each iteration. Additionally in order to complement the understanding
of objective measures we collected subjective observations from users through
post-experiment questionnaires.

4.1 Evaluation Metrics

Since we did not have a manual relevance ground-truth for our topics, we as-
sumed the shots saved by users during the interactive search to be relevant and
used them as our recall baseline. Although we do not have any independent
third party validation of the relevance of the saved shots our users were un-
der instruction to only save shots they felt were relevant to the search topic,
so this is not as unreasonable assumption. Naturally there may be other rele-
vant shots in the collection, which were not retrieved by our users, but in the
absence of exhaustive ground-truth we cannot know how many such shots are
there. However our goal was to observe how real users make use of the object-
based search functionality and that can be inferred even without an absolute
ground-truth.
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Table 1. Size-bounded recall by search topic

Shots retrieved Distinct retrieved Unique retrieved Topic

no #
Topics

Cumulative Distinct
Object 

interface

Image

interface

Object 

interface

Image

interface

1  helicopter 32 7 7 5 2 0

2  people walking  on the beach 72 18 16 12 2 2

3  fish market 20 8 4 6 1 3

4  boats at sea or in harbour 124 29 27 19 11 2

5  fresh vegetables or fruits 28 9 5 7 1 3

6  bridge 16 5 4 3 2 1

7  farm animals 56 14 13 8 5 1

8  palm trees 108 23 21 15 10 2

9  people in urban sett ings 140 29 27 19 9 2

10  nightclub life 44 15 8 12 1 5

11  camels 44 12 11 7 5 1

12  people in traditional dress 52 16 13 10 6 2

13  flying  birds 52 11 10 8 3 1

14  cars in urban  setti ngs 96 21 21 13 5 1

15  people in the poo l or sea 68 17 14 11 5 1

16  historic buildings 60 14 11 12 2 3

17 peo ple sunb athing 108 22 19 16 4 2

18  skyscraper s 40 9 8 7 2 1

19  people inside a restaurant/bar 24 8 6 5 2 2

20  pigeons in a plaza 40 9 8 6 2 1

21  shoe s in a shop window 64 18 17 8 12 2

22  people wind-surfing 40 11 10 6 3 1

23  eleph ant 28 6 6 4 2 0

24  plane in flight 56 12 11 9 3 1

Average 59 14 12 10 4 2

From the logged data we derived the set of measures presented in Tables 1 and
2. The measures are shown for each search topic separately. The shots retrieved
measure represents the total number of shots saved by all users for each search
topic irrespective of the search interface used. The cumulative column gives the
sum of shots saved by all users including the duplication of shots when saved
by different users. The distinct value is obtained from the above cumulative
number by removing duplicate shots. This value shows how many relevant shots
were found for each topic. The distinct retrieved shots are then divided into shots
saved with the object-based and with the image-based interface respectively. The
unique retrieved value gives the number of distinct shots retrieved with only one
of the search interfaces.

Table 2 shows the average values obtained during the 4 executions (by 4
users) of a search topic and each interface. All values are rounded to the nearest
integer value. The average retrieved shots gives the mean number of distinct
shots saved. The average query length shows how many images/objects have
been used for each query, and average iterations presents the number of iteration
runs for each search task. The last distinct column of this table measures the
average utilisation of object functionality in terms of average number of images
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Table 2. Average size-bounded recall by search topic

Average retrieved Average query length Average iterations

Average utilisation of 

object functionality 
Topic no 

# Object 

interface

Image

interface

Object 

interface

Image

interface

Object 

interface

Image

interface

Object 

features

Image 

features

1 5 3 2 2 4 7 2 0

2 11 7 2 3 6 9 2 1

3 2 3 3 2 6 7 3 2

4 20 11 2 3 7 9 2 1

5 3 4 3 3 3 6 3 2

6 3 1 2 2 6 9 2 1

7 10 4 2 3 4 6 2 1

8 18 9 2 3 6 8 2 1

9 23 12 3 4 8 9 3 1

10 5 6 2 3 4 6 2 2

11 8 3 2 2 5 8 1 1

12 8 5 3 2 7 9 3 1

13 8 5 3 3 7 8 2 2

14 18 6 2 2 7 9 2 1

15 11 6 3 2 8 9 3 1

16 7 8 2 2 6 8 2 2

17 16 11 3 3 7 9 3 1

18 6 4 2 2 4 6 2 1

19 4 2 3 3 8 9 3 1

20 7 3 2 2 5 9 2 2

21 14 2 2 3 6 9 2 1

22 8 2 3 4 4 7 3 1

23 5 2 2 2 6 9 2 0

24 9 5 1 2 4 7 1 1

Average 10 5 2 3 6 8 2 1

for which object features and/or global image features have been used within
the object-based search interface.

4.2 Results Interpretation

As shown by the shots retrieved values in Table 1 from the comparison between
the cumulative and distinct values the sets of shots saved by different users
largely overlap, which means that most users were able to find the same relevant
shots although they may have used a different combination of query images or
features. However during the experiments we observed that most users tended
to initiate the search tasks from the same Google retrieved images, usually those
found on the first page. Thus it is likely that most users have followed closely
related search paths.

The number of distinct retrieved shots, given in Table 1 provides a measure of
recall bound by the number of saved shots. By comparing the number of distinct
shots retrieved with each search interface it can be observed that users found
more relevant shots with the object-based interface. However that is not true
for all search topics. For few search topics such as fish market, bridge, nightclub
life and historic building searching on the image-based interface seemed to pro-
vide better results. These topics seem to be more suited to global image feature
searching and although such features were also available on the object-based
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interface, users made only limited use of them, focusing mostly on object fea-
tures. Additionally it is clear that except for the bridge topic, for the other three
topics it is relatively difficult to define what images/objects will provide a good
initial query. The object-based retrieval seems to provide not only better re-
call but also helps with locating shots that are not found by using image-only
searching.

The average number of retrieved shots shows that object features provide
better searching power than global features alone. The average query length and
average iterations values are somehow correlated since performing an object-
based search involves some time dedicated to segmenting objects which invari-
ably reduces the time allocated to actually searching and therefore decreases
the query length and the number of search iterations a user will be able to per-
form. The results shows that although using shorter queries and less iterations,
object-based search compensates through the additional discerning capacity pro-
vided by the object’s features. The average utilisation of object functionality
shows that searchers have largely employed object-based features when available.
This was confirmed as well by users’ feedback provided in the post-experiment
questionnaire.

5 Conclusions

In this paper we have described an empirical TRECVid-like evaluation of object-
based video search functionality in an interactive search experiment. This was
done in an attempt to isolate the impact of object-based search taking as an
experimental collection the BBC rushes video corpus where text from auto-
matic speech recognition (ASR), from video OCR, and from closed captions is
not available. Sixteen users each completed 12 different searches, each in a con-
trolled and measured environment with a 5 minutes time limit to complete each
search.

The analysis of logged data corroborated with observations of user’s behaviour
during the search and with the feedback provided by users show that object-
based searching consistently outperforms the image-based search. This result
goes some way towards validating the approach of allowing users to select objects
as a basis for searching video archives when the search dictates it as appropriate,
though the technology to do this, is still under development for larger scale video
collections.
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Abstract. We combine in this paper automatic learning of a large lexicon of se-
mantic concepts with traditional video retrieval methods into a novel approach
to narrow the semantic gap. The core of the proposed solution is formed by the
automatic detection of an unprecedented lexicon of 101 concepts. From there,
we explore the combination of query-by-concept, query-by-example, query-by-
keyword, and user interaction into the MediaMill semantic video search engine.
We evaluate the search engine against the 2005 NIST TRECVID video retrieval
benchmark, using an international broadcast news archive of 85 hours. Top rank-
ing results show that the lexicon-driven search engine is highly effective for in-
teractive video retrieval.

1 Introduction

For text collections, search technology has evolved to a mature level. The success has
whet the appetite for retrieval from video repositories, yielding a proliferation of com-
mercial video search engines. These systems often rely on filename and accompanying
textual sources only. This approach is fruitful when a meticulous and complete descrip-
tion of the content is available. It ignores, however, the treasure of information available
in the visual information stream. In contrast, the image retrieval research community
has emphasized a visual-only analysis. It has resulted in a wide variety of efficient im-
age and video retrieval systems e.g. [1,2,3]. A common denominator in these prototypes
is their dependence on color, texture, shape, and spatiotemporal features for represent-
ing video. Users query an archive with stored features by employing visual examples.
Based on user-interaction the query process is repeated until results are satisfactory. The
visual query-by-example paradigm is an alternative for the textual query-by-keyword
paradigm.

Unfortunately, techniques for image retrieval are not that effective yet in mining the
semantics hidden in video archives. The main problem is the semantic gap between
image representation and their interpretation by humans [4]. Where users seek high-
level semantics, video search engine technology offers low-level abstractions of the data
instead. In a quest to narrow the semantic gap, recent research efforts have concentrated
on automatic detection of semantic concepts in video [5, 6, 7, 8]. Query-by-concept
offers users an additional entrance to video archives.

� This research is sponsored by the BSIK MultimediaN project.

H. Sundaram et al. (Eds.): CIVR 2006, LNCS 4071, pp. 11–20, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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Fig. 1. General framework for an interactive video search engine. In the indexing engine, the sys-
tem learns to detect a lexicon of semantic concepts. In addition, it computes similarity distances.
A retrieval engine then allows for several query interfaces. The system combines requests and
displays results to a user. Based on interaction a user refines search results until satisfaction.

State-of-the-art video search systems, e.g. [9,10,11,6], combine several query inter-
faces. Moreover, they are structured in a similar fashion. First, they include an engine
that indexes video data on a visual, textual, and semantic level. Systems typically apply
similarity functions to index the data in the visual and textual modality. Video search
engines often employ a semantic indexing component to learn a lexicon of concepts,
such as outdoor, car, and sporting event, and accompanying probability from provided
examples. All indexes are typically stored in a database at the granularity of a video
shot. A second component that all systems have in common is a retrieval engine, which
offers users an access to the stored indexes and the video data. Key components here
are an interface to select queries, e.g. query-by-keyword, query-by-example, and query-
by concept, and the display of retrieved results. The retrieval engine handles the query
requests, combines the results, and displays them to an interacting user. We visualize a
general framework for interactive video search engines in Fig. 1.

While proposed solutions for effective video search engines share similar compo-
nents, they stress different elements in reaching their goal. Rautiainen et al. [9] present
an approach that emphasizes combination of query results. They extend query-by-
keyword on speech transcripts with query-by-example. In addition, they explore how
a limited lexicon of 15 learned concepts may contribute to retrieval results. As the
authors indicate, inclusion of more accurate concept detectors would improve retrieval
results. The web-based MARVEL system extends classical query possibilities with an
automatically indexed lexicon of 17 semantic concepts, facilitating query-by-concept
with good accuracy [6]. In spite of this lexicon, however, interactive retrieval results are
not competitive with [10,11]. This indicates that much is to be gained when, in addition
to query-by-concept, query-by-keyword, and query-by-example, more advanced inter-
faces for query selection and display of results are exploited for interaction.
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Christel et al. [10] explain their success in interactive video retrieval as a consequence
of using storyboards, i.e. a grid of key frame results that are related to a keyword-based
query. Adcock et al. [11] also argue that search results should be presented in semanti-
cally meaningful units. They stress this by presenting query results as story key frame
collages in the user interface. We adopt, extend, and generalize the above solutions.

The availability of gradually increasing concept lexicons, of varying quality, raises
the question: how to take advantage of query-by-concept for effective interactive video
retrieval? We advocate that the ideal video search engine should emphasize off-line
learning of a large lexicon of concepts, based on automatic multimedia analysis, for
the initial search. Then, the ideal system should employ query-by-example, query-
by-keyword, and interaction with an advanced user interface to refine the search un-
til satisfaction. To that end, we propose the MediaMill semantic video search engine.
The uniqueness of the proposed system lies in its emphasis on automatic learning of a
lexicon of concepts. When the indexed lexicon is exploited for query-by-concept and
combined with query-by-keyword, query-by-example, and interactive filtering using an
advanced user interface, a powerful video search engine emerges. To demonstrate the
effectiveness of our approach, the interactive search experiments are evaluated within
the 2005 NIST TRECVID video retrieval benchmark [12].

The organization of this paper is as follows. First, we present our semantic video
search engine in Section 2. We describe the experimental setup in which we evaluated
our search engine in Section 3. We present results in Section 4.

2 The MediaMill Semantic Video Search Engine

We propose a lexicon-driven video search engine to equip users with semantic access
to video archives. The aim is to retrieve from a video archive, composed of n unique
shots, the best possible answer set in response to a user information need. To that end,
the search engine combines learning of a large lexicon with query-by-keyword, query-
by-example, and interaction. The system architecture of the search engine follows the
general framework as sketched in Fig. 1. We now explain the various components of
the search engine in more detail.

2.1 Indexing Engine

Multimedia Lexicon Indexing. Generic semantic video indexing is required to ob-
tain a large concept lexicon. In literature, several approaches are proposed [5, 6, 7, 8].
The utility of supervised learning in combination with multimedia content analysis has
proven to be successful, with recent extensions to include video production style [7]
and the insight that concepts often co-occur in context [5, 6]. We combine these suc-
cessful approaches into an integrated video indexing architecture, exploiting the idea
that the essence of produced video is its creation by an author. Style is used to stress
the semantics of the message, and to guide the audience in its interpretation. In the end,
video aims at an effective semantic communication. All of this taken together, the main
focus of generic semantic indexing must be to reverse this authoring process, for which
we proposed the semantic pathfinder [7].
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Fig. 2. Multimedia lexicon indexing is based on the semantic pathfinder [7]. In the detail from
Fig. 1 we highlight its successive analysis steps. The semantic pathfinder selects for each concept
a best path after validation.

The semantic pathfinder is composed of three analysis steps, see Fig. 2. The out-
put of an analysis step in the pathfinder forms the input for the next one. We build
this architecture on machine learning of concepts for the robust detection of semantics.
The semantic pathfinder starts in the content analysis step. In this stage, it follows a
data-driven approach of indexing semantics. It analyzes both the visual data and textual
data to extract features. In the learning phase, it applies a support vector machine to
learn concept probabilities. The style analysis step addresses the elements of video pro-
duction, related to the style of the author, by several style-related detectors, i.e. related
to layout, content, capture, and context. They include shot length, frequent speakers,
camera distance, faces, and motion. At their core, these detectors are based on visual
and textual features also. Again, a support vector machine classifier is applied to learn
style probabilities. Finally, in the context analysis step, the probabilities obtained in the
style analysis step are fused into a context vector. Then, again a support vector ma-
chine classifier is applied to learn concepts. Some concepts, like vegetation, have their
emphasis on content thus style and context do not add much. In contrast, more com-
plex events, like people walking, profit from incremental adaptation of the analysis by
using concepts like athletic game in their context. The semantic pathfinder allows for
generic video indexing by automatically selecting the best path of analysis steps on a
per-concept basis.

Textual and Visual Feature Extraction. To arrive at a similarity distance for the tex-
tual modality we first derive words from automatic speech recognition results. We re-
move common stop words using the SMART’s English stop list [13]. We then construct
a high dimensional vector space based on all remaining transcribed words. We rely on
latent semantic indexing [14] to reduce the search space to 400 dimensions. While do-
ing so, the method takes co-occurrence of related words into account by projecting them
onto the same dimension. The rationale is that this reduced space is a better representa-
tion of the search space. When users exploit query-by-keyword as similarity measure,
the terms of the query are placed in the same reduced dimensional space. The most
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similar shots, viz. the ones closest to the query in that space, are returned, regardless
of whether they contain the original query terms. In the visual modality the similarity
query is by example. For all key frames in the video archive, we compute the perceptu-
ally uniform Lab color histogram using 32 bins for each color channel. Users compare
key frames with Euclidean histogram distance.

2.2 Retrieval Engine

To shield the user from technical complexity, while at the same time offering increased
efficiency, we store all computed indexes in a database. Users interact with the search
engine based on query interfaces. Each query interface acts as a ranking operator on the
multimedia archive. After a user issues a query it is processed and combined into a final
result, which is presented to the user.

Query Selection. The set of concepts in the lexicon forms the basis for interactive
selection of query results. Users may rely on direct query-by-concept for search topics
related to concepts from this lexicon. This is an enormous advantage for the precision of
the search. Users can also make a first selection when a query includes a super-class or
a sub-class of a concept in the lexicon. For example, when searching for sports one can
use the available concepts tennis, soccer, baseball, and golf from a lexicon. In a similar
fashion, users may exploit a query on animal to retrieve footage related to ice bear. For
search topics not covered by the concepts in the lexicon, users have to rely on query-by-
keyword and query-by-example. Applying query-by-keyword in isolation allows users
to find very specific topics if they are mentioned in the transcription from automatic
speech recognition. Based on query-by-example, on either provided or retrieved image
frames, key frames that exhibit a similar color distribution can augment results further.
This is especially fruitful for repetitive key frames that contain similar visual content
throughout the archive, such as previews, graphics, and commercials. Naturally, the
search engine offers users the possibility to combine query interfaces. This is helpful
when a concept is too general and needs refinement. For example when searching for
Microsoft stock quotes, a user may combine query-by-concept stock quotes with query-
by-keyword Microsoft. While doing so, the search engine exploits both the semantic
indexes and the textual and visual similarity distances.

Combining Query Results. To rank results, query-by-concept exploits semantic
probabilities, while query-by-keyword and query-by-example use similarity distances.
When users mix query interfaces, and hence several numerical scores, this introduces
the question how to combine the results. In [10], query-by-concept is applied after
query-by-keyword. The disadvantage of this approach is the dependence on keywords
for initial search. Because the visual content is often not reflected in the associated
text, user-interaction with this restricted answer set results in limited semantic access.
Hence, we opt for a combination method exploiting query results in parallel.
Rankings offer us a comparable output across various query results. Therefore, we
employ a standard approach using linear rank normalization [15] to combine query
results.
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Fig. 3. Interface of the MediaMill semantic video search engine. The system allows for interactive
query-by-concept using a large lexicon. In addition, it facilitates query-by-keyword, and query-
by-example. Results are presented in a cross browser.

Display of Results. Ranking is a linear ordering, so ideally should be visualized as
such. This leaves room to use the other dimension for visualization of the chrono-
logical series, or story, of the video program from which a key frame selected. This
makes sense as frequently other items in the same broadcast are relevant to a query
also [10, 11]. The resulting cross browser facilitates quick selection of relevant results.
If requested, playback of specific shots is also possible. The interface of the search
engine, depicted in Fig. 3, allows for easy query selection and swift visualization of
results.

3 Experimental Setup

We performed our experiments as part of the interactive search task of the 2005 NIST
TRECVID benchmark to demonstrate the significance of the proposed video search
engine. The archive used is composed of 169 hours of US, Arabic, and Chinese broad-
cast news sources, recorded in MPEG-1 during November 2004. The test data contains
approximately 85 hours. Together with the video archive came automatic speech recog-
nition results and machine translations donated by a US government contractor. The
Fraunhofer Institute [16] provided a camera shot segmentation. The camera shots serve
as the unit for retrieval.

We detect in this data set automatically an unprecedented lexicon of 101 concepts
using the semantic pathfinder. We select concepts by following a predefined concept
ontology for multimedia [17] as leading example. Concepts in this ontology are chosen
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Fig. 4. Instances of the 101 concepts in the lexicon, as detected with the semantic pathfinder

based on presence in WordNet [18] and extensive analysis of video archive query logs.
Where concepts should be related to program categories, setting, people, objects, activ-
ities, events, and graphics. Instantiations of the concepts in the lexicon are visualized
in Fig. 4. The semantic pathfinder detects all 101 concepts with varying performance,
see [8] for details.

The goal of the interactive search task, as defined by TRECVID, is to satisfy an in-
formation need. Given such a need, in the form of a search topic, a user is engaged
in an interactive session with a video search engine. Based on the results obtained, a
user rephrases queries; aiming at retrieval of more and more accurate results. To limit
the amount of user interaction and to measure search system efficiency, all individual
search topics are bounded by a 15-minute time limit. The interactive search task con-
tains 24 search topics in total. They became known only few days before the deadline
of submission. Hence, they were unknown at the time we developed our 101 semantic
concept detectors. In line with the TRECVID submission procedure, a user was allowed
to submit, for assessment by NIST, up to a maximum of 1,000 ranked results for the 24
search topics.

We use average precision to determine the retrieval accuracy on individual search
topics, following the standard in TRECVID evaluations [12]. The average precision is
a single-valued measure that is proportional to the area under a recall-precision curve.
As an indicator for overall search system quality, TRECVID reports the mean average
precision averaged over all search topics from one run by a single user.
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4 Results

The complete numbered list of search topics is plotted in Fig. 5. Together with the
topics, we plot the benchmark results for 49 users using 16 present-day interactive video
search engines. We remark that most of them exploit only a limited lexicon of concepts,
typically in the range of 0 to 40. The results give insight in the contribution of the
proposed system for individual search topics. At the same time, it allows for comparison
against the state-of-the-art in video retrieval.

The user of the proposed search engine scores excellent for most search topics, yield-
ing a top 3 average precision for 17 out of 24 topics. Furthermore, our approach obtains
the highest average precision for five search topics (Topics: 3, 8, 10, 13, 20). We explain
the success of our search engine, in part, by the lexicon used. In our lexicon, there was
an (accidental) overlap with the requested concepts for most search topics. Examples
are tennis, people marching, and road (Topics: 8, 13, 20), where performance is very
good. The search engine performed moderate for topics that require specific instances of
a concept, e.g. maps with Bagdhad marked (Topic: 7). When search topics contain com-
binations of several concepts, e.g. meeting, table, people (Topic: 15), results are also not
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24. office setting

23. a goal being made in a soccer match

22. a tall building

21. one or more military vehicles

20. a road with one or more cars

19. an airplane taking off

18. one or more palm trees

17. basketball players on the court

16. a ship or boat

15. a meeting with a large table and people

14. people entering or leaving a building

13. people with banners or signs

12. something on fire with flames and smoke

11. George W. Bush entering or leaving a vehicle

10. helicopter in flight

9. people shaking hands

8. two visible tennis players on the court

7. graphic map of Iraq, Bagdhad marked 

6. Mahmoud Abbas

5. Tony Blair

4. Hu Jintao
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Fig. 5. Comparison of interactive search results for 24 topics performed by 49 users of 16 present-
day video search engines
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Fig. 6. Overview of all interactive search runs submitted to TRECVID 2005, ranked according to
mean average precision

optimal. This indicates that much is to be expected from a more intelligent combination
of query results. When a user finds an answer to a search topic in a repeating piece
of footage, query-by-example is particularly useful. A typical search topic profiting
from this observation it the one related to Omar Karami (Topic: 3), who is frequently
interviewed in the same room. Query-by-keyword is especially useful for specific infor-
mation needs, like person X related inquiries. It should be noted that although we have
a large lexicon of concepts, performance of them is far from perfect, often resulting in
noisy detection results. We therefore grant an important role to the interface of the video
search engine. Because our user could quickly select relevant segments of interest, the
search engine aided for search topics that could not be addressed with (robust) concepts
from the lexicon.

To gain insight in the overall quality of our lexicon-driven approach to video re-
trieval, we compare the mean average precision results of using our search engine with
48 other users that participated in the interactive retrieval task of the 2005 TRECVID
benchmark. We visualize the results for all submitted interactive search runs in Fig. 6.
The results show that the proposed search engine obtains a mean average precision
of 0.414, which is the highest overall score. The benchmark results demonstrate that
lexicon-driven interactive retrieval yields state-of-the-art accuracy.

5 Conclusion

In this paper, we combine automatic learning of a large lexicon of semantic concepts
with traditional video retrieval methods into a novel approach to narrow the semantic
gap. The foundation of the proposed approach is formed by a learned lexicon of 101
semantic concepts. Based on this lexicon, query-by-concept offers users a semantic
entrance to video repositories. In addition, users are provided with an entry in the form
of textual query-by-keyword and visual query-by-example. Interaction with the various
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query interfaces is handled by an advanced display of results, which provides feedback
in the form of a cross browser. The resulting MediaMill semantic video search engine
limits the influence of the semantic gap.

Experiments with 24 search topics and 85 hours of international broadcast news
video indicate that the lexicon of concepts aids substantially in interactive search per-
formance. This is best demonstrated in a comparison among 49 users of 16 present-day
retrieval systems, none of them using a lexicon of 101 concepts, within the interactive
search task of the 2005 NIST TRECVID video retrieval benchmark. In this comparison,
the user of the lexicon-driven search engine gained the highest overall score.
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Abstract. This paper investigates the applicability of Informedia shot-based  
interface features for video retrieval in the hands of novice users, noted in past 
work as being too reliant on text search.  The Informedia interface was redes-
igned to better promote the availability of additional video access mechanisms, 
and tested with TRECVID 2005 interactive search tasks. A transaction log 
analysis from 24 novice users shows a dramatic increase in the use of color 
search and shot-browsing mechanisms beyond traditional text search. In addi-
tion, a within-subjects study examined the employment of user activity mining 
to suppress shots previously seen. This strategy did not have the expected  
positive effect on performance. User activity mining and shot suppression did 
produce a broader shot space to be explored and resulted in more unique answer 
shots being discovered. Implications for shot suppression in video retrieval  
information exploration interfaces are discussed. 

1   Introduction 

As digital video becomes easier to create and cheaper to store, and as automated video 
processing techniques improve, a wealth of video materials are now available to end 
users.  Concept-based strategies, where annotators carefully describe digital video 
with text concepts that can later be used for searching and browsing, are powerful but 
expensive.  Users have shown that they are unlikely to invest the time and labor to 
annotate their own photograph and video collections with text descriptors.  Prior 
evaluations have shown that annotators do not often agree on the concepts used to 
describe the materials, so the text descriptors are often incomplete.   

To address these shortcomings in concept-based strategies, content-based strategies 
work directly with the syntactic attributes of the source video in an attempt to derive 
indices useful for subsequent browsing and retrieval, features like color, texture, 
shape, and coarse audio attributes such as speech/music or male/female speech.  
These lowest level content-based indexing techniques can be automated to a high 
degree of accuracy, but unfortunately in practice they do not meet the needs of the 
user, reported often in the multimedia information retrieval literature as the semantic 
gap between the capabilities of automated systems and the users’ information needs.  
Pioneer systems like IBM’s QBIC demonstrated the capabilities of color, texture, and 
shape search, while also showing that users wanted more. 

Continuing research in the video information indexing and retrieval community at-
tempts to address the semantic gap by automatically deriving higher order features, 
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e.g., outdoor, building, face, crowd, and waterfront.  Rather than leave the user only 
with color, texture, and shape, these strategies give the user control over these higher 
order features for searching through vast corpora of materials.  The NIST TRECVID 
video retrieval evaluation forum has provided a common benchmark for evaluating 
such work, charting the contributions offered by automated content-based processing 
as it advances [1].   

To date, TRECVID has confirmed that the best performing interactive systems for 
news and documentary video leverage heavily from the narration offered in the audio 
track.  The narration is transcribed either in advance for closed-captioning by broad-
casters, or as a processing step through automatic speech recognition (ASR).   In this 
manner, text concepts for concept-based retrieval are provided for video, without the 
additional labor of annotation from a human viewer watching the video, with the 
caveat that the narration does not always describe the visual material present in the 
video.  Because the text from narration is not as accurate as a human annotator de-
scribing the visual materials, and because the latter is too expensive to routinely pro-
duce, subsequent user search against the video corpus will be imprecise, returning 
extra irrelevant information, and incomplete, missing some relevant materials as some 
video may not have narrative audio.  Interfaces can help the interactive user to quickly 
and accurately weed out the irrelevant information and focus attention on the relevant 
material, addressing precision.  TRECVID provides an evaluation forum for deter-
mining the effectiveness of different interface strategies for interactive video retrieval.  
This paper reports on a study looking at two interface characteristics: 

1. Will a redesigned interface promote other video information access mecha-
nisms besides the often-used text search for novice users? 

2. Will mining user interactions, to suppress the future display of shots already 
seen, allow novice users to find more relevant video footage than otherwise? 

The emphasis is on novice users:  people who are not affiliated with the research 
team and have not seen or used the system before.  Novices were recruited as subjects 
for this experiment to support the generalization of experimental results to wider 
audiences than just the research team itself. 

2   Informedia Retrieval Interface for TRECVID 2005 

The Informedia interface since 2003 has supported text query, image color-based or 
texture-based query, and browsing actions of pre-built “best” sets like “best road 
shots” to produce sets of shots and video story segments for subsequent user action, 
with the segments and shots represented with thumbnail imagery often in temporally 
arranged storyboard layouts [2, 3, 4].  Other researchers have likewise found success 
with thumbnail image layouts confirmed with TRECVID studies [5, 6, 7].  This paper 
addresses two questions suggested by earlier TRECVID studies.   

First, Informedia TRECVID 2003 experiments suggested that the usage context 
from the user’s interactive session could improve one problem with storyboard inter-
faces on significantly sized corpora: there are too many shot thumbnails within candi-
date storyboards for the user’s efficient review.  The suggestion was to mark all shots 
seen by a user pursuing a topic, and suppress those shots from display in subsequent 
interactions regarding the topic [4].  Mining the users’ activity in real time can reduce 
the number of shots shown in subsequent interactions.   
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Second, Informedia TRECVID 2004 experiments found that novice users do not 
pursue the same solution strategies as experts, using text query for 95% of their inves-
tigations even though the experts’ strategy made use of image query and “best” set 
browsing 20% of the time [3].   The Informedia interface for TRECVID 2005 was 
redesigned with the same functionality as used in 2003 and 2004, but with the goal of 
promoting text searches, image searches, and visual feature browsing equally.  Niel-
sen’s usability heuristics [8] regarding “visibility of system status” and “recognition 
over recall,” and guidelines for clarifying search in text-based systems [9] were con-
sulted during the updating, with the redesigned Informedia interface as used for 
TRECVID 2005 shown in Fig. 1.   

 

Fig. 1. 2005 Informedia TRECVID search interface, with text query (top left), image query 
(middle left), topic description (top middle), best-set browsing (middle), and collected answer 
set display (right) all equally accessible 

Fig. 2 illustrates a consistency in action regarding the thumbnail representations of 
shots.  The shot can be captured (saved as an answer for the topic), used to launch an 
image query, used to launch a video player queued to that shot’s start time, used to 
launch a storyboard of all the shots in the shot’s story segment, or used to show pro-
duction metadata (e.g., date of broadcast) for the segment.  New for 2005 was the 
introduction of 2 capture lists supporting a ranked answer set: the “definite” shots in 
the “yes” list, and the “possible” answers put to a “maybe” secondary list.  The six 
actions were clearly labeled on the keyboard by their corresponding function keys. 

As an independent variable, the interface was set up with the option to aggressively 
hide all previously “judged” shots.  While working on a topic, the shots seen by the 
user as thumbnails were tracked in a log.  If the user captured the shot to either the 
“yes” or “maybe” list, it would not be shown again in subsequent text and image que-
ries, or subsequent “best” set browsing, as these shots were already judged positively 
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for the topic.  In addition, all shots skipped over within a storyboard while capturing a 
shot were assumed to be implicitly judged negatively for the topic, and would not be 
shown again in subsequent user actions on that topic.  So, for the topic of “tanks or 
military vehicles”, users might issue a text search “tank” and see a storyboard of shots 
as in Fig. 2.  They capture the third shot on the top row.  That shot, and the first 2 shots 
in that row marked as “implicitly judged negatively”, are now no longer shown in 
subsequent views.  Even if those 3 shots discuss “soldier”, a subsequent search on 
“soldier” would not show the shots again.  The “implicitly judged negatively” shots, 
henceforth labeled as “overlooked” shots, are not considered further, based on the 
assumption that if a shot was not good enough for the user to even capture as “maybe”, 
then it should not be treated as a potentially relevant shot for the topic.  

 

Fig. 2. Context-sensitive menu of shot-based actions available for all thumbnail representations 
in the Informedia TRECVID 2005 interface 

3   Participants and Procedure 

Study participants were recruited through electronic communication at Carnegie Mel-
lon University.  The 24 subjects who participated in this study had no prior experience 
with the interface or data under study and no connection with the TRECVID research 
group.  The subjects were 11 female and 13 male with a mean age of 24 (6 subjects 
less than 20, 4 30 or older); 9 undergraduate students, 14 graduate students, and 1 
university researcher. The participants were generally familiar with TV news.  On a 5-
point scale responding to “How often do you watch TV news?” (1=not at all, 5=more 
than once a day), most indicated some familiarity (distribution for 1-5 were 6-3-8-5-
2).  The participants were experienced web searchers but inexperienced digital video 
searchers.    For “Do you search the web/information systems frequently?” (1=not at 
all, 5= I search several times daily), the answer distribution was 0-1-3-7-13 while for 
“Do you use any digital video retrieval system?” with the same scale, the distribution 
was 15-7-1-1-0. These characteristics are very similar to those of novice users in a 
TRECVID 2004 published study [3]. Each subject spent about 90 minutes in the study 
and received $15 for participation. 

Participants worked individually with an Intel® Pentium® 4 class machine, a high 
resolution 1600 x 1200 pixel 21-inch color monitor, and headphones in a Carnegie 
Mellon computer lab. Participants’ keystrokes and mouse actions were logged within 
the retrieval system during the session. They first signed a consent form and filled  
out a questionnaire about their experience and background. During each session, the 
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participant was presented with four topics, the first two presented with one system 
(“Mining” or “Plain”) and the next two with the other system.  The “Mining” system 
kept track of all captured shots and overlooked shots.  Captured and overlooked shots 
were not considered again in subsequent storyboard displays, and overlooked shots 
were skipped in filling out the 1000-shot answer set for a user’s graded TRECVID 
submission.  The “Plain” system did not keep track of overlooked shots and did not 
suppress shots in any way based on prior interactions for a given topic. 

24 subject sessions produced 96 topic answers:  2 Mining and 2 Plain for each of 
the 24 TRECVID 2005 search topics.  The topics and systems were counter-balanced 
in this within-subjects design:  half the subjects experienced Mining first for 2 topics, 
and then Plain on 2 topics, while the other half saw Plain first and then Mining.  For 
each topic, the user spent exactly 15 minutes with the system answering the topic, 
followed by a questionnaire. The questionnaire content was the same as used in 2004 
across all of the TRECVID 2004 interactive search participants, designed based on 
prior work conducted as part of the TREC Interactive track for several years [10].  
Participants took two additional post-system questionnaires after the second and 
fourth topics, and finished with a post-search questionnaire.   

Participants were given a paper-based tutorial explaining the features of the system 
with details on the six actions in Figure 2, and 15 minutes of hands-on use to explore 
the system and try the examples given in the tutorial, before starting on the first topic. 

4   Results 

Transaction log analysis shows that the interface changes illustrated in Fig. 1 had their 
intended effect:  novice users made much more frequent use of image search and the 
“best” sets browsing rather than relying almost exclusively on text search, as was 
found in the TRECVID 2004 experiment [3].  Table 1 summarizes the results, includ-
ing an extra column showing the statistics from the TRECVID 2004 experiment.  
Since the topics, corpus, and features for “best” sets changed between TRECVID 
2004 and 2005, the reader is cautioned against making too many inferences between 
corpora.  For example, the increase in segment count per text query from 2004 to 
2005 might be due to more ambiguous queries of slightly longer size, but could also 
be due to the TRECVID 2005 overall corpus being larger.  The point emphasized here 
is that with the 2004 interface, novices were reluctant to interact with the Informedia 
system aside from text search, while in 2005 the use of “best” set browsing increased 
ten-fold and image queries three-fold.   

Table 2 shows the access mechanism used to capture shots and the distribution of 
captured correct shots as graded against the NIST TRECVID pooled truth [1].  While 
“best” browsing took place much less than image search (see Table 1), it was a more 
precise source of information, producing a bit more of the captured shots than image 
search and an even greater percentage of the correct shots.  This paper focuses on 
novice user performance; the expert’s performance is listed in Table 2 only to show 
the relative effects of interface changes on novice search behavior compared to the 
expert.  In 2004, the expert relied on text query for 78% of his correct shots, with 
image query shots contributing 16% and “best” set browsing 6%.  The novice users’ 
interactions were far different, with 95% of the correct shots coming from text search 
and near nothing coming from “best” set browsing.  By contrast, the same expert in 
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2005 for the TRECVID 2005 topics and corpus drew 53% of his correct shots from 
text search, 16% from image query, and 31% from “best” set browsing.  The novice 
users with the same “Mining” interface as used by the expert produced much more 
similar interaction patterns to the expert than was seen in 2004, with image query and 
“best” set browsing now accounting for 35% of the sources of correct shots. 

Table 1. Interaction log statistics for novice user runs with TRECVID data 

TRECVID 2005 
 

Novice Plain Novice Mining
TRECVID 2004 

Novice ([3]) 

Number of users 24 24 24 
Number of topics 48 48 48 

Fixed minutes spent per topic 15 15 15 
Avg. (average) feature “best” sets 

browsed per topic 
1.38 1.13 0.13 

Avg. image queries per topic 3.27 4.19 1.23 
Avg. text queries per topic 5.67 7.21 9.04 
Word count per text query 2.31 2.19 1.51 

Avg. number of video segments 
returned by each text query 

194.7 196.8 105.3 

Query/browse actions per topic 10.32 12.53 10.4 

Table 2. Percentages of submitted shots and correct shots from various groups 

TRECVID 2005 TRECVID 2004 ([3]) 
 

Access 
Mechanism Novice 

Plain 
Novice 
Mining 

Expert 
Mining 

Expert Novice 

Text query 48% 65% 54% 81% 95% 
Image query 25% 17% 20% 12% 5% 

Shots 
Submitted 

“Best” browse 27% 18% 26% 7% 0% 
Text query 47% 65% 53% 78% 95% 

Image query 24% 14% 16% 16% 5% 
Shots 

Judged 
Correct “Best” browse 29% 21% 31% 6% 0% 

Overall performance for the novice runs was very positive, with the mean average 
precision (MAP) for four novice runs of 0.253 to 0.286 placing the runs in the middle 
of the 44 interactive runs for TRECVID 2005, with all of the higher scoring runs 
coming from experts (developers and colleagues acting as users of the tested sys-
tems).  Hence, these subjects produced the top-scoring novice runs, with the within-
subjects study facilitating the comparison of one system vs. another, specifically the 
relative merits of Plain vs. Mining based on the 96 topics answered by these 24 nov-
ice users.   

There is no significant difference in performance as measured by MAP for the 2 
Plain and 2 Mining runs: they are all essentially the same.  Mining did not produce the 
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effect we expected, that suppressing shots would lead to better average precision for a 
topic within the 15-minute time limit.  The users overwhelmingly (18 of 24) answered 
“no difference” to the concluding question “Which of the two systems did you like 
best?” confirming that the difference between Plain and Mining was subtle (in decid-
ing what to present) rather than overt in how presentation occurs in the GUI.  The 
Mining interface did lead to more query and browsing interactions, as shown in the 
final row of Table 1, and while these additional interactions did not produce an over-
all better MAP, they did produce coverage changes as discussed below.   

5   Discussion 

TRECVID encourages research in information retrieval specifically from digital video 
by providing a large video test collection, uniform scoring procedures, and a forum 
for organizations interested in comparing their results.  TRECVID benchmarking 
covers interactive search, and the NIST TRECVID organizers are clearly cognizant of 
issues of ecological validity: the extent to which the context of a user study matches 
the context of actual use of a system, such that it is reasonable to suppose that the 
results of the study are representative of actual usage and that the differences in con-
text are unlikely to impact the conclusions drawn. Regarding the task context, 
TRECVID organizers design interactive retrieval topics to reflect many of the various 
sorts of queries real users pose [1].  Regarding the user pool, if only the developers of 
the system under study serve as the users, it becomes difficult to generalize that nov-
ices (non-developers and people outside of the immediate research group) would have 
the same experiences and performance.  In fact, a study of novice and expert use of 
the Informedia system against TRECVID 2004 tasks shows that novice search behav-
ior is indeed different from the experts [3].  Hence, for TRECVID user studies to 
achieve greater significance and validity, they should be conducted with user pools 
drawn from communities outside of the TRECVID research group, as done for the 
study reported here, its predecessor novice study reported in [3], and done with [11].   

The interface design can clearly affect novice user interaction.  A poor interface 
can deflate the use of potentially valuable interface mechanisms, while informing the 
user as to what search variants are possible and all aspects of the search (in line with 
[9]) and promoting “visibility of system status” and “recognition over recall” [8] can 
produce a richer, more profitable set of user interactions.  The Informedia TRECVID 
2005 interface succeeded in promoting the use of “best” browsing and image search 
nearly to the levels of success achieved by an expert user, closing the gulf between 
novice and expert interactions witnessed with a TRECVID 2004 experiment. 

As for the Mining interface, it failed to produce MAP performance improvements.  
The TRECVID 2005 interactive search task is specified to allow the user 15 minutes 
on each of 24 topics to identify up to 1000 relevant shots per topic from among the 
45,765 shots in the test corpus.  As discussed in [5], MAP does not reward returning a 
short high precision list over returning the same list supplemented with random 
choices, so the search system is well advised to return candidate shots above and 
beyond what the user identifies explicitly.  For our novice runs, the “yes” primary 
captured shot set was ranked first, followed by the “maybe” secondary set of captured 
shots (recall Fig. 2 options), followed by an automatic expansion seeded by the user’s 
captured set, to produce a 1000 shot answer set.  For the Mining treatment, the  
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overlooked shots were never brought into the 1000 shot answer set during the final 
automatic expansion step.  A post hoc analysis of answer sets shows that this overly 
aggressive use of the overlooked shots for Mining was counterproductive.  The user 
actually identified more correct shots with Mining than with Plain.  Table 3 summa-
rizes the results, with the expert run from a single expert user with the Mining system 
again included to illustrate differences between performances obtained with the Min-
ing and Plain system.  Novices for both named specific topics and generic topics, as 
classified by the TRECVID organizers [1], had better recall of correct shots in their 
primary sets with Mining versus Plain.  However, the precision was less with Mining, 
perhaps because when shots are suppressed, the user’s expectations are confounded 
and the temporal flow of thumbnails within storyboards is broken up by the removal 
of overlooked shots.  Suppressing information has the advantage of stopping the cycle 
of constant rediscovery of the same information, but has the disadvantage of remov-
ing navigation cues and the interrelationships between data items [12], in our case 
shots.  Coincidentally, the novices did use the secondary capture set as intended, for 
lower precision guesses or difficult-to-confirm-quickly shots: the percentage correct 
in the secondary set is less than the precision of the primary capture set.     

Table 3. Primary and secondary captured shot set and overlooked shot set sizes, with percent-
age of correct shots, for named and generic TRECVID 2005 topics 

Avg. Shot Count Per Topic % Correct in Shot Set TREC-
VID 
2005 

Shot Set Novice 
Plain 

Novice 
Mining 

Expert 
Mining 

Novice 
Plain 

Novice 
Mining 

Expert 
Mining 

Primary 53.9 64.8 67.2 92.4 72.1 97.0 
Secondary 5.3 5.2 12.2 31.3 46.8 93.2 

6 Named 
Topics 

Overlooked n/a 372.0 223.7 n/a 5.8 8.6 
Primary 41.9 47.9 55.7 78.3 74.9 91.2 

Secondary 5.7 3.8 11.9 42.2 26.8 65.1 
18 

Generic 
Topics Overlooked n/a 649.8 503 n/a 4.2 6.5 

 
The most glaring rows from Table 3 address the overlooked shot set (suppressed 

shots that are not in the primary or secondary capture sets): far from containing no 
information, they contain a relatively high percentage of correct shots.  A random pull 
of shots for a named topic would have 0.39% correct shots, but the novices’ over-
looked set contained 5.8% correct items.  A random pull of generic shots would con-
tain 0.89% correct shots, but the novices’ overlooked set contained 4.2% correct 
shots.  Clearly, the novices (and the expert) were overlooking correct shots at a rate 
higher than expected.   

Fig. 3 shows samples of correct shots that were overlooked when pursuing the 
topic “Condoleezza Rice.”  They can be categorized into four error types: (a) the shot 
was mostly of different material that ends up as the thumbnail representation, but 
started or ended with a tiny bit of the “correct” answer, e.g., the end of a dissolve out 
of a Rice shot into an anchor studio shot; (b) an easily recognizable correct shot based 
on its thumbnail, but missed by the user because of time pressure, lower motivation 
than the expert “developer” users often employed in TRECVID runs, and lack of time 
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to do explicit denial of shots with “implicitly judged negatively” used instead to per-
haps too quickly banish a shot into the overlooked set; (c)  incorrect interpretation of 
the query (Informedia instructions were to ignore all still image representations and 
only return video sequences for the topic); and (d) a correct shot but with ambiguous 
or incomplete visual evidence, e.g., back of head or very small.  Of these error 
classes, (a) is the most frequent and easiest to account for: temporal neighbors of 
correct shots are likely to be correct because relevant shots often occur in clumps and 
the reference shot set may not have exact boundaries.  Bracketing user-identified 
shots with their neighbors during the auto-filling to 1000 items has been found to 
improve MAP by us and other TRECVID researchers [5, 7].  However, temporally 
associated shots are very likely to be shown in initial storyboards based on the In-
formedia storyboard composition process, which then makes neighbor shots to correct 
shots highly likely to be passed over, implicitly judged negatively, and, most criti-
cally, never considered again during the auto-filling to 1000 shots.  So, the aggressive 
mining and overlooking of shots discussed here led to many correct shots of type (a) 
being passed over permanently, where bracketing strategies as discussed in [5] would 
have brought those correct shots back into the final set of 1000. 

 

Fig. 3. Sample of overlooked but correct shots for Condoleezza Rice topic, divided into 4 error 
classes (a) - (d) described above 

One final post hoc analysis follows the lines of TRECVID workshop inquiries into 
unique relevant shots contributed by a run.  Using just the 4 novice runs and one ex-
pert run per topic from the Informedia interactive system, the average unique relevant 
shots in the primary capture set contributed by the novices with Plain was 5.1 per 
topic, novices with Mining contributed 7.1, and the expert with Mining for reference 
contributed 14.9.  Clearly the expert is exploring video territory not covered by the 
novices, but the novices with the Mining interfaces are also exploring a broader shot 
space with more unique answer shots being discovered. 

6   Summary and Acknowledgements 

Video retrieval achieves higher rates of success with a human user in the loop, with 
the interface playing a pivotal role in encouraging use of different access mechanisms 
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by novices. A redesigned Informedia interface succeeded in promoting the use of 
image search and “best” shot set browsing in addition to text search, as evidenced by 
24 novice user sessions addressing 4 TRECVID 2005 topics each.  These sessions 
also served as a within-subjects experiment to test whether an aggressive strategy for 
hiding previously captured and passed over shots would produce better performance.  
The Mining interface with such shot suppression did not perform better than the con-
trol Plain interface using the TRECVID metric of MAP.  However, the Mining strat-
egy appears promising where diversity in answer sets is rewarded, e.g., if finding 3 
answer shots from 3 different sources on different reporting days is more important 
than finding a clump of 3 answer shots temporally adjacent to one another.  Also, by 
relaxing the aggressive restriction of overlooked shots, the Mining strategy can be 
adjusted to still encourage more diverse exploration by the user, but then to recover 
suppressed shots that are temporal neighbors to answer shots (as shown in Fig. 3a).  
Our revised Mining strategy will still suppress overlooked shots during the user inter-
action period, but then will not ignore the overlooked shots during the auto-filling to 
the complete (1000) TRECVID answer set, reverting back to the temporal bracketing 
[5] that has proven useful in the past. 

This material was made possible by the NIST assessors and the TRECVID com-
munity.  It is based on work supported by the Advanced Research and Development 
Activity (ARDA) under contract number H98230-04-C-0406 and NBCHC040037, 
and supported by the National Science Foundation under Grant No. IIS-0535056. 

References 

1. Over, P., Ianeva, T., Kraaij, W., Smeaton, A.F.:  TRECVID 2005 An Introduction.  
TRECVID 2005 Proceedings, http://www-nlpir.nist.gov/projects/trecvid 

2. Hauptmann, A.G.: Lessons for the Future from a Decade of Informedia Video Analysis 
Research. Proc. CIVR (Singapore, July 2005), LNCS 3568: 1-10 

3. Christel, M., Conescu, R.: Addressing the Challenge of Visual Information Access from 
Digital Image and Video Libraries.  Proc. ACM/IEEE JCDL (Denver, June 2005), ACM 
Press, 69-78 

4. Christel, M., Moraveji, N.: Finding the Right Shots: Assessing Usability and Performance 
of a Digital Video Library Interface.  Proc. ACM Multimedia (New York, Oct. 2004), 
ACM Press, 732–739 

5. Adcock, J., Cooper, M., Girgensohn, A., Wilcox, L.: Interactive Video Search Using 
Multilevel Indexing. Proc. CIVR (Singapore, July 2005), LNCS 3568: 205-214 

6. Snoek, C., Worring, M., et al.: MediaMill:  Exploring News Video Archives based on 
Learned Semantics.  Proc. ACM Multimedia (Singapore, Nov. 2005), ACM Press, 225-226. 

7. Hauptmann, A., Christel, M.: Successful Approaches in the TREC Video Retrieval 
Evaluations.  Proc. ACM Multimedia (New York, Oct. 2004), ACM Press, 668-675 

8. Nielsen, J.:  Heuristic Evaluation.  In Nielsen, J., and Mack, R.L. (eds.), Usability 
Inspection Methods. John Wiley & Sons, New York, NY, 1994 

9. Shneiderman, B., Byrd, D., Croft, W.B.:  Clarifying Search: A User-Interface Framework 
for Text Searches.  D-Lib Magazine, 3, 1 (January 1997), http://www.dlib.org 

10. Kraaij, W., Smeaton, A.F., Over, P., Arlandis, J.:  TRECVID 2004 – An Introduction. In 
TRECVID’04 Proc., http://www-nlpir.nist.gov/projects/tvpubs/tvpapers04/ tv4overview.pdf 

11. Yang, M., Wildemuth, B., Marchionini, G.:  The Relative Effectiveness of Concept-based 
Versus Content-based Video Retrieval. Proc. ACM Multimedia 2004, ACM Press 368-371 

12. Golovchinsky, G.: Queries? Links? Is there a difference?  Proc. CHI ’97, ACM Press 
(1997), 407-414 



A Linear-Algebraic Technique with an
Application in Semantic Image Retrieval

Jonathon S. Hare1, Paul H. Lewis1,
Peter G.B. Enser2, and Christine J. Sandom2

1 School of Electronics and Computer Science, University of Southampton, UK
{jsh2, phl}@ecs.soton.ac.uk

2 School of Computing, Mathematical and Information Sciences,
University of Brighton, UK

{p.g.b.enser, c.sandom}@bton.ac.uk

Abstract. This paper presents a novel technique for learning the under-
lying structure that links visual observations with semantics. The tech-
nique, inspired by a text-retrieval technique known as cross-language
latent semantic indexing uses linear algebra to learn the semantic struc-
ture linking image features and keywords from a training set of annotated
images. This structure can then be applied to unannotated images, thus
providing the ability to search the unannotated images based on key-
word. This factorisation approach is shown to perform well, even when
using only simple global image features.

1 Introduction

Automatic annotation of images has come to the fore as a means of trying
to achieve the integration of content-based and text-based image retrieval. An
overview of the techniques which have been used in auto-annotation has been
provided by Hare et al [1], and we are currently exploring how such techniques
can meet the real needs of image searchers in limited domains. This work is
being undertaken within the Bridging the Semantic Gap Project, as described
by Enser et al [2].

In this paper, we propose a linear algebraic method for learning the semantic
structure between terms in an annotated training set of images. Unannotated
images can then be projected into the structure. The resulting space is unique
in that it allows images to be ranked on their relevance to terms that may not
have been explicitly assigned to the images, even though the image is relevant
to the term.

2 Using Linear-Algebra to Associate Images and Terms

Latent Semantic Indexing (LSI) [3] is a technique in text-retrieval for index-
ing documents in a dimensionally-reduced semantic vector space. Landauer and
Littman [4], demonstrate a system based on LSI for performing text searching
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on a set of French and English documents where the queries could be in either
French or English (or conceivably both), and the system would return documents
in both languages which corresponded to the query. Landauer’s system negated
the need for explicit translations of all the English documents into French; in-
stead, the system was trained on a set of English documents and versions of
the documents translated into French, and through a process called ‘folding-in’,
the remaining English documents were indexed without the need for explicit
translations. This idea has become known as Cross-Language Latent Semantic
Indexing (CL-LSI).

Monay and Gatica-Perez [5] attempted to use straight LSI with simple cross-
domain vectors for auto-annotation. They first created a training matrix of cross-
domain vectors and applied LSI. By querying the left-hand subspace they were
able to rank an un-annotated query document against each annotation term in
order to assess likely annotations to apply to the image.

Our approach, based on a generalisation of CL-LSI, is different because we
do not explicitly annotate images. The technique works by placing unannotated
images in a semantic-space which can be queried by keyword.

In general, any document (be it text, image, or even video) can be described
by a series of observations, or measurements, made about its content. We re-
fer to each of these observations as terms. Terms describing a document can be
arranged in a vector of term occurrences, i.e. a vector whose i-th element contains
a count of the number of times the i-th term occurs in the document. There is
nothing stopping a term vector having terms from a number of different modal-
ities. For example a term vector could contain term-occurrence information for
both ‘visual’ terms and textual annotation terms.

Given a corpus of n documents, it is possible to form a matrix of m observa-
tions or measurements (i.e. a term-document matrix). This m × n observation
matrix, O, essentially represents a combination of terms and documents, and
can be factored into a separate term matrix, T, and document matrix, D:

O = TD . (1)

These two matrices can be seen to represent the structure of a semantic-space
co-inhabited by both terms and documents. Similar documents and/or terms
in this space share similar locations. The advantage of this approach is that
it doesn’t require a-priori knowledge and makes no assumptions of either the
relationships between terms or documents. The primary tool in this factorisation
is the Singular Value Decomposition. This factorisation approach to decomposing
a measurement matrix has been used before in computer vision; for example, in
factoring 3D-shape and motion from measurements of tracked 2D points using
a technique known as Tomasi-Kanade Factorisation [6].

The technique presented here consists of two steps. In the first step, a fully-
observed training observation matrix is created and decomposed into separate
term and document matrices. For example, the observations may consist of both
‘visual’ terms and annotations from a set of training images. The second step
consists of assembling an observation matrix for the documents which are to be
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indexed. These documents need not be fully observed; for example, they may
consist of only ‘visual’ terms. Any unobserved terms are represented by zeros.
The document-space of this second observation matrix is then created using the
term matrix from the first stage as a basis. The idea behind this is that any term-
term relationships that were uncovered in the training stage will be applied to
the test data, thus giving the test data pseudo-values for the unobserved terms.
The net result is that we are left with a new document-space which can be
searched by any of the terms used in the training set, even if they were not
directly observed in the test set.

2.1 Decomposing the Observation Matrix

Following the reasoning of Tomasi and Kanade [6], although modified to fit
measurements of terms in documents, we first show how the observation matrix
can be decomposed into separate term and document matrices.

Lemma 1 (The rank principle for a noise-free term-document matrix).
Without noise, the observation matrix, O, has a rank at most equal to the number
of independent terms or documents observed.

The rank principle expresses the simple fact that if all of the observed terms
are independent, then the rank of the observation matrix would be equal to
the number of terms, m. In practice, however, terms are often highly dependent
on each other, and the rank is much less than m. Even terms from different
modalities may be interdependent; for example a term representing the colour
red, and the word “Red”. This fact is what we intend to exploit.

In reality, the observation term-document matrix is not at all noise free. The
observation matrix, O can be decomposed using SVD into a m × r matrix U,
a r × r diagonal matrix Σ and a r × n matrix VT , O = UΣVT , such that
UT U = VVT = VT V = I, where I is the identity matrix. Now partitioning
the U, Σ and VT matrices as follows:

U =
[
Uk UN

] }m,︸︷︷︸
k

︸︷︷︸
r−k

Σ =
[
Σk 0
0 ΣN

] }k

}r−k
,

︸︷︷︸
k

︸︷︷︸
r−k

VT =
[
VT

k

VT
N

] }k

}r−k
,

︸︷︷︸
n

(2)

we have, UΣVT = UkΣkVT
k + UNΣNVT

N .
Assume O∗ is the ideal, noise-free observation matrix, with k independent

terms. The rank principle implies that the singular values of O∗ are at most
k. Since the singular values of Σ are in monotonically decreasing order, Σk

must contain all of the singular values of O∗. The consequence of this is that
UNΣNVT

N must be entirely due to noise, and UkΣkVT
k is the best possible

approximation to O∗.

Lemma 2 (The rank principle for a noisy term-document matrix). All
of the information about the terms and documents in O is encoded in its k largest
singular values together with the corresponding left and right eigenvectors.
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We now define the estimated noise-free term matrix, T̂, and document matrix,
D̂, to be T̂ def= Uk, and, D̂ def= ΣkVT

k , respectively. From Equation 1, we can
write

Ô = T̂D̂, (3)

where Ô represents the estimated noise-free observation matrix.

Interpreting the Decomposition. The two vector bases created in the de-
composition form an aligned vector-space of terms and documents. The rows of
the term matrix create a basis representing a position in the space of each of the
observed terms. The columns of the document matrix represent positions of the
observed documents in the space. Similar documents and terms share similar
locations in the space.

2.2 Using the Terms as a Basis for New Documents

Theorem 1 (Projection of partially observed measurements). The
term-matrix of a decomposed fully-observed measurement matrix can be used
to project a partially observed measurement matrix into a document matrix that
encapsulates estimates of the unobserved terms.

Manipulating Equation 3 gives us a method of projecting a partially-observed
observation matrix, P into the basis created by the term matrix, T̂. The un-
derlying assumption is that if we were to project the original fully-observed
observation matrix (i.e. P = Ô), then we should get the same document basis.

P = T̂D̂
∴ D̂ = T̂−1P = T̂T T̂T̂−1P = T̂T P (4)

Therefore, to project a new partially observed measurement matrix into a
basis created from a fully observed training matrix, we need only pre-multiply
the new observation matrix by the transpose of the training term matrix. The
columns of this new document matrix represent the locations in the semantic
space of the documents. In order to query the document set for documents
relevant to a term, we just need to rank all of the documents based on their
position in the space with respect to the position of the query term in the space.
The cosine similarity is a suitable measure for this task.

Thus far, we have ignored the value of k. The rank principle states that k
is such that all of the semantic structure of the observation matrix, minus the
noise is encoded in the singular values and eigenvectors. k is also the number of
independent, un-correlated terms in the observation matrix. In practice, k will
vary across data-sets, and so we have to estimate its value empirically.

3 Experimental Results

In this section, we present experiments using real images from both the Washing-
ton data-set [7] and the Corel data-set proposed in [8]. Because all of the images
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in these data-sets have ground truth annotations, it is possible to automatically
assess the performance of the retrieval. By splitting the data-sets into a training
set and testing set, it is possible to attempt retrieval for each of the keyword
terms and mark test images as relevant if they contained the query term in their
annotations. Results from this technique are presented against results using the
hard annotations from the vector-space propagation technique described in [9].

3.1 Experiments with the Washington Data-Set and SIFT ‘Visual’
Terms

We split the Washington data-set [7] into a training set of 349 images, and a
test set of 348 images. Each of the images was indexed using ‘visual’ terms from
quantised local SIFT descriptors about interest points picked from peaks in a
difference-of-Gaussian pyramid [9, 10]. The size of the visual vocabulary was
fixed to 3000 terms [10].

Choosing a Good Value for k. In order to select a value for k, we need to try
and optimise the retrieval. A good statistic of overall retrieval performance is the
Mean Average Precision (MAP). Plots of the average precision versus varying
values of k for four different queries in the test set are shown in Figure 1. A plot
of the MAP over all possible queries in the training set, is shown in Figure 2.

Figure 1 shows that there is a very large amount of variation of average
precision across different queries. This is in a large part due to biases in both
the training set of images and in the test set. For example, both the training
set and test set contain an approximately equal number of images of a football
stadium, however, the number of stadium images in the training set is quite large
in comparison to many of the other queries. The net effect is that the “Stadium”
query is particularly well trained. Well trained queries can also result from few
training images when the training image is sufficiently visually dissimilar to the
other images (i.e. it contains a fairly unique combination of visual terms).

Unfortunately, Figure 2 doesn’t show a peak from which to select a good value
of k, instead it is asymptotic to a mean average precision of about 0.38. However,
given the constraint that we want to choose k such that it is the smallest it can
be whilst still giving good retrieval, we chose a value of k = 100 for the following
experiments.

Overall Retrieval Effectiveness. The overall retrieval effectiveness of the
technique is characterised in Figure 3. As can be seen, the factorisation approach
outperforms the propagation approach at all values of recall.

The precision-recall curves in Figure 3 don’t truly reflect the whole perfor-
mance of the approach because certain queries are better performing than others.
Figure 5 illustrates this by showing the average precision for each of the queries,
sorted by decreasing precision. For clarity, only queries yielding an average pre-
cision of above 0.5 are shown.

Example: Querying for “Bridge”. We now take an example query using the
term “Bridge” to investigate the performances of the approaches in more detail.
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Fig. 4. Precision-Recall curves for query-
ing with the keyword “Bridge”

There are ten occurrences of the annotation keyword “Bridge” in the Washington
data-set. Of these ten occurrences, four images are in the test set and six in
the training set. One of the training images has been labelled with “Bridge”,
although it doesn’t actually appear to contain a bridge. This mislabelling of
images corresponds to noise, and the algorithms need to be robust to noise within
the data-set. The training images are shown in Figure 6. Figure 4 illustrates
the effect on precision over different recall values using both the Factorisation
algorithm and the vector-space propagation algorithm. Three different values of
k for the factorisation algorithm are shown in the figure. The precision recall
curves show that both of the algorithms exhibit perfect precision up to recall
values of 0.5, but then tend to drop off.

Figure 7 shows the test images containing the “Bridge” keyword, along with
the rank-position of the images using the factorisation and propagation tech-
niques. The images were retrieved in the same order by the two algorithms,
however, the positions at which they occur varies greatly. The factorisation
approach retrieved all four relevant images within the top five images, whilst
the propagation approach didn’t achieve full recall until 332 images had been
retrieved.
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precision

Fig. 6. Training images containing the “Bridge” keyword

3.2 The Corel Data-Set

In the previous subsection we proposed using SIFT visual terms to model the
image content. However, this is not the only option; the observation matrix could
conceivably contain observations of any type of feature. In order to demonstrate
the power of the factorisation technique, we use a much simpler feature; a 64-bin
global RGB histogram. We use the training set of 4500 images and test set of
500 images from the Corel data-set described in [8].

Following the methodology for optimising k based on MAP described previ-
ously, we set k = 43. Overall averaged precision-recall curves of the factorisation
and propagation approaches are shown in Figure 8. As before, the factorisation
approach outperforms the propagation approach. Whilst the overall averaged
precision-recall curve doesn’t achieve a very high recall and falls off fairly rapidly,
this isn’t indicative of all the queries; some query terms perform much better
than others. Figure 9 shows precision-recall curves for some queries with good
performance.

Ideally, we would like to be able to perform a direct comparison between our
factorisation method and the results of the statistical machine-translation (MT)

Factorisation (k=100) 1 2 3 5
Vector-space Prop. (1NN) 1 2 125 332

Fig. 7. Test Images and the rank-order in which they were retrieved by the two algo-
rithms
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model presented by Duygulu et al [8], which has become a benchmark against
which many auto-annotation systems have been tested. Duygulu et al present
their precision and recall values as single points for each query, based on the
number of times the query term was predicted throughout the whole test set. In
order to compare results it should be fair to compare the precision of the two
methods at the recall given in the MT results. Table 1 summarises the results
over the 15 best queries found by the MT system (base results), corresponding
to recall values greater than 0.4.

Table 1 shows that nine of of the fifteen queries had better precision for the
same value of recall with the Factorisation algorithm. This higher precision at

Table 1. Comparison of precision values for equal values of recall between the machine
translation model [8] and the factorisation approach

Query Word Recall Precision
Machine Translation Factorisation,
Base Results, th=0 RGB Histogram, K=43

petals 0.50 1.00 0.13
sky 0.83 0.34 0.35

flowers 0.67 0.21 0.26
horses 0.58 0.27 0.24
foals 0.56 0.29 0.17
mare 0.78 0.23 0.19
tree 0.77 0.20 0.24

people 0.74 0.22 0.29
water 0.74 0.24 0.34
sun 0.70 0.28 0.52
bear 0.59 0.20 0.11
stone 0.48 0.18 0.22

buildings 0.48 0.17 0.25
snow 0.48 0.17 0.54
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the same recall can be interpreted as saying that more relevant images are re-
trieved with the factorisation algorithm for the same number of images retrieved
as with the machine learning approach. This result even holds for Duygulu et al’s
slightly improved retrained result set. This implies, somewhat surprisingly, that
even by just using the rather simple RGB Histogram to form the visual observa-
tions, the factorisation approach performs better than the machine translation
approach for a number of queries. This, however does say something about the
relative simplicity of the Corel dataset [11]. Because not all of the top perform-
ing results from the factorisation approach are reflected in the best results from
the machine translation approach, it follows that the factorisation approach may
actually perform better on a majority of good queries compared to the machine
translation model.

4 Conclusions and Future Work

This paper presented a novel approach to building a semantic space for image
retrieval using a linear algebraic factorisation. Performance of the technique is
good, even when using a simple global image feature such as the RGB histogram.
The approach is exciting because it models the semantic gap between image
descriptors and keywords in a flexible way. The factorisation technique does not
produce equal performance for all queries. The reasons for this are most likely
two-fold; firstly, the visual features used to represent the image may not have
been sufficient to represent the keyword. Secondly, the training data may not
have been sufficient to learn a good representation for the term. In terms of
the Corel data-set using RGB histogram features, the factorisation approach
works particularly well with annotations that can be described globally across
the image by colour alone. For example, searching for ‘sun’ returns images with
many warm yellow tones, and searching for ‘snow’ returns images with lots of
white colours.

More experimentation needs to be performed to investigate the performance
of the factorisation approach. In particular, it would be interesting to use the
image descriptors created by [8] to build our observation matrix, and then to
directly compare retrieval results with other automatic annotation approaches.
It would also be interesting to investigate the scalability of the approach.

In the ‘Bridging the semantic gap’ project, we aim to test this approach more
extensively with picture librarians, in an attempt to establish its ability as a
system offering the potential of semantic search.
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Abstract. This paper is about automatically annotating images with keywords 
in order to be able to retrieve images with text searches. Our approach is to 
model keywords such as 'mountain' and 'city' in terms of visual features that 
were extracted from images. In contrast to other algorithms, each specific key-
word-model considers not only its own training data but also the whole training 
set by utilizing correlations of visual features to refine its own model. Initially, 
the algorithm clusters all visual features extracted from the full imageset, cap-
tures its salient structure (e.g. mixture of clusters or patterns) and represents this 
as a generic codebook. Then keywords that were associated with images in the 
training set are encoded as a linear combination of patterns from the generic 
codebook. We evaluate the validity of our approach in an image retrieval sce-
nario with two distinct large datasets of real-world photos and corresponding 
manual annotations. 

1   Introduction 

The growing interest in managing multimedia collections effectively and efficiently 
has created new research interest that arises as a combination of multimedia under-
standing, information extraction, information retrieval and digital libraries. In this 
paper we focus on information extraction algorithms that model keywords such as 
‘sky’ and ’beach’ in terms of visual features that were extracted from images. These 
models return the probability of a keyword being present in new unseen images and 
thus enabling text searches on collections of images. 

Most of the existing approaches just model the visual features of images containing 
a given keyword ignoring the presence of other keywords in the same image and their 
cross-interference. Some keywords such as ‘bird’ or ‘plane’ have a visual representa-
tion too complex to be captured by just its training data: the presence of different 
concepts and their cross-interference increases the uncertainty of the extracted infor-
mation. For example, concepts such as ‘sun’, ‘outdoor’ or ‘indoor’ may be easy to 
detect but concepts such as ‘bird’, ‘boat’ or ‘insect’ may be more reliably detected if 
other, more basic and correlated concepts were detected previously. 

Thus, we advocate that one should first detect the most salient low-level visual pat-
terns of the full image dataset in the feature space and then learn the causality relation 
between these low-level visual pattern co-occurrences and the keywords. To achieve 
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this goal, we formulate the following hypothesis: “Given a common generic codebook 
of patterns (codewords) of the full imageset, the keywords can be encoded as a low-
complexity linear combination of codewords and exhibit a competitive retrieval per-
formance”. With this hypothesis we aim to achieve a fast, simple, scalable algorithm 
capable of annotating images with keywords at high precision. The codebook lists the 
low-level visual patterns of the full image dataset and its contents will be inter-
changeably referred to as patterns, clusters or codewords. 

Section 2 describes related work on image-semantic annotation, Section 3 the pro-
posed algorithm, Section 4 presents the experiments and results, and Section 5 dis-
cusses the generic codebook generation and the algorithm characteristics. 

2   Related Work 

Several algorithms have been proposed to extract semantic information from multi-
media content. Single-class-model approaches estimate an individual distribution 
function for each keyword. Other types of approaches are based on a translation 
model between keywords and images features (global, tiles or regions). These two 
groups of approaches assume a minimal relation between the various elements of the 
same image (words, blobs, tiles). Hierarchical models consider the hierarchical rela-
tion or the inter-dependence relation between the elements of an image (words and 
blobs or tiles) and reflect it in the statistical model. 

Single-class-models are a straight-forward approach to the semantic analysis of 
multimedia content. The idea behind is to learn a class-conditional probability distri-
bution  of each single keyword w of the semantic vocabulary given its training data x. 
Bayes law is used to invert the problem and model |p x w  the features data density 
distribution of a given keyword. Several techniques to model the |p x w  with a 
simple density distribution have been proposed: Yavlinsky et al. [1] deployed a non-
parametric distribution; Carneiro and Vasconcelos [2] a semi-parametric density esti-
mation; Westerveld and de Vries [3] a finite-mixture of Gaussians; while Mori et al. 
[4], and Vailaya et al. [5] apply different flavours of vector quantization techniques. 
This type of approach only considers the class’s own data ignoring the co-occurrence 
of classes, while the present approach takes that into consideration. 

Other types of approaches are based on a translation model between keywords and 
images (global, tiles or regions). Inspired by machine translation research, Duygulu et 
al. [6] developed a method of annotating image regions with words. First, regions are 
created using a segmentation algorithm like normalized cuts. For each region, features 
are computed and then blobs are generated by clustering the image features for these 
regions across an image collection. The problem is then formulated as learning the 
correspondence between the discrete vocabulary of blobs and the image keywords. 
Following a translation model Jeon et al. [7], Lavrenko et al. [8] and Feng et al. [9] 
studied a model where blob features r

Ib  of an image I are conditionally independent 
of keywords iw . Jeon et al. [7] recast the image annotation as a cross-lingual infor-
mation retrieval problem applying a cross-media relevance model based on a discrete 
codebook of regions. Lavrenko et al. [8] continued previous work by Jeon et al. [7] 
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and described the process of generating blob features with continuous probability 
density functions |r

IP b J  to avoid the loss of information related to the genera-
tion of the codebook. Prolonging their previous work Feng et al. [9] replace blobs 
with tiles and model image keywords with a Bernoulli distribution. These methods 
have the mathematical form of kernel density estimation – the model corresponds to 
the entire training data – making them computationally very demanding: in contrast 
our model uses a linear combination of a common codebook for all classes, which is 
by its very nature computationally much simpler. 

In the hierarchical models group Barnard and Forsyth [10] studied a generative hi-
erarchical aspect model, inspired by a hierarchical clustering/aspect model. The data 
are assumed to be generated by a fixed hierarchy of nodes with the leaves of the hier-
archy corresponding to soft clusters. Blei and Jordan [11] describe three hierarchical 
mixture models to annotate image data, culminating in the correspondence latent 
Dirichlet allocation model. This model specifies a Bayesian model for capturing the 
relations between regions, words and latent variables. It combines the advantages of 
probabilistic clustering for dimensionality reduction with an explicit model of the 
conditional distribution from which image keywords are generated. In our approach 
we do not create a fixed hierarchy of nodes/clusters that decreases the flexibility of 
the method. 

3   Algorithm Description 

The dataset is composed of a training set and a test set of images, and each image is 
manually annotated with a vocabulary of keywords corresponding to the visual con-
tent of that particular image. The image dataset is initially processed to extract a set of 
low-level visual features from all images. Once the low-level visual features and the 
manual annotations are loaded the features are further processed. 

The generic codebook is produced with an unsupervised learning algorithm that re-
turns a finite mixture of clusters modelling the full dataset feature space. The set of 
clusters of the finite mixture is then stored in the generic codebook as K codewords, 
each of which is defined by a set of parameters k . The notation for the probability of 
a codeword k for an image i, |i

kq x , will be abbreviated as i
kq x . 

Only in the final step of the algorithm are the annotations used to learn the key-
word-model of each keyword tw , i.e., the weight tw

k  of each codeword k . The 
model |tp w x  expresses the probability of a word tw  given the low-level visual 
features x  of an unseen image. This model is defined as a generalized linear model: 

10 1 1| ...t t tw w wi ii
t KK Kg E w x q x q x , (1) 

where the link function g  allows to model non-linear relations between and the 
features 11, , ..., i ii

Kx x x , or a transformation of it e.g. n nq x , and the 
|tE w X . Typical link functions are the identity function for normal linear regres-

sion, the logit function for logistic regression and the log function for log-linear re-
gression. In this paper we consider the logistic regression model. 
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3.1   Features Processing 

The feature processing step normalises the features and creates smaller-dimensional 
subspaces from the original feature-spaces. Three different low-level features are 
used in our implementation: marginal HSV distribution moments, a 12 dimen-
sional colour feature that captures the histogram of 4 central moments of each 
colour component distribution; Gabor texture, a 16 dimensional texture feature 
that captures the frequency response (mean and variance) of a bank of filters at 
different scales and orientations; and Tamura texture, a 3 dimensional texture 
feature composed by measures of image’s coarseness, contrast and directionality. 
We used N=15 feature sub-spaces. As a common practice we tiled the images in 3 
by 3 parts before extracting the low-level features. This has two advantages: it adds 
some locality information and it greatly increases the amount of data used to learn 
the generic codebook. 

3.2   Learning the Generic Codebook 

In the algorithm’s second step, the features subspace clustering is done under the 
assumption that the subspaces are independent. That is, each feature subspace n is 
processed individually and modelled as a Gaussian mixture model (GMM) 

2
, , ,1

| | ,nM
n n m n m n mm

p x p x , (2) 

where Mn is the number of Gaussians (clusters) in feature subspace n, x  is the low-
level visual feature, and n  represents the complete set of model parameters with 
mean ,n m , covariance 2

,n m , and component prior ,n m . The components priors 
have the convexity constraint ,1 ,,..., 0n n m  and ,1 1nM

n mm . We imple-
mented the mixture learning algorithm as proposed by Figueiredo et al. in [12] in 
C++. Each codeword | kq  correspond to a certain cluster ,| n mp x . 

The algorithm starts with a number of clusters that is much larger than the real 
number and gradually eliminates the clusters that start to get few support data (singu-
larities). This avoids the initialization problem of EM since the algorithm only pro-
duce mixtures with clusters that have enough support data. This strategy can cause a 
problem when the initial number of clusters is too large: no cluster receives enough 
initial support causing the deletion of all clusters. To avoid this situation, cluster pa-
rameters are updated sequentially and not simultaneously as in standard EM. That is: 
first update cluster 1 parameters 2

1 1, , then recompute all posteriors, update clus-
ter 2 parameters 2

2 2, , recompute all posteriors, and so on. 
After finding a good fit for a GMM with k clusters, the algorithm deletes the weak-

est cluster and restarts itself with k-1 Gaussians and repeats the process until a mini-
mum number of clusters is reached. Each fitted GMM is stored and in the end the set 
of fitted models describe the feature subspace at different levels of granularities. We 
can then consider generic codebooks with different levels of complexities. 
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3.3   Learning Keyword-Models: A Logistic Model 

As mentioned before, we cast the keyword-models as a generalized linear model. The 
codebook of clusters modelled the features sub-spaces with great detail so that it can 
be used now as smoothing functions on the logistic model. The link function 

logit log 1g x p p p  defines the log-posterior odds between positive 
examples and negative examples of a keyword as a linear combination of the code-
book output:  

1 10 1logit | ...t t tw w w
t K KKE w x q x q x . (3) 

Assuming a matrix notation we define the codebook and the parameters as  

1 11, ,..., K KQ x q x q x  and 0 1, ,...,t t tt w w ww
K , respectively. This 

allows writing the logistic model as: 

1
|

1
wtt Q x

p w x
e

. (4) 

We implemented the binomial logistic regression model where one class is always 
modelled relatively to all other classes. With this choice we achieve some independ-
ence between keywords because they only depend on their own tw : once the code-
book is computed, it is the same for all classes and only the tw  weights are specific 
of each class. A second reason for choosing the binomial approach is due to the com-
plexity of the algorithms for fitting multinomial models and their requirements. We 
tested several methods to compute the tw  weights, and discuss two of the methods. 

3.3.1   Parameter Estimation Using L-BFGS 
The only variables we now need to compute using the annotations are the priors tw  
which can be computed by minimizing the log-likelihood of the above model over the 
entire data set: 

argmaxt t
wt

w w
i I
l , (5) 

where l  is the log-likelihood function, and I is the entire training set. We used a 
Gaussian prior with 2  variance to prevent the optimization procedure from overfit-
ting. Thus the log-likelihood function for a binomial logistic model becomes: 

2log 1
2

T i

t

T
Q xi T i

wi I
l y Q x e , (6) 

where 
t

i
wy  is 1 if the image i has the keyword tw and 0 otherwise, ix  is the low-

level visual features of the image i. To maximize the log-likelihood of each keyword 
model, we set its gradient to zero and proceed with a Quasi-Newton optimization 
algorithm: 

2| , 0
t

i i i
w ti I

l
Q x y p w x . (7) 
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Because the dataset is quite large and the codebook might hold up to 10000 code-
words, algorithms that depend on the computation of the Hessian would require too 
much memory. It has been shown that for this type of models the limited-memory 
BFGS algorithm [13] is the best solution. We use the implementation provided by Liu 
and Nocedal [13]. 

3.3.2   Parameter Estimation Using Codewords Log-Odds 
A simpler and computationally less demanding algorithm is based on the codewords’s 
log-odds. Since we have a fixed codebook with predefined parameters k  we estimate 
the jw

k  weights individually as the corresponding codeword log-odds. The prior of 
each codeword is then given by the logarithm of the proportion of positive versus 
negative examples: 

| |
log log

1 | |
t k t k tw
k

k t k t

E q w w E q w w
E q w w E q w w

. (8) 

The expected values of the above expressions are: 

1
|

w

i
k k ki I

w
E q w q x

I
, (9) 

where the set wi I  represents the set of images annotated with the keyword w , and 
i
kx  is the low-level visual feature k  of the image i . The interpretation of Equation 

(8) is straightforward: if the codeword is more relevant for negative examples the 
proportion will be < 1 and thus its log will be negative, if the codeword is more rele-
vant for positive examples the proportion will be > 1 and thus its log will be also 
positive. This way, when evaluating unseen samples each codeword will have a low 
or high contribution to the overall model probability. 

4   Experiments and Results 

The algorithm was tested with a subset of the COREL Stock Photo CDs [6] and a 
subset of Getty Images [1] in a typical information retrieval scenario to evaluate its  
mean average precision. We conducted an evaluation of our model with a view to 
study the influence of the granularity of the generic codebook. 

COREL Dataset. This dataset was compiled by Duygulu et al. [6] from a set of 
COREL Stock Photo CDs. The dataset has some visually similar concepts (jet, plane, 
Boeing), and some concepts have a limited number examples (10 or less). In their 
seminal paper, the authors acknowledge that fact and ignored the classes with these 
problems. In this paper we use the same setup as in [1], [2], [7], [8] and [9], which 
differs slightly from the one used in the dataset original paper, [6]. The retrieval 
evaluation scenario consists of a training set of 4500 images and a test set of 500 
images. Each image is annotated with 1-5 keywords from a vocabulary of 371 key-
words. Only keywords with at least 2 images in the test set were evaluated which 
reduced the number of vocabulary to 179 keywords. Retrieval lists have the same 
length as the test set, i.e. 500 items. 
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Fig. 1 depicts the evolution of the mean average precision with the complexity of 
the generic codebook. On the test set the maximum achieved MAP was 27.7% with 
an average codebook complexity of 45 clusters per feature per tile – note that these 
clusters are common to all keywords. The different codebook sizes reflect the differ-
ent levels of model granularities of the features-subspaces. The different granularities 
are based on model complexity (number of parameters) of each feature subspace 
(other criteria could have been used such as likelihood or MDL). 
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Fig. 1. Evolution of the MAP vs codewords per feature per tile for the Corel collection on the 
training (left) and on the test set (right) 
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Fig. 2. Evolution of the MAP vs codewords per feature per tile for the Getty-Images collection 
on the training (left) and on the test set (right) 

Getty Images Dataset. This dataset compiled by Yavlinsky et al. [1] is a selection of 
photographs retrieved by submitting queries with a given selection that result in a 
random selection of photos, which excludes any non-photographic content, any digi-
tally composed or enhanced photos and any photos taken in unrealistic studio settings. 
The resulting dataset contains pictures from a number of different photo vendors, 
which reduces the chance of unrealistic correlations between keywords and image 
contents. Keywords for Getty images can express subjects (e.g. ‘tiger’), concepts (e.g. 
‘emptiness’) or styles (e.g. ‘panoramic photograph’). 

The retrieval evaluation scenario consisted in a training set of 5000 images and a 
test set of 2560 images. Only keywords with at least 2 images in the test set were 
evaluated which results in a vocabulary of 184 keywords. Retrieval lists have the 
same length as the test set, 2560 items. We use the same setup as in [1]. 
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Fig. 2 depicts the evolution of the mean average precision with the different com-
plexities of the generic codebook. On the test set, the maximum achieved MAP was 
10.2% with an average codebook complexity of 36 clusters per feature per tile  – note 
that these clusters are common to all keywords. 

5   Discussion 

The creation of the codebook is inevitably a generalization procedure, which trans-
lates into a trade-off between accuracy and simplicity. Thus, the described algorithm 
offers an appealing solution for applications that require an information extraction 
algorithm with a good precision that, at the same time, is simple, economical and 
robust. 

Table 1. MAP measures of the different algorithms 

Algorithm Corel Getty 
Cross-Media Relevance Model [7] 16.9% - 
Continuous-space Relevance Model [8] 23.5% - 
Logistic regression (Log-Odds) 24.6% 9.6% 
Logistic regression (L-BFGS) 27.7% 10.2% 
Nonparametric Density Distribution [1] 28.6% 9.2% 
Multiple-Bernoulli Relevance Model [9] 30.0% - 
Mixture of Hierarchies [2] 31.0% - 

Good retrieval precision. The retrieval performance of our approach is competitive: 
Table 1 compares our algorithm retrieval performance against others. Note that our 
method uses a simple set of features, a basic tiling method and requires less computa-
tional resources than any other method (both in terms of CPU and memory), and it 
still delivers a competitive retrieval performance. The differences in mean average 
precision between these two datasets show that Getty dataset is much more difficult 
than Corel dataset. 

 
Inference scalability. Since the generic codebook is common to all keywords the 
clusters must be computed only once for all keywords. Thus, the resources required to 
evaluate the relevancy of an image for each keywords are relatively modest. Apart 
from the mixture of hierarchies [2] all other methods are some sort of nonparametric 
density distributions. It is well known [14] that the nonparametric nature of these 
methods makes the task of running these models on new data computationally de-
manding: the model corresponds to the entire training set meaning that the demand on 
CPU time and memory increases with the training data. To infer all the keywords with 
our best model requires only 36 to 45 clusters per feature-subspace per tile, while 
method [9] requires 1 Gaussian kernel per tile (24 tiles) per training image (4000). For 
example, to evaluate all 179 keywords of the Corel dataset our model needs to com-
pute 36×15×9=4,860 Gaussians plus a linear combination for each keyword, while 
method [9] needs to compute 4000×24=96,000 Gaussian kernels plus a linear combi-
nation for each keyword. 
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Keywords scalability. Assuming that the used set of keywords is a faithful sample of 
a larger keyword vocabulary it is expected that one can use the same codebook to 
learn the logistic model of new random keywords and preserve the same retrieval 
performance. Note that the codebook is a representation of the data feature space:  it 
is selected based on the set keywords. 

 
Little overfitting. The MAP curve on the test set remains quite stable as the common 
model complexity increases depicting the algorithm’s immunity to overfitting. Our 
model can be interpreted as ensemble methods (additive models) if we consider that 
each cluster is a weak learner and the final model a linear combination of those weak 
learners. This means that our model has some of the characteristics of additive models 
namely the observed immunity to overfitting. It is interesting to note that the simple 
log-odds estimation of the parameters appears more immune to overfitting than the l-
bfgs algorithm. This fact occurs because the optimization procedure fits the model 
tightly to the training data (favouring large tw

k ), while the log-odds estimation 
avoids overfitting by computing weighted average the expected value of all code-
words. Note that when fitting the model we are minimizing a measure of the average 
classification residual error (model log-likelihood) and not a measure of how docu-
ments are ranked in a list (Mean Average Precision). The mean average precision is 
the mean of the accumulated precision over a ranked list. This contributes to the large 
difference between the training set MAP and the test set MAP. To the best of our 
knowledge there are no published results assessing the training set MAP versus the 
test set MAP at different model complexities and therefore we cannot compare our 
results with others. 

6   Conclusions 

This paper's novelty resides in the simplicity of the linear combination of a generic 
visual vocabulary for image retrieval and the keyword’s parameters estimation proc-
ess: the results show that such a low complexity approach compares competitively 
with much more complex approaches. This has a bearing on the design of image 
search engines, where scalability and response time is as much of a factor as the ac-
tual mean average precision of the returned results. It is also important to stress the 
little-overfitting exhibited by the algorithm. 

Our aim was to explore the most salient low-level visual patterns of the full dataset 
feature space and learn the causality relation between these patterns’ co-occurrence 
and the keywords. To achieve this goal, we formulated a hypothesis: “Given a com-
mon generic codebook of patterns (codewords) of the full imageset, the keywords can 
be encoded as a low-complexity linear combination of codewords and exhibit a com-
petitive retrieval performance”. The evaluation results allow us to conclude that the 
initial hypothesis is valid. 
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Abstract. A solution to the problem of image retrieval based on query-
by-semantic-example (QBSE) is presented. QBSE extends the idea of
query-by-example to the domain of semantic image representations. A
semantic vocabulary is first defined, and a semantic retrieval system is
trained to label each image with the posterior probability of appearance
of each concept in the vocabulary. The resulting vector is interpreted as
the projection of the image onto a semantic probability simplex, where
a suitable similarity function is defined. Queries are specified by ex-
ample images, which are projected onto the probability simplex. The
database images whose projections on the simplex are closer to that of
the query are declared its closest neighbors. Experimental evaluation
indicates that 1) QBSE significantly outperforms the traditional query-
by-visual-example paradigm when the concepts in the query image are
known to the retrieval system, and 2) has equivalent performance even
in the worst case scenario of queries composed by unknown concepts.

1 Introduction

Content-based image retrieval (CBIR), has been the subject of a significant
amount of computer vision research in the recent past [6]. Two main retrieval
paradigms have evolved over the years: one based on visual queries, here re-
ferred to as query-by-visual-example (QBVE), and the other based on text, here
denoted as semantic retrieval . Under the QBVE paradigm, each image is de-
composed into a number of low-level visual features (e.g. a color histogram) and
image retrieval is formulated as the search for the best database match to the
feature vector extracted from a user-provided query image. It is, however, well
known that strict visual similarity is, in most cases, weakly correlated with the
measures of similarity adopted by humans for image comparison. This motivated
the more ambitious goal of designing retrieval systems with support for seman-
tic queries [4]. The basic idea is to annotate images with semantic keywords,
enabling users to specify their queries through a natural language description of
the visual concepts. Because manual image labeling is a labor intensive process,
the goal of semantic retrieval generated significant interest in the problem of
the automatic extraction of semantic descriptors, by the application of machine
learning algorithms. Early efforts targeted the extraction of specific semantics,

H. Sundaram et al. (Eds.): CIVR 2006, LNCS 4071, pp. 51–60, 2006.
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more recently there has been an effort to solve the problem in greater generality,
through techniques capable of learning relatively large semantic vocabularies
from informally annotated training image collections with resort to unsuper-
vised [1,2,5] and weakly supervised learning [9].

When compared to QBVE, semantic retrieval has the advantages of 1) image
similarity at a higher level of abstraction, and 2) support for the natural lan-
guage queries. However, the performance of semantic retrieval systems tends to
degrade for semantic classes that were not identified as potentially interesting
during training, and can lead to less intuitive interaction with retrieval systems
(especially during query refinement) than QBVE. In this work, we show that it
is possible to combine the advantages of the two formulations by extending the
query-by-example paradigm to the semantic domain. We refer to the combina-
tion of the two paradigms as query-by-semantic-example (QBSE), and compare
its performance to QBVE. Our results indicate that QBSE can perform signifi-
cantly better for queries composed of concepts known to the semantic retrieval
system, and achieves equivalent performance in the worst case scenario of queries
composed by concepts outside of the semantic vocabulary.

2 Motivation

2.1 Generalization

In terms of generalization, the performance of QBVE and semantic retrieval
systems can be quite distinct. On one hand, natural language queries enable a
much higher level of query abstraction, and therefore exhibit much better gen-
eralization along the dimension of image similarity. For example, a query for
“sky” will return scenes of both daytime (where sky is mostly blue) and sunsets
(where sky tends to be orange) with equal ease. QBVE can be quite limited in
this respect, since most concepts of interest exhibit a great diversity of visual
appearance. It is usually quite difficult to design a set of visual features that
captures all the relevant dimensions of image variability (e.g. that sky can be
both blue or orange). On the other hand, semantic retrieval can be quite brit-
tle, due to the need to pre-learn appearance models for all visual concepts of
interest [8]. Learning large vocabularies is a difficult task, which requires large
corpuses of manually labeled data that are usually not available. In result, it
is not uncommon to find scenes for which the most obvious semantic classes
are not even defined in the supported semantic vocabulary. For these queries,
the performance of semantic retrieval systems can degrade quite dramatically.
Other problems include the fact that many scenes do not have a unique inter-
pretation1 (e.g. a picture of a lake may evoke the “fishing” descriptor for fishing
aficionados, the “wind-surfing” label for fans of this sport, and the simple “lake”
characterization for most other users), and the fact that it is possible to miss
images that use different synonyms in their descriptions (e.g. when faced with a
query for “sea”, the retrieval system must assign a non-zero relevance to classes
1 It is commonly said that “a picture is worth a thousand words”.
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such as “ocean”, “shore”, “waves”, “coast”, or “beach”). None of these problems
affect QBVE, which places very few constraints on the supported queries and,
therefore, generalizes much better along the dimension of query diversity.

2.2 User Interaction

A second metric of retrieval system performance where QBVE and semantic re-
trieval differ significantly, is that of user-interaction. Natural language queries
are the easiest form of query specification for most naive users. By definition,
QBVE requires an example similar to the desired image, which is typically not
easy to find. Furthermore, due to the different measures of similarity imple-
mented by users and retrieval system, there can be a significant difference in
the retrieval efficiency achieved by power and naive users. Successful interaction
with a QBVE system typically requires some ability, by the user, to “think” in
terms of low-level properties such as color or texture. On the other hand, QBVE
systems tend to enable a more intuitive user interaction. This is particularly true
when the desired image is not immediately found, and there is a need for query
refinement . The refinement of a natural language query is usually not trivial,
and can be particularly challenging when the supported semantic vocabulary
is small. In QBVE systems, interaction proceeds by 1) visual inspection of the
top results to the current query and 2) selection of a number of examples for
the subsequent query. This builds on the ability of the human visual system
to quickly scan through a screen of images and select those that are most like
the image of interest. Furthermore, assuming that the database is large enough,
there is never a shortage of subsequent examples with which to refine the query.

2.3 Query by Semantic Example

From the discussion above, it follows that QBVE and semantic retrieval are,
in many respects, complementary. While semantic retrieval generalizes better
along the dimension of image similarity, QBVE supports a much broader query
diversity. While the former enables easier query specification, the latter allows
more intuitive interaction. In fact, the advantages of each paradigm are not
mutually exclusive: while those of semantic retrieval are indisputably connected
to the semantic representation, the limitations of this paradigm are mostly due
to the desire for an unambiguous query specification, as a short natural language
description. Let us assume, for an instant, that instead of a few keywords, 1) the
user specifies the query as a vector of weights for all the keywords in the semantic
vocabulary supported by the retrieval system, and 2) each weight represents the
relevance, to the query, of the associated keyword.

Clearly, because the representation is still of semantic level, none of the ad-
vantages of semantic retrieval are compromised. On the other hand, most of its
limitations are eliminated. First, synonyms are no longer a problem, since all the
semantic classes that could be relevant receive a non-zero weight. Second, even
if the semantic class of interest is not part of the semantic vocabulary, there may
still be various semantic concepts that are relevant for the query. For example,
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“fishing” images are likely to be returned in response to a query composed of
fishing-related terms, e.g. “lake”, “boats”, “nets”, “water”, and “people”, even
if an appearance model for the fishing class has never been explicitly learned.
Finally, it may suffice to specify the weights qualitatively, by equating the rele-
vance weights with the probability of the concept appearing in the desired image
Given that concepts of small weight will penalize potential false-positives (e.g.
a zero weight for “beach” scenes will filter out a large number of possible false-
positives for the “fishing” query), it may not be necessary to specify the concept
probabilities with great accuracy.

2.4 Implementation

It is obviously not feasible to ask a user to explicitly provide all the probabilities
required to make this type of query practical. The user can, nevertheless, pro-
vide these probabilities indirectly, through the adoption of the query-by-example
paradigm. The basic idea is to, as in QBVE systems, let users specify the query
in visual terms, by providing query images. These images are then classified by
the semantic retrieval system which returns a vector of probabilities, where each
component is the posterior probability of a semantic concept satisfying the query.
This probability vector is then compared to the set of similar probability vectors
previously computed for each of the images in the database, in the standard
query-by-example fashion. Note that, because from the user point of view the
interaction really occurs at the visual level, this shares all the user-interaction
advantages of QBVE. In fact, the combination of query by example with the
semantic representation even allows a combination of the interaction modes, e.g.
user starts with a traditional natural language query and switches to QBSE for
query refinement.

An interesting interpretation QBSE, is that of query-by-example on a se-
mantic feature space. The space is the simplex of posterior concept probabili-
ties, and each image is represented as a point in this simplex, as illustrated by
Fig. 1 a). Image similarity is measured by evaluating distances in this space.
When the user selects a query image, the computation of the posterior prob-
abilities for that image can be seen as a (highly non-linear) projection of the
image into this semantic space. Each probability can be thought of as a se-
mantic feature. Features (semantic concepts) that are not part of the semantic
vocabulary define directions that are orthogonal to the semantic space. While it
is impossible to recover their values exactly, they can still be approximated by
their closest projection in the space. The traditional specification of the query
by a short natural language description can also be mapped to the space: it
is equivalent to the adoption of a binary probability vector where a few con-
cepts are assigned non-zero posterior probabilities and all other probabilities are
set to zero. This restricts the area populated by the images to the sides, and
most frequently the corners, of the simplex, as illustrated by Figure 1 b). Under
QBSE, images can be projected onto the entire simplex, enabling a much richer
representation.
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Fig. 1. Semantic image retrieval. a) Under QBSE the user provides a query image,
posterior probabilities (given the image) are computed for all concepts, and the image
represented by the concept probability distribution. b) Under the traditional semantic
retrieval paradigm, the user specifies a short natural language description, and only a
small number of concepts are assigned a non-zero posterior probability.

3 Query by Semantic Example

3.1 Definitions

The starting point for the design of a QBSE retrieval system is the combination
of an image database I = {I1, . . . , ID} and a vocabulary L = {w1, . . . , wL} of
semantic labels or keywords wi. All database images are annotated with a caption
composed of words from L, i.e the caption ci that (in the judgment of a human
labeler) best describes image Ii is available for all i. Note that ci is a binary
L-dimensional vector such that ci,j = 1 if the ith image was annotated with the
jth keyword in L. The training set D = {(I1, c1), . . . , (ID, cD)} of image-caption
pairs is said to be weakly labeled if the absence of a keyword from caption ci

does not necessarily mean that the associated concept is not present in Ii. This is
usually the case in practical scenarios, since each image is likely to be annotated
with a small caption that only identifies the semantics deemed as most relevant
to the labeler. We assume weak labeling in the remainder of this work.

The design of a QBSE retrieval systems requires two main components. The
first is a semantic image labeling system that, given a novel image I, produces
a vector of posterior probabilities π = (π1, . . . , πL)T for the concepts in L. This
can be seen as a feature transformation, from the space of image measurements
X to the L-dimensional probability simplex SL, i.e. a mapping Π : X → SL

such that Π(I) = π. Each image can, therefore, be seen as a point π in SL,
i.e. the probability distribution of a multinomial random variable defined on
the space of semantic concepts. We will refer to this representation as the se-
mantic multinomial (SMN) that characterizes the image. The second compo-
nent is a query-by-example function on SL. This is a function that, given the
SMN that characterizes a query image, returns the most similar SMN among
those derived from all database images, i.e. f : SL → {1, . . . , D} such that
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f(π) = arg maxi s(π, πi) where π is the query SMN, πi the SMN that char-
acterizes the ith database image, and s(·, ·) an appropriate similarity function.
Given that SMNs are probability distributions, a natural similarity function is
the Kullback-Leibler divergence

s(π, π′) = KL(π||πi) =
L∑

i=1

πi log
π′

i

πi
, (1)

which we adopt in this work. We next present our implementation of Π.

3.2 Image Labeling

The mapping Π can be implemented with any semantic labeling system that pro-
duces posterior probabilities for the concepts in L given an image I. We build
on our previous work in the area, by adopting the weakly supervised method
of [9], briefly reviewed in the remainder of this section. This method formulates
semantic image labeling as an L-ary classification problem. Images are repre-
sented as bags of localized measurements I = {x1, . . . ,xn}, where xi ∈ X is
a vector of image measurements (or visual features), and semantic labeling is
achieved through the introduction of 1) a random variable W , which takes val-
ues in {1, . . . , L}, so that W = i if and only if x is a sample from the concept
wi, and 2) a set of class-conditional distributions PX|W (x|i), i ∈ {1, . . . , L} for
visual features given the semantic class.

For all i, the semantic class density PX|W (x|i) is learned from a training set
Di of images labeled with the annotation wi, using a hierarchical estimation
procedure first proposed, in [7], for image indexing. This procedure is itself com-
posed of two steps. First, a Gaussian mixture model is learned for each image in
Di, using the classical expectation-maximization (EM) algorithm.This originates
a sequence of mixture density estimates PX|L,W (x|l, i) =

∑
k πk

i,lG(x, μk
i,l, Σ

k
i,l),

where πk
i,l is a probability mass function such that

∑
k πk

i,l = 1, G(x, μ, Σ) a
Gaussian density of mean μ and covariance Σ, and L a hidden variable that in-
dicates the image number. Omitting, for brevity, the dependence of the mixture
parameters on the semantic class i, and assuming that each mixture has K com-
ponents, this produces DiK mixture components of parameters {πk

j , μk
j , Σk

j }, j =
1, . . . , Di, k = 1, . . . , K. The second step is an extension of the EM algorithm,
which clusters the Gaussian components into a T -component mixture, where T
is the desired number of components at the semantic class level. Denoting by
{πt

c, μ
t
c, Σ

t
c}, t = 1, . . . , T the parameters of the class mixture, this algorithm

iterates between the following steps.

E-step: compute

ht
jk =

[
G(μk

j , μt
c,Σ

t
c)e

− 1
2 trace{(Σt

c)
−1Σk

j }
]πk

j N

πt
c∑

l

[
G(μk

j , μl
c,Σl

c)e
− 1

2 trace{(Σl
c)−1Σk

j }
]πk

j N

πl
c

, (2)

where N is a user-defined parameter (see [7] for details).
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M-step: set

(πt
c)

new=

∑
jk ht

jk

PK
(3)

(μt
c)

new=
∑
jk

wt
jkμk

j , where wt
jk =

ht
jkπk

j∑
jk ht

jkπk
j

(4)

(Σt
c)

new=
∑
jk

wt
jk

[
Σk

j + (μk
j − μt

c)(μ
k
j − μt

c)
T
]
. (5)

Notice that the number of parameters in each image mixture is orders of mag-
nitude smaller than the number of feature vectors in the image itself. Hence the
complexity of estimating the class mixture parameters is negligible when com-
pared to that of estimating the individual mixture parameters for all images in
the class. It follows that the overall training complexity is equivalent to that
required to train a QBVE retrieval system based on the minimum probability
of error cost [10].

4 Experimental Evaluation

In this section we present results of an evaluation of QBSE on a number of
databases. The goal is to answer two main questions. The first is how well QBSE
performs, comparatively to QBVE, in the standard scenario where the queries
are from classes which belong to the semantic space on which the system was
trained. The second deals with generalization, namely how well QBSE performs
on images from classes outside this space.

4.1 Experimental Protocol

In all experiments the semantic feature space was learned from the Corel data-
base used in [3,5]. This database, henceforth called Corel50, consists of 5, 000
images from 50 Corel Stock Photo CDs, divided into a training set of 4, 500, and
a test set of 500 images. Each CD includes 100 images of the same topic, and
each image is labeled with 1-5 semantic concepts. Overall there are 371 keywords
in the data set, leading to a 371-dimensional semantic simplex. In terms of image
representation, all images were normalized to size 181 × 117 or 117 × 181 and
converted from RGB to the YBR color space. Image observations were derived
from 8× 8 patches obtained with a sliding window, moved in a raster fashion. A
feature transformation was applied to this space by computing the 8×8 discrete
cosine transform (DCT) of the three color components of each patch. The pa-
rameters of the semantic class mixture hierarchies were learned in the subspace
of the resulting 192-dimension feature space composed of the first 21 DCT co-
efficients from each channel. For all experiments, the SMN associated with each
image was computed with these semantic class distributions.

To evaluate retrieval performance, we relied on the standard precision/recall
(PR) curves and carried out tests on three databases Corel50, Flickr18 and
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Fig. 2. Left: average PR for QBSE and QBVE on Corel50. Right: Precision for 50
classes of the Corel50 database.

Corel15. In all cases there is a clear ground truth regarding which images are
relevant to a given query (e.g., images labeled as belonging to the same Topic
on Corel50 data set.). The first set of experiments were done using the 500 test
images of Corel50 as the query database and the 4500 training images as the re-
trieval database. The closest match in the retrieval database was found for each
image in the query database, PR measured, and averaged over all queries. Note
that, in this experiment, the query images belong to the semantic classes that
the system was trained to recognize, i.e. they are in the semantic simplex. This
is the usual evaluation scenario for semantic image retrieval [3,5]. To analyze
the generalization ability of QBSE, we have also used two completely new im-
age databases. The first, Flickr18, was built with 1, 800 images from 18 classes
downloaded from www.flickr.com. These were classified according to the man-
ual annotations provided by the online users. The second, Corel15, consisted
of 1, 500 images from another These were classified based on the CD themes,
which were non-overlapping with the semantic class learned from Corel50 . For
both databases, 20% of randomly selected images served as the query database
and the remaining 80% as the retrieval database.

4.2 Performance Within the Semantic Simplex

Figure 2 a) presents the PR curves obtained on Corel50 with QBVE and QBSE.
It can be seen that the precision of QBSE is significantly higher than that of
QBVE at most levels of recall. QBVE performs well at low-levels of recall, con-
firming its well known ability to generalize along the dimension of query diver-
sity, i.e. to find most images that are visually similar to the query. However, its
performance is dramatically inferior to that of QBSE, which is able to generalize
much more broadly along the dimension of image similarity. Figure 2 presents
a comparison of the relative performance for individual classes, namely the pre-
cision at 0.33 recall. It is clear that QBSE outperforms QBVE for almost all
classes. In 5 classesthe absolute precision gain is greater than 0.30. The benefits
of QBSE are illustrated in Fig. 3, where we present the results for some queries
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Query Image Top 5 retrieved images using QBVE

Top 5 retrieved images using QBSE

Fig. 3. QBVE and QBSE retrieval from Corel50. The first column shows the query
image and columns 2 − 6 the top 5 database matches.

under both QBVE and QBSE. Note, for example, that for the query image con-
taining yellow airplanes and a large area of blue sky, QBVE tends to retrieve
images with yellowish foregrounds, against a the backdrop of blue, that have
little connection to the airplane theme. Due to its higher level of abstraction,
QBSE is successfully able to generalize the main semantic concepts of airplanes,
ground and sky.

4.3 Semantic Simplex Mismatch

One question which is always of relevance for semantic retrieval systems is that
of how well they generalize for image classes not seen during training. QBVE
is obviously not affected by this problem, and provides a good comparative
benchmark. To address this question, we tested QBSE on two other image sets
(Flickr18 and Corel15) with a significant number of semantic classes that are
not covered by Corel50. Note that this is true for both the query and retrieval
databases constructed. While there is a semantic space associated with these
databases, and this space necessarily has some overlap with that of Corel50
(e.g., all databases contain images with “sky”), these two datasets were explicitly
constructed to minimize this overlap insofar as possible. Figure 4 presents the
PR curves obtained in Flickr18 and Corel15. It can be seen that, in both cases,
the performance of QBSE is equivalent to that of QBVE. This indicates that
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Fig. 4. PR curves for QBSE and QBVE on Flickr18 (left) and Corel15 (right)

QBSE has good generalization: in the worst case its performance drops to the
levels that were possible with visual similarity.

Acknowledgment. This research was supported by a gift from Google Inc.,
NSF Career award IIS-0448609, and NSF award IIS-0534985.

References

1. K. Barnard, P. Duygulu, N. de Freitas, D. Forsyth, D. Blei, and M. I. Jordan.
Matching words and pictures. JMLR, 3:1107–1135, 2003.

2. D. Blei and M. I. Jordan. Modeling annotated data. In Proceedings of the 26th

Intl. ACM SIGIR Conf., pages 127–134, 2003.
3. V. Lavrenko, R. Manmatha, and J. Jeon. A model for learning the semantics of

pictures. In NIPS, 2003.
4. R. Picard. Digital Libraries: Meeting Place for High-Level and Low-Level Vision.

In Proc. Asian Conf. on Computer Vision, December 1995, Singapore, USA.
5. S.L.Feng, R. Manmatha, and V. Lavrenko. Multiple bernoulli relevance models for

image and video annotation. In CVPR, 2004.
6. A. Smeulders, M. Worring, S. Santini, A. Gupta, and R. Jain. Content-based image

retrieval: the end of the early years. In PAMI, 22(12):1349–1380, 2000.
7. N. Vasconcelos. Image Indexing with Mixture Hierarchies. In CVPR., Kawai,

Hawaii, 2001.
8. S. Sclaroff, M. L. Cascia, S. Sethi, and L. Taycher. Unifying textual and visual

cues for content-based image retrieval on the world wide web. Computer Vision
and Image Understanding, 75(1-2):8698, 1999.

9. G. Carneiro and N. Vasconcelos. Formulating Semantics Image Annotation as a
Supervised Learning Problem. In CVPR, San Diego, 2005.

10. N. Vasconcelos. Minimum Probability of Error Image Retrieval., In IEEE Trans-
actions on Signal Processing Vol. 52, NO. 8, 2004



Corner Detectors for Affine Invariant Salient
Regions: Is Color Important?

Nicu Sebe1, Theo Gevers1, Joost van de Weijer2, and Sietse Dijkstra1

1 Faculty of Science, University of Amsterdam, The Netherlands
2 INRIA Rhone-Alpes, France

Abstract. Recently, a lot of research has been done on the matching of
images and their structures. Although the approaches are very different,
most methods use some kind of point selection from which descriptors or
a hierarchy are derived. We focus here on the methods that are related
to the detection of points and regions that can be detected in an affine
invariant way. Most of the previous research concentrated on intensity
based methods. However, we show in this work that color information can
make a significant contribution to feature detection and matching. Our
color based detection algorithms detect the most distinctive features and
the experiments suggest that to obtain optimal performance, a tradeoff
should be made between invariance and distinctiveness by an appropriate
weighting of the intensity and color information.

1 Introduction

Corner detection can be traced back to Moravec [1] who measured the average
change of intensity by shifting a local window by a small amount in different
directions. Harris and Stephens [2] improved the repeatability of Moravec de-
tector under small image variations and near edges. By an analytic expansion
of the Moravec detector the local autocorrelation matrix is derived using first
order derivatives. The Harris detector, in combination with a rotational invari-
ant descriptor, was also used by Schmid and Mohr [3] when they extended local
feature matching to general object recognition.

A low-level approach to corner finding is proposed by Smith and Brady: the
SUSAN detector [4]. Their corner detector compares the intensity of a pixel
with the intensities of neighboring pixels. If few of the neighboring pixels have
approximately the same value, the center pixel is considered a corner point.

Lindeberg [5] proposed an “interesting scale level” detector which is based on
determining maxima over scale of a normalized blob measure. The Laplacian-
of-Gaussian (LoG) function is used for building the scale space. Mikolajczyk
[6] showed that this function is very suitable for automatic scale selection of
structures. An efficient algorithm for use in object recognition was proposed by
Lowe [7]. This algorithm constructs a scale space pyramid using difference-of-
Gaussian (doG) filters. The doG are used to obtain an efficient approximation
of the LoG. From the local 3D maxima a robust descriptor is build for matching
purposes. The disadvantage of using doG or LoG is that the repeatability is
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not optimal since they not only respond to blobs, but also to high gradients in
one direction. Because of this, the localization of the features may not be very
accurate.

An approach that intuitively arises from this observation, is the separation of
the feature detector and the scale selection. The original Harris detector [2] shows
to be robust to noise and lighting variations, but only to a very limited extend
to scale changes [8]. To deal with this Dufournoud et al. [9] proposed the scale
adapted Harris operator. Given the scale adapted Harris operator, a scale space
can be created. Local 3D maxima in this scale space can be taken as salient
points. Mikolajczyk points out that the scale adapted Harris operator rarely
attains a maximum over scales [6]. This results in very few points, which are
not representative enough for the image. To address this problem, Mikolajczyk
[6] proposed the Harris-Laplace detector that merges the scale-adapted Harris
corner detector and the Laplacian based scale selection.

All the approaches presented above are intensity based. Since the luminance
axis is the major axis of color variation in the RGB color cube, most salient points
are found using just intensity. The additional color based salient points might not
dramatically increase the number of salient points. The distinctiveness of these
color based salient points is however much larger, and therefore color can be of
great importance when matching images. Furthermore, color plays an important
role in the pre-attentive stage in which features are detected. This means that the
saliency value of a point also depends on the color information that is present.
Very relevant to our work is the research of van de Weijer et al. [10]. They aim
at incorporating color distinctiveness into the design of salient point detectors.
In their work, the color derivatives form the basis of a color saliency boosting
function since they are used in both the detection of the salient points, and
the determination of the information content of the points. Furthermore, the
histograms of color image derivatives show distinctive statistical properties which
are used in a color saliency boosting function.

Our contribution is twofold. First of all, we are comparing the Harris corner
detector used by Mikolajczyk [11] with the SUSAN corner detector [4]. Second
we are investigating the use of color in extracting corners. We first used the color
extended Harris detector [10] which operates on the same principle as the inten-
sity based Harris detector. The extension to color consists of a transformation
of the color model to decorrelate common photometric variations and a saliency
boosting function that takes into account the statistics of color image deriva-
tives. Later, we investigate the use of invariant color ratios and we show that by
using color information the distinctiveness of the regions is increased, whereas
the desirable properties are preserved. The incorporation of color information
however increases the detection complexity.

2 Corners Detectors in the Affine Invariant Framework

In the affine invariant region detection algorithm [6], an initial point with a cor-
responding detection scale is assumed. Based on the region defined by the initial
location and scale, the point is subject to an iterative procedure in which the
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parameters of the region are adapted until convergence is reached. The affine
invariance is obtained by combining a number of existing algorithms. The char-
acteristic scale of a structure is selected using the Laplacian scale selection. The
location of a region is determined using the Harris corner detector, and the affine
deformation of a structure is obtained by using certain properties of the second
moment matrix. Because all parameters (scale, location, and shape) influence
each other, they all need to be adjusted in every iteration. If the algorithm con-
verges towards a stable region, the adjustments become smaller. If they become
small enough the algorithm halts, and the next initial region is processed. More
details on the framework can be found in [11,6]. Note that we are using this
framework as a baseline and we “plug-in” several corner detectors (Harris [2],
SUSAN [4], and two color variants of Harris corner detector).

To extend the Harris detector to incorporate color information, the second mo-
ment matrix used in the detector should be based on color information. Because
of common photometric variations in imaging conditions such as shadows and
illumination, we use two invariant color spaces i.e. the opponent color space [10]
for the colOppHarris detector and the m-color ratio space [12] for the colRatHar-
ris detector. The reason for choosing these color spaces is to investigate whether
color invariance plays a role in the repeatability and distinctiveness of the de-
tectors. It has been shown that there exists a trade-off between color invariant
models and their discriminative power [12]. While the opponent color space has
limited invariance and the intensity information is still present, the color ratio is
independent of the illumination, changes in viewpoint, and object geometry [12].

The second moment matrix is computed as follows. The first step is to de-
termine the gradients of RGB by using a convolution with the differentiation
kernels of size σD. The gradients are then transformed into the desired color
system (i.e. opponent or color ratio system). By the multiplication and summa-
tion of the transformed gradients, the components of the second moment matrix
are computed. The values are averaged by a Gaussian integration kernel with
size σI . Scale normalization is done again using a factor σ2

D. This procedure is
shown in Eq. 1 where a general notation is used. Color space C is used with
its components [c1, . . . , cn]T , where n is the number of color system components
and ci,x and ci,y denote the components of the transformed RGB gradients, with
i ∈ [1, . . . , n], and the subscript x or y indicating the direction of the gradient.

μ(x) = σ2
DgσI

CT
x (x)Cx(x) CT

x (x)Cy(x)
CT

x (x)Cy(x) CT
y (x)Cy(x)

(1)

If the distribution of the transformed image derivatives is observed for a large
set of images, regular structures are formed by points of equal frequency [10].
The planes of these structures are called isosalient surfaces. These surfaces are
formed by connecting the points in the histogram that occur the same number
of times. Based on the observed statistics a saliency measure can be derived
in which vectors with an equal information content have an equal effect on
the saliency function. This is called the color saliency boosting function which
is based on rotation and normalization [10]. The components of the second
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moment matrix that incorporate the rotation and normalization, are shown in
Eq. 2. The components of the rotated transformed image derivatives are denoted
by c̃i,x and c̃i,y. The normalization of the ellipsoid is done using the diagonal
matrix Λ.

CT
x (x)Cx(x) =

n

i=1

Λ2
iic̃

2
i,x(x, σD)

CT
x (x)Cy(x) =

n

i=1

Λ2
iic̃i,x(x, σD)c̃i,y(x, σD) (2)

CT
y (x)Cy(x) =

n

i=1

Λ2
iic̃

2
i,y(x, σD)

Note that in the case of color ratios, the derivatives are already incorporated in
the way the ratios are computed. A brief description is given below.

We focus on the following color ratio [12]:

M(ci
x1 , ci

x2 , cj
x1 , cj

x2) =
ci
x1cj

x2

ci
x2cj

x1

, ci �= cj , (3)

expressing the color ratio between two neighboring image locations x1 and x2,
for ci, cj ∈ C giving the measured sensor response obtained by a narrow-band
filter with central wavelengths i and j.

For a standard RGB color camera, we have:

m1(Rx1 , Rx2 , Gx1 , Gx2) =
Rx1Gx2

Rx2Gx1

(4)

m2(Rx1 , Rx2 , Bx1 , Bx2) =
Rx1Bx2

Rx2Bx1

(5)

m3(Gx1 , Gx2 , Bx1 , Bx2) =
Gx1Bx2

Gx2Bx1

. (6)

Taking the natural logarithm of both sides of Eq. 4 results for m1 (a similar
procedure is used for m2 and m3) in:

lnm1(Rx1 , Rx2 , Gx1 , Gx2) = ln(
Rx1Gx2

Rx2Gx1

) = ln(
Rx1

Gx1

) − ln(
Rx2

Gx2

)

Hence, the color ratios can be seen as differences at two neighboring locations
x1 and x2 in the image domain of ln(R/G):

∇m1(x1, x2) = (ln(
R

G
))x1 − (ln(

R

G
))x2 . (7)

Differentiation is obtained by computing the difference in a particular direction
between neighboring pixels of lnR/G. The resulting derivation is independent
of the illumination color, changes in viewpoint, the object geometry, and illumi-
nation intensity. To obtain the gradient magnitude, the Canny’s edge detector
is taken (derivative of the Gaussian with σ = 1.0).
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3 Experiments

In this section we compare the different corner detectors according to three
criteria: repeatability, information content, and complexity. We are interested in
comparing the intensity and color based detectors and in investigating the role
color invariance plays in the performance of color based detectors.

3.1 Repeatability

The repeatability is measured by comparing the regions that are detected in an
image IR, and in a transformed copy of it, IL. The localizations and shapes of
the structures in the images are related by a homography H . By comparing the
correspondences between the detected regions that cover the same part of the
depicted scene, the repeatability rate can be computed as [6]:

r =
nm

min(nR, nL)
× 100%

where nR is the number of regions in the common part of IR, nL is the number
of regions in the common part of IL, and nm is the number of matches.

In order to determine the robustness of the detectors, the repeatability is mea-
sured under common variations in the imaging conditions. For each transforma-
tion the detectors are evaluated using a set of images in which in every successive
image the transformation is increased a little. The dataset used, is the one used
in [6] for determining the repeatability. Test sets are provided for blur, zoom &
rotation, viewpoint changes, light changes, and JPEG compression. All images
are taken with a digital camera that introduced JPEG compression artifacts.

Blur. The blur testset consists of two sets of 6 images. In both sets the focus of
the camera is gradually varied from sharp in the first image to unsharp in the
last image. The successive images are also translated.

For most of the images (see Fig. 1(a)), the color-based Harris detectors per-
formed best. The intensity based Harris detector performs about 10% worse for
images 2 to 5. The SUSAN based detector performs worse over the whole set
of images. This poor performance might be due to the scale of the detectable
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Fig. 1. Repeatability for different detectors on the blur set (a), the lighting set (b),
and the rotation and scaling set (c)
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structures that increases as the images get more blurred. The localization of the
SUSAN based detector gets worse as the scale increases. Note that the color
Harris detectors have similar repeatability and they only need a fraction of the
number of regions that the other detectors need to achieve a similar repeatability.

Lighting. In this test set the aperture of the camera is varied. This results in
a sequence of images that range from light to dark. In theory, this should only
affect the intensity component, but since the camera pre-processes the image
additional variations might be present. The successive images in this set are also
slightly translated. In the test set only the intensity is changed and no other
lighting changes like shadow and highlights are present.

The intHarris detector performs best on this test set (Figure 1(b)). This is
probably due to the fact that the Harris corner detector is based on the deriva-
tives of the image instead of on the actual pixel values. The SUSAN detector uses
its brightness threshold to determine whether something qualifies as a corner. If
the overall image intensity gets lower, the variations in brightness also get lower.
As a result the SUSAN detector will pick up less corners. The repeatability of
the colOppHarris based detector is similar to that of the SUSAN detector, al-
though it is also based on derivatives. ColRatHarris detector performs the worst
probably due to the invariant properties imposed on it. The number of regions
needed is the highest for the intHarris detector, whereas the SUSAN and color
Harris detectors need a lower number of regions.

Rotation and Scaling. Invariance against rotation and scaling is very impor-
tant in detecting the same regions in different images of the same scene. Any
multi-scale interesting point detector should have good results on this.

The “bark” test set consists of a number of rotated and zoomed images depict-
ing a natural structure. Although corners and edges are present, most of them
are found in the texture. Color information is present, be it in a modest way.

The colOppHarris based detector performs best (Figure 1(c)). This might
be due to the fact that it only detects 10 regions in the reference image; which
might be too few for matching. The intensity based Harris detector also performs
well, using more regions. The SUSAN based detector needs the most regions
and achieves the lowest repeatability comparable to the one of colRatHarris
detector. Note again that by using a more invariant color space (as is the case
for colRatHarris detector) we tend to lose in repeatability performance.

Viewing Angle. The “graffiti” test set depicts a planar scenes from different
viewpoints and its images contain regions of equal color that have distinctive
edges and corners. The images bear similarities to synthetic images as those
images in general also have sharp edges and colors with high saturation.

The repeatability results are shown in Figure 2(a). All detectors perform sim-
ilar. Overall the repeatability of the SUSAN detector is a few percents lower
than those of the other detectors. Again, the number of regions used by the
color Harris detectors to achieve this repeatability, is much lower than that of
the other detectors.
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Fig. 2. Repeatability for different detectors on the viewpoint set (a) and the compres-
sion set (b)

JPEG Compression. The JPEG compression artefacts introduced are all rec-
tangular regions. These rectangles introduce many additional corners in the im-
age. All salient point detection methods used in the experiments rely on corners.
Therefore, these artefacts might have a significant impact on the repeatability.
When dealing with color and JPEG compression it is important to know that
the lossy compression aims at discarding information the human cannot easily
see. The human eye is more sensitive to variations in intensity than to variations
in color. This is therefore also used in the JPEG compression scheme.

In the test set the reference image is compressed at a quality of 40%. In the
successive images the quality is decreased to 2%. Note that most JPEG com-
pressed images are compressed at a higher quality level; low quality values like
these are in practice only used under special circumstances like low bandwidth
video.

The intHarris and SUSAN detectors perform similar under compression in
this test set, as is shown in Figure 2(b). The intensity based detectors deal
significantly better with the artefacts than the color Harris detectors do. The
color Harris detectors are clearly confused by the (color) artefacts introduced
by the high JPEG compression. This might be due to the fact that the JPEG
encoding is more conservative in varying the intensity information than it is with
varying the color information of an image.

Discussion. Overall, from the experiments can be concluded that regions can
be detected more reliable under some transformations when using just intensity
information. The opponent color model that is used in the colorOppHarris detec-
tor decorrelates the intensity and color information. It is possible that by varying
the ratio of these two different components, the tradeoff between invariance and
distinctiveness can be made. If the weighting of the intensity component is in-
creased, probably more regions are detected. Although the information content
of these additional regions might not be very high, they can be detected reliable
under varying imaging conditions. On the other extreme, the colRatHarris detec-
tor does not use any intensity information and this is reflected in the poor results
under most of the transformations. However, this is compensated by a higher
distinctiveness of the descriptors as it will be illustrated in the next section.
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3.2 Information Content

The information content of the detected regions is measured using the entropy.
The entropy is defined as the average information content of all “messages”. The
information content of one message i can be computed from the probability of
the message pi according to Ii = − log(pi). From the information content of one
message, the average information content of all messages can be derived. The
entropy of a set of messages is therefore defined as I = −∑i pi log(pi).

To estimate the entropy of a number of detected regions, the regions need to
be described. In this context, the descriptor of a region acts as the “message” in
the entropy estimation. There are numerous ways of describing a region; in this
research two common methods are used to describe regions. Both methods are
based on convolutions with Gaussian derivatives.

A method to describe a region using derivatives is the “local jet” of order N
at point x [13]. In this research rotational differential invariants up to the second
order are used to create the intensity based descriptor vi (similar to [8] and [6]):

vi =

L2
x + L2

y

LxxL2
x + 2LxyLxLy + LyyL2

y

Lxx + Lyy

L2
xx + 2L2

xy + L2
yy

(8)

To determine the entropy of a set of descriptors, the probabilities of the descrip-
tors have to be determined. We implemented the method proposed in [8]. Due
to the space limitation we refer the reader to the original work for more details.

The color based descriptor vc as used in [10] is given by:

vc = R, G, B, Rx, Gx, Bx, Ry, Gy , By
T (9)

This descriptor uses only derivatives up to the first order. Montesinos et al. [14]
argue that due to the additional color information the color 1-jet is sufficient for
local structure description. Note that this descriptor is not invariant to rotation.
To keep the probabilities of the descriptors computable, the probabilities of the
zeroth order signal and the first order derivatives are assumed independent, as
is done in [10]. The probability of descriptor vc becomes:

p(vc)=p((R,G, B)T )p((Rx, Gx, Bx)T )p((Ry, Gy , By)T ) (10)

The information content of such a descriptor can be computed by summing
the information content of the three independent components. This is shown in
Eq. 11, where I(L), I(Lx), and I(Ly) represent the information content of the
zeroth and first order color derivatives.

I(vc) = I(L) + I(Lx) + I(Ly) (11)

Since the Harris and SUSAN detector are based on intensity and the other de-
tectors are color based we use two information content measures. The intensity
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based descriptors are computed as described in [8] (cf. Eq. 8). The color based
descriptors are computed according to [10] (cf. Eq. 9).

Evaluation. A large number of points has to be considered in order to get
a statistically significant measure. For this purpose a random selection of 300
images from the Corel dataset was made. The images both depict man made
objects as well as images of natural scenes.

After normalization the descriptor space is partitioned in order to determine
the probabilities of the descriptors. Because of normalization the same partition
size can be used in all dimensions. The size of the partitions is determined
by the largest absolute descriptor value of the normalized descriptors. In the
experiments, each dimension of the normalized descriptor space is divided into
20 partitions.

For intensity based entropy calculation, the results are shown in Table 1.
Note that in this experiments, for each corner detected by one of the methods
(intensity or color based detectors), we used the descriptors calculated from
derivatives of the intensity function up to the second order (cf. Eq. 8).

Table 1. The intensity and color information content for different detectors

Detector Entropy
intensity L Lx Ly Total (color)

SUSAN 3.1146 4.9321 3.3366 2.9646 11.2333
Harris 3.3866 4.9799 3.2160 3.2132 11.4091
colOppHarris 2.5541 5.4367 4.0040 3.9659 13.4066
colRatHarris 2.4505 5.4153 4.2644 4.2865 13.9662
Random 2.3654 4.8754 2.1534 2.2183 9.2470

Although the color Harris detectors are included here, the intensity based
descriptors are too restrictive to draw conclusions since no color information is
considered in characterizing the regions. A region that is of equal intensity might
be a high salient red-green corner. The color Harris detectors are included here
since the occurrence of such corners is quite rare in natural images. Most color
corners are also visible in the intensity image, be it with a lower gradient.

As expected, the regions that are detected using the random region generator
have the lowest average information content. Also, the intensity based entropies
of the regions detected by the color Harris are low. The intensity based descriptor
is unable to describe the features that are detected by the color Harris detectors.
The entropy of the regions detected by the Harris and SUSAN detectors are the
highest.

Although the Harris and SUSAN detector are intensity based we can still use
a color descriptor to compare the detected features. These detectors do not only
detect pure black/white/gray corners but to a certain extent also color corners.
The results for the color based entropy calculation are summarized in Table 1.
The columns L, Lx and Ly correspond to the components of Eq. 11. The total
entropy is computed from this by summing the components.
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Again, the regions detected by the random region generator have the lowest
entropy. The Harris and SUSAN based detectors perform also approximately
the same. The regions detected by the color Harris detectors are by far the most
distinctive according to the color based entropy calculation.

Discussion. The color Harris detectors in combination with the intensity based
descriptors are not good choices, as expected. The intensity descriptor is unable
to represent the additional color information that is present; an opposite effect
can be seen in the results of the color based entropy calculation.

It is clear that a good balance between repeatability and distinctiveness has
to be made. By increasing the repeatability, the distinctiveness of the regions
decreases. To make the regions more distinctive, color information can be used to
describe the regions. When introducing the color information in the descriptor,
the detector becomes less invariant to changes in illumination. By using a color
model in the detector that is invariant to common changes in illumination, a
tradeoff between invariance and distinctiveness can be made. This is exactly what
the colRatHarris detector does. The experiments clearly show the advantages of
this approach. If color information is used to describe the regions, the color
Harris regions are significantly more distinctive than the regions detected by the
intensity based detectors.

3.3 Complexity

The complexity of the complete system depends on two parameters: color or
intensity framework; and Harris or SUSAN corner detector. The complexity of
the color based framework is due to the additional color channels, about 3 times
larger than that of the intensity based framework.

Computing the Harris cornerness measure is equally expensive in the color
or intensity based framework. The SUSAN corner detector is only used in the
intensity based framework. In the intensity based framework, the SUSAN corner
detector operates the fastest. The Harris corner detector needs to perform more
and larger convolutions to determine the cornerness measure of one pixel. If
recursive filters are used to perform the convolutions, the size of the kernel does
not matter anymore. In this case, the difference in speed between the detectors
within the framework becomes very small.

The greater part of the total running time is spent in the framework. Also,
the SUSAN and Harris corner detectors (intensity) perform similar in terms of
speed. For these two reasons the choice of the corner detector should be based
on performance in terms of repeatability and entropy.

The choice between using color or intensity information depends on more
criteria. The complexity is increased by a factor of 3 compared to the intensity
based framework. At this cost the distinctiveness of the regions is increased
whereas the repeatability is decreased. Possibly, the matching complexity should
also be considered, since this involves the number of regions needed for matching.
The experiments have shown that when using the color information, less regions
are needed to obtain a similar repeatability.
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4 Conclusion

Based on our extensive experiments a number of conclusions can be drawn. The
invariance to common image transformations is in general similar for the inten-
sity and color Harris detectors. The intensity based detectors have the lowest
computational cost. The color based detection algorithms detect the most dis-
tinctive features. Furthermore, the experiments suggest that to obtain optimal
performance, a tradeoff can be made between invariance and distinctiveness by
an appropriate weighting of the intensity and color information. To conclude,
color information can make a significant contribution to (affine invariant) fea-
ture detection and matching.
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Abstract. Bag-of-words representation with visual keypoints has re-
cently emerged as an attractive approach for video search. In this paper,
we study the degree of improvement when point-to-point (P2P) con-
straint is imposed on the bag-of-words. We conduct investigation on two
tasks: near-duplicate keyframe (NDK) retrieval, and high-level concept
classification, covering parts of TRECVID 2003 and 2005 datasets. In
P2P matching, we propose a one-to-one symmetric keypoint matching
strategy to diminish the noise effect during keyframe comparison. In ad-
dition, a new multi-dimensional index structure is proposed to speed
up the matching process with keypoint filtering. Through experiments,
we demonstrate that P2P constraint can significantly boost the perfor-
mance of NDK retrieval, while showing competitive accuracy in concept
classification of broadcast domain.

1 Introduction

Keyframe based retrieval is one of the earliest studied topics in video search. In
large video corpus, keyframe retrieval can aid in the threading of stories with
similar content [1], and the tracking of shots with similar concepts [2]. Two recent
related efforts are the retrieval of near-duplicate keyframes [3] and the extrac-
tion of high-level features in TRECVID [4]. To date, retrieving keyframes with
region or object-of-interest is still challenging since video frames are more easily
affected by various factors. These factors include the variations in lighting and
viewpoint, the artifacts due to motion-blur and compression, and the presence
of background clutter.

Recently, retrieval with local keypoints emerges as a promising approach for
the aforementioned problems [5]. Keypoints are salient regions detected over im-
age scales and their descriptors are invariant to certain transformations exist in
different images. In [6], Sivic & Zisserman show the effectiveness of keypoints
for object matching and mining in movies. In [7], Ke & Sukthankar demonstrate
the advantage of keypoints over global features such as color histogram in re-
trieving near-duplicate high-resolution art images. Nevertheless, the number of
keypoints in a keyframe can range from a few up to several thousands. The
matching of keypoints in two keyframes can consume a significant amount of
time which makes efficient on-line retrieval intractable. To tackle this problem,
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the offline quantization of keypoints is adopted in [6] where a visual dictionary is
constructed. Each keyframe is indexed with a vector of keypoints. Comparison
of two keyframes can be as simple as the dot product of two vectors. In con-
trast to [6], [7] speeds up the search of nearest keypoints with locality sensitive
hashing (LSH). Intuitively, [7] is more effective than [6] due to the engagement
of point-to-point matching during search. However, [7] is still slower despite the
fact that the large amount of keypoints can be pruned with LSH.

This paper investigates the role of point-to-point (P2P) matching in keypoint-
based retrieval. We study this topic for two problems: (i) near-duplicate keyframe
(NDK) retrieval, and (ii) high-level concept classification, by contrasting the per-
formances of with and without P2P matching. We examine when and how the
P2P matching can boost the performance of these two tasks. In P2P, we propose
a new index structure, namely LIP-IS, for fast matching and effective filtering.
Under our investigation, LSH is not effective for filtering in noisy environment.
As demonstrated in our experiments with TRECVID datasets, LSH indeed de-
teriorates the performance of matching because the chance of returning nearest
neighbors is practically not high. In non-P2P matching, as in [6], we generate a
dictionary of visual keypoints by clustering. Each keyframe is represented as a
point in the vector space model of dictionary. Thus, the nearest neighbor search
is not an issue in this strategy. The potential risk, however, is the difficulty in
determining the number of clusters during quantization. In addition, the co-
occurrence and distribution of keypoints are inherently neglected.

The usefulness of point-to-point matching is also studied in [8] for three
datasets with scenes (from the sitcom Friends), objects (from ETH-80) and
textures (from VisTex) respectively. Empirically, [8] shows that P2P matching is
useful for retrieving keyframes with similar scenes, but not always so for objects
and textures. The success of P2P matching also largely depends on the under-
lying matching strategy. In [8], the embedded Earth Mover’s Distance (eEMD)
with LSH filtering support is employed. Basically eEMD projects keypoints to
a high dimensional feature space, and LSH utilizes this sparseness property to
increase the chance of finding the nearest neighbors in high speed. The eEMD be-
longs to multi-point matching technique, and is susceptible to noise if no proper
mechanism is used to constrain the flow of mass from one keypoint to the other
[9]. Under the presence of background clutter, the matching can become random
simply to meet the goal of minimizing the amount of efforts in transforming one
signature to another. For robustness consideration, we use a relatively simple
one-to-one symmetric (OOS) keypoints matching strategy to reduce as many
false matches as possible. Empirically we find that OOS outperforms the nearest
neighbor search with many-to-one matching strategy [7].

The remainder of this paper is organized as follows. Section 2 compares dif-
ferent keypoint detectors and their descriptors. Section 3 details the proposed
one-to-one symmetric matching algorithm and its filtering support. Section 4
describes the construction of visual dictionary with keypoints. Section 5 and
Section 6 present the experimental results, and Section 7 concludes our findings.
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2 Keypoint Detectors and Descriptors

There are numerous keypoint detectors and descriptors in the literature. A good
survey of these works can be found in [10], [11]. The detectors basically locate sta-
ble keypoints (and their support regions) which are invariant to certain variations
introduced by geometric and photometric changes. Popular detectors include
Harris-Affine [10], Hessian-Affine [10], Difference of Gaussian (DoG) [12], and
Maximal Stable Extreme Region (MSER) [13]. Harris-Affine, which is derived
from Harris-Laplace, estimates the affine neighborhood by the affine adaptation
process based on the second moment matrix. Keypoints of Hessian-Laplace are
points which reach the local maxima of Hessian determinant in space and fall
into the local maxima of Laplacian-of-Gaussian in scale. DoG uses the similar
method as Hessian-Laplace to localize the keypoint at local space-scale maxima
of the difference of Gaussian. MSER is detected by a watershed like process and
is invariant to affine transformations and robust to viewpoint changes.

In [14], SIFT (scale-invariant feature transform) has shown to be one of the
best descriptors for keypoints. SIFT is a 128-dimensional feature vector that cap-
tures the spatial structure and the local orientation distribution of a patch sur-
rounding keypoints. PCA-SIFT, proposed in [15], is a compact version of SIFT
with principal component analysis. In this paper, we adopt the 36-dimensional
PCA-SIFT as the descriptors of keypoints due to its compactness and retrieval
effectiveness, as indicated in [15]. Based on PCA-SIFT, we use Cosine similarity
to measure the closeness of two keypoints.

3 Keypoint Matching and Filtering

3.1 One-to-One Symmetric Keypoint Matching

Given two sets of keypoints respectively from two keyframes, the alignment be-
tween them can be solved with bipartite graph matching algorithms. Depending
on the mapping constraint being imposed, we can categorize them as many-to-
many (M2M), many-to-one (M2O), one-to-many (O2M) and one-to-one (O2O)
matching. The factors that affect the choice of matching strategy include noise
tolerance, similarity measure, matching effectiveness and efficiency. In videos,
frames are always suffering from low-resolution, motion-blur and compression
artifact. Noise becomes a crucial factor in selecting matching algorithm, partic-
ularly when the matching decision is made upon a small local patch surrounding
keypoints. Noise can affect the performance of keypoint detectors [12]. The lo-
calization errors caused by detectors can deteriorate the distinctiveness of PCA-
SIFT. It becomes very common that a keypoints fails to find its corresponding
neighbor in another keyframe, and on the other extreme, a keypoint can simply
match to many other keypoints due to mapping ambiguity. In principle, to sup-
press faulty matches, O2O matching appears to be noise tolerant although some
correct matches may be missed.

For effective keyframe retrieval, in our opinion, the false matches should be
filtered off as many as possible. To retain only the most reliable matches for
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retrieval, we introduce a new scheme – namely one-to-one symmetric (OOS)
matching. OOS ensures all the matches are the nearest neighbors. The symmetric
property is also emphasized so that if keypoint P matches to Q, then P is the
nearest neighbor of Q (i.e., P → Q) and similarly P ← Q. This property indeed
makes OOS stable and unique, i.e., the result of matching a keypoint set A to set
B is exactly the same as B to A, unless there are keypoints that have more than
one nearest neighbor. Generally speaking, O2O matching cannot guarantee each
matched keypoints pair to be meaningful. Some false matches indeed could exist
with high similarity value. But it becomes a rare case for these false matches to
be symmetrically stable and paired to each other in both directions.

3.2 Fast Keypoint Filtering

Point-by-point matching between two sets is generally a time consuming task
especially when the set cardinality is high. To allow fast retrieval of OOS, we
perform approximate nearest neighbor search by indexing PCA-SIFT descriptors
in a multi-dimensional structure called LIP-IS. The structure is a group of 36
histograms formed independently by every components of PCA-SIFT. LIP-IS is
constructed by equally and independently quantizing each histogram into 8 bins,
with a resolution of Δ = 0.25 (the range of a PCA-SIFT components is [-1,1]).
Given P = [p1, p2, ..., pi, ..., p36], the index of P in dimension i is defined as

H(pi) = �pi + 1
Δ

� (1)

Totally, this index structure is composed of 8 × 36 bins. During indexing, a
keypoint P is repeatedly indexed into the corresponding bins of 36 histograms,
according to its quantized value in particular dimension. Thus, each keypoint
is hashed and then distributed into 36 bins in this structure. In principle, the
structure encodes the keypoints of a keyframe by decomposing the PCA-SIFT
components and modeling them as 36 independent distributions. This structure
is intuitive and reasonable since the PCA-SIFT components are orthogonal to
each other. Based on this structure, we define the function that any two keypoints
P and Q collide in dimension i if

C(qi, pi) =
{

1 if |H(qi) − H(pi)| ≤ 1
0 Otherwise (2)

When searching for the nearest neighbor of a query keypoint Q, the structure
will return a candidate set A(Q) which includes the points collide with Q across
all the 36 dimensions. Then we search for Q’s nearest neighbor from the set A(Q)
by OOS matching algorithm. This structure has the merit that it is efficient and
easy to implement with simple bit operation.

With LIP-IS, basically two keypoints which are similar to each other are more
likely to collide in every dimension. And in contrast, the dissimilar keypoints
have a relatively lower chance of collision. Since each component of PCA-SIFT
descriptors is theoretically Gaussian distributed, the probability that any two
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keypoints collide in a dimension can be estimated. The probability that a key-
point Q will collide with P in i dimension, in its best (Pb) and worst (Pw) cases,
can be estimated as follows

Pb = 2
∫ 2Δ

0

1√
2πσi

exp{− q2
i

4σ2
i

} dqi (3)

Pw = 2
∫ Δ

0

1√
2πσi

exp{− q2
i

4σ2
i

} dqi (4)

Then, the probability that a point will collide with Q in 36 dimensions can be
expressed as

Pf = P36
b (5)

Notice that Pf 	 1 in general. This also implies that the cardinality of A(Q)
can be very small, i.e., Pf × n, where n is the total number of keypoints to be
searched. The probability of missing the nearest neighbor can also be estimated.
Suppose M is the maximum number of dimensions that the nearest neighbor P̂
and Q will not collide, the worst case probability is

Pmiss =
M∑
i=1

(
M
i

)
PM−i

w (1 − Pw)i = 1 − PM
w (6)

In theory, M can be estimated (and this value is much smaller than 36), if we
set a threshold to exclude keypoints with low similarity from consideration. In
our simulation, when searching for a nearest neighbor from a 1000 keypoint set,
LIP-IS is often capable of filtering 99.5% of the points without missing the real
candidate for OOS matching.

4 Visual Keywords Generation

We generate a visual dictionary based on [6]. We select approximately 900
keyframes from TRECVID-2005 development set, with about 70% of them con-
taining the 39 high-level concepts specified in TRECVID [4]. In total, there are
about 490,000 keypoints extracted. Empirically we quantize these keypoints into
5,000 clusters, and each cluster represents a visual keyword. Instead of employ-
ing K-means for clustering, we adopt a faster clustering algorithm based on the
recent work in [16]. With this visual dictionary, the classical tf-idf is used to
weight the importance of keywords. A keyframe is then represented as a vector
of keywords, analogous to the traditional text-based vector space model.

5 Experiment-I: Near-Duplicate Keyframe Retrieval

We conduct experiments on the near-duplicate keyframe (NDK) dataset given
by [3]. The dataset contains 150 NDK pairs and 300 non-NDKs selected from
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TRECVID 2003 video corpus. We evaluate the retrieval performance with the
probability of the successful top-k retrieval, defined as

P(k) =
Qc

Qt
, (7)

where Qc is the number of queries that find its duplicate in the top k list,
and Qt is the total number of queries. In this experiment, we use all NDKs
(300 keyframes) as queries. The ranking is based on the cardinality of keypoints
being matched. In case the cardinality is the same, the average similarity of
matched keypoints is further used. In the dataset, the number of keypoints per
keyframe varies depending on the detectors and keyframe content. DoG, on
average, detects 1000 keypoints per keyframe. In contrast, Harris-Affine, Hessian-
Affine and MSER detectors only extract few hundreds of keypoints respectively.

5.1 Keypoint Comparison

We first compare the retrieval effectiveness of different keypoints under the one-
to-one symmetric matching scheme. Figure 1(a) shows the performance of dif-
ferent detectors, and (b) shows the performance when re-ranking the top-k lists
of two detectors with equal weight. Overall, DoG achieves the best performance,
followed by Hessian Affine. Both detectors indeed win a large margin over Harris
Affine as well as MSER. This is mainly because both DoG and Hessian Affine are
capable of detecting more distinctive keypoints than Harris Affine and MSER.
These two detectors are more reliable in the presence of partial occlusion and
background clutter. Since there is no detector alone that is robust enough to
against all kinds of transformations, we also attempt the fusion of two detectors
by re-ranking their retrieved lists, as shown in Figure 1(b). We find that the
combination of DoG with Hessian Affine detectors performs the best. However,
this comes with the cost of time since the speed is basically double of the DoG
and Hessian Affine alone. For this reason, we only use DoG for testing in the
remaining experiments.
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Fig. 1. Comparison of different keypoint detectors
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5.2 Effectiveness of Point-to-Point Matching

We mainly compare the effectiveness of OOS matching (OOS) and visual key-
words (VK). In addition, we contrast their performances with many-to-one
(M2O) matching based on the nearest neighbor search in [7], block-based color
moment (CM), and global color histogram (CH). For CM, we use the first three
color moments extracted in Lab color space over 5 × 5 grid partitions. In CH,
we use HSV color space with 64 bins of H, 8 bins of S, and 4 bins of V.

Figure 2(a) shows the comparison of five different approaches. OOS outper-
forms all other methods across all k (from 1 to 30) being tested. Moreover, the
strategies based on point-to-point matching (OOS and M2O) significantly out-
performs others. VK performs poorly and shows lower P (k) than the baselines
CM and CH. In VK, we find that although the small patches in a cluster tend
to have high similarity value, they actually appear differently based on human
perception. This may due to the problems of polysemy and synonymy as previ-
ously mentioned by [17] when constructing the visual dictionary. Our dictionary
is generated based on TRECVID 2005 corpus, it may have certain impact when
applying to 2003 corpus. In addition, the selection of clustering parameters (e.g.
number of clusters) can also affect the final results.
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Fig. 2. Performance Comparison of different retrieval techniques

Comparing the point-to-point matching strategies, the experiment shows that
one-to-one symmetric (OOS) is constantly better than many-to-one (M2O).
Based on the recent results presented in [3] where P (k) ≈ 0.6 when k = 1
and P (k) ≈ 0.76 when k = 30, both OOS and O2M demonstrate considerably
better performance. For filtering support, we also compare the proposed LIP-IS
and locality sensitive hashing (LSH), as shown in Figure 2(b). For LSH, we man-
ually optimize the parameters by setting the K (number of random partition)
and L (number of times to tessellate a set) with 108 and 2 respectively. Although
filtering with LSH can be nearly 2.5 times faster than LIP-IS in our experiment,
its performance is relatively poor since the nearest neighbors are not always re-
turned with LSH. In contrast, our proposed scheme (LIP-IS+OOS) shows nearly
the same retrieval performance with pure OOS.
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5.3 Speed Efficiency

With large amount of keypoints in keyframes, speed becomes a critical concern
for online retrieval. Table 1 shows the average time for comparing two keyframes
with different features. All the approaches are tested on a Pentium-4 machine
with 3G Hz CPU and 512M main memory in Windows-XP environment. LIP-
IS is able to speed up OOS matching by 12.5 times. Apparently, the methods
without point-to-point matching such as VK are faster since the comparison only
requires the manipulation of two feature vectors.

Table 1. Speed efficiency for comparing two keyframes

Method LIP-IS+OOS OOS VK O2M CM CH
Time (s) 0.028 0.35 0.93 × 10−4 0.34 10−5 10−5

6 Experiment-II: High-Level Concept Classification

In this experiment, we compare OOS and VK in classifying keyframes accord-
ing to high-level concepts. We construct a dataset of four concepts containing
5589 keyframes extracted from the TRECVID 2005 common development fea-
ture annotation (by CMU and IBM tools) and test sets. The dataset is composed
of 901 keyframes with US-flag, 2816 keyframes with maps, 910 keyframes with
computer/TV screen, and 962 keyframes with waterscape/waterfront. We man-
ually select 430 keyframes covering the four concepts for training, and leave the
remaining keyframes as testing set. Figure 3 shows some samples with water and
US-flag concepts. The targeted concepts in keyframes appear in varying forms in
terms of lighting, viewpoint, color and scale changes. Some concepts are partially
occluded and present in background clutter.

We train two types of classifiers for testing: k-NN and support vector machines
(SVM). For OOS matching, we perform 1-NN classification. The similarity is
based on the cardinality of matched keypoints found in a comparison. For visual
keywords (VK), we construct 1, 3-NN classifiers, and a multi-class SVM. We use
CCR (correct classification rate) to evaluate the accuracy of classification:

CCR =
number of correctly classified keyframes in class i

number of keyframes in class i
. (8)
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Fig. 3. Keyframes from two semantic concepts
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Table 2. Classification rate of OOS and variant of VK classifiers

Methods US-Flag Maps Screen Water
OOS (1-NN) 0.645 0.810 0.723 0.790
VK (1-NN) 0.441 0.603 0.441 0.570
VK (3-NN) 0.347 0.567 0.244 0.475
VK (SVM) 0.445 0.527 0.126 0.723

Table 2 shows the classification performance of OOS and VK. Overall, point-
to-point matching outperforms all runs based on VK. However, when we repeat
3-NN for OOS, surprisingly the results are less satisfactory. We investigate the re-
sults and find that indeed there are many duplicate keyframe pairs with common
concepts in the broadcast videos. With 1-NN, OOS has an excellent success rate
of classifying a keyframe if its near-duplicate version is also found in the training
set. However, when the number of near-duplicate samples is less than k, k-NN
does not perform well. This probably concludes that OOS is effective in finding
near-duplicate keyframes, rather than the targeted concepts appeared in vary-
ing forms. Compared to OOS, VK is poorer partially because the co-occurrence
of keypoints in a concept is not fully exploited under this representation. It is
susceptible to noise due to the problems of polysemy and synonymy. Moreover,
due to the limited amount of training samples, the CCR of 1-NN indeed works
better than 3-NN and SVM classifiers.

7 Discussion and Conclusion

We have presented the proposed point-to-point (P2P) matching algorithm and
compared its performance with visual keyword (VK) generation. Overall, P2P
matching significantly outperforms VK in both tasks we investigate. VK, despite
its simplicity and efficiency, has the deficiencies that it neglects the co-occurrence
and distribution of keypoints, is vulnerable to the potential risks of polysemy
and synonymy, and could be sensitive to the setting of parameters during clus-
tering. P2P matching, in contrast, is relatively slower but much stable due to the
fact that constraints can be easily imposed during matching. In addition, variant
matching strategies exhibit different retrieval effectiveness in our experiments,
however, overall they demonstrate the advantage of matching over VK. In NDK
retrieval, our proposed OOS matching shows superior performance over all other
methods. When LIP-IS is used for filtering support, OOS still performs consis-
tently better with more than 10 times of speed up. In concept classification, OOS
matching is still better than VK with k-NN and SVM classifiers. Nevertheless,
we only conclude that OOS is effective in broadcast domain where the near-
duplicate version of keyframes has a higher chance to be found in both testing
and training samples. Other than that, we have no enough empirical evidence
to support that P2P is a winner over VK. Basically, when the targeted concepts
appear in quite different scales under background clutter, only few matches can
be found with P2P. With these few matches, it becomes difficult to distinguish
keyframes of different concepts.
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Abstract. We address the problem of indexing video sequences accord-
ing to the events they depict. While a number of different approaches
have been proposed in order to describe events, none is sufficiently generic
and computationally efficient to be applied to event-based retrieval of
video sequences within large databases. In this paper, we propose a novel
index of video sequences which aims at describing their dynamic content.
This index relies on the local feature trajectories estimated from the
spatio-temporal volume of the video sequences. The computation of this
index is efficient, makes assumption neither about the represented events
nor about the video sequences. We show through a batch of experimen-
tations on standard video sequence corpus that this index permits to
classify complex human activities as efficiently as state of the art meth-
ods while being far more efficient to retrieve generic classes of events.

1 Introduction

Event-based indexing of video sequences aims at describing the events sequences
depict, i.e. the different actions that involve the captured visual entities. Such
events may be more formally defined as long-term spatio-temporal objects [20].
These objects may be local within the spatio-temporal volume of the sequences.
Their appearance is highly variable due to partial occlusion or varying capture
conditions (e.g. lighting, point of view) or varying scale of occurence (spatial and
temporal).

Thus, an event-based index has to represent complex local spatio-temporal
patterns. For the sake of genericity and robustness, it should make as few as-
sumptions as possible on the characterized events and on the video sequences
content.

Previous works include models of the global motion (see e.g. Fablet et al [7]
and Bruno et al [3]), dense local motions representation (Chomat et al [5] and
Manor and Irani [20]) and more recently, sparse local motions representation
(Laptev et al [9,10]). The latter, being based on invariant spatio-temporal local
features, is the best-suited to the problem we address since it is able to richly
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describe local motions while being robust to most transformations of their ap-
pearance. However, this approach does not capture all kinds of local motions but
only those that are local extrema of a specific functional. Moreover, it has a very
high computational complexity because it handles the complete spatio-temporal
volume of a video sequence at once.

In this paper, we propose to sparsely describe the local motions of video
sequences using invariant spatial local feature trajectories. Spatial invariant local
features are atomic parts of an image that cover its main visual entities. Such
features have been extensively used for image and video sequences indexing
[18,15]. Their invariance properties make the estimation of their motion reliable.
Their extraction is also efficient and makes very few assumptions about the
events and the video sequences. Hence, they are particularly well-suited to index
video sequences for event-based retrieval.

The section 2 details the estimation of spatial local feature trajectories from
the spatio-temporal volume of the video sequences. The section 3 presents how,
from this bag of trajectories, a multi-scale histogram is used as an event-based
index of these sequences. Finally, the approach is experimentally validated in
section 4.

2 Local Feature Trajectories

Given the set of invariant local features (e.g. affine invariant interest points
[13]) that are detected for every frame of a video sequence, the trajectories are
estimated by matching features of successive frames as proposed by C. Tomasi
et al [17]. Matching the elements of the two successive sets of local features
Wt and Wt+δt consists for every feature wt ∈ Wt, defined by its position vt in
the image-space V , its scale st in the scale-space S and its supporting region
Vt ⊂ V ×S, in determining the feature wt+δt that is detected on the same visual
entity within the next frame.

The feature trajectories are eventually compensated according to the esti-
mated affine global motion in order to obtain descriptions that are nearly invari-
ant to the camera motion.

2.1 Matching Likelihood

To match local features between successive frames, a likelihood measure of a po-
tential match (wt, wt+δt) is defined. It takes into account not only the similarity
of the visual appearance of the feature supporting regions (DF ) but also the
likelihood of the corresponding trajectory (DV & DS) in a weighted average of
the form:

D = αFDF + αV DV + αSDS (1)

where the weights are used to normalize the different measures.
More precisely, the similarity between the feature supporting regions is char-

acterized by the distance between their local descriptors :

DF(wt, wt+δt) = ‖F(S(Vt, t)) − F(S(Vt+δt, t + δt))‖ (2)
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As the description space F of the supporting region V , we use the SIFT [12]
that has been shown to be one of the most robust.

Because some very similar features may be detected within the same frame,
in order to disambiguate the potential matches, a measure of the trajectory
likelihood in the image-space V is used:

DV (wt, wt+δt) = ‖(vt + ũt) − vt+δt‖ (3)

where vt + ũt is the predicted position at time t + δt of the feature wt. The
predicted motion ũt is simply the repetition of the motion estimated in the
previous frame, i.e. at time t − δt.

Similarly, and as proposed by L. Bretzner and T. Lindeberg [2], the matching
distance takes into account the likelihood of the trajectory in the scale-space S:

DS(wt, wt+δt) =
∣∣∣∣log

st

st+δt

∣∣∣∣ (4)

It penalized high scale motions (dst = st

st+δt
), i.e. matches whose features have

been extracted at highly different scales.

2.2 Matching Algorithm

Given the likelihood of all potential matches between the two sets Wt and Wt+δt,
the problem of determining the ones that correspond to actual trajectories of
visual entities, may be formalized as finding the solution of :

π∗ = argmin
π

⎛⎝ ∑
wi

t∈Wt

D
(
wi

t, w
π(i)
t+δt

)⎞⎠ (5)

where π is an injection from [1..|Wt|] to [1..|Wt+δt|].
Finding the optimal function π∗ corresponds to the bipartite graph matching

problem that may be solved in O(n3) by the Hungarian algorithm (H. W. Kuhn
[8]). Alternatively, the greedy algorithm permits to find a suboptimal π̂ with
a O(n) complexity. It is also more robust because it considers only locally the
match distances disregarding the global matching cost.

By matching features from frame to frame along the whole video sequence,
a set Z of local feature trajectories z[tz,tz+τz] = {wtz , wtz+δt, ..., wtz+τz} is ob-
tained, as illustrated in the figure 1.

2.3 Global Motion Cancellation

The local feature trajectories z[tz,tz+τz] ∈ Z may be reduced to :

z[tz,tz+τz] = {(utz , dstz), (utz+δt, dstz+δt), ..., (utz+τz , dstz+τz)} (6)

where u is the motion of the feature within V , and ds its motion within S. These
motions include a global component that mainly comes from the camera motion.
Hence, in order to obtain trajectory invariant to such motions, we estimate the
global component of the trajectories, modeled as an affine planar motion as
presented in [14], and we compensate u and ds accordingly.
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Fig. 1. Examples of local feature trajectories: C. Schüldt et al [16] corpus (left) and
TrecVid’03 [19] corpus (right)

3 Event-Based Indexing

The bags of keypoints paradigm (G. Csurka et al [6]) has been proposed as an
extension of the bags of keywords approach, in the context of local features-
based image indexing. It has been shown to be very efficient despite the fact
that it does not consider the relative position of the features. Applying this par-
adigm to our problem, we define a set of local motion models M. Every bag
of local feature trajectories Z, which describe the events depicted by the video
sequence, is thus projected into a vector representing the number of occurrences
of each local motion model of M. However, when considering trajectories, we
are faced to the problem of their variable length, different temporal scale and
alignment. Furthermore, events may involve different local motions at differ-
ent temporal scales. In our model, the quantization is performed on multi-scale
sliding segments of the trajectories. A set of local motion models is thus ob-
tained for different temporal positions and scales. As an initial result, by de-
termining a minimal scale for these segments, the noisy trajectories are filtered
out.

3.1 Quantization of Local Trajectories

A temporal segment of a local feature trajectory z ∈ Z is described by a vector z
representing the overall motion at the temporal position t and for the temporal
scale τ :

z[t,t+τ ] =
(
ρ[t,t+τ ], θ[t,t+τ ], ds[t,t+τ ]

)
(7)

where (ρ[t,t+τ ], θ[t,t+τ ]) are the polar coordinates of the total motion vector
u[t,t+τ ] of the segment in the image-space V :

u[t,t+τ ] =
t+τ∑
i=t

ui (8)
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and ds[t,t+τ ] is the total motion of the segment in the scale-space S :

ds[t,t+τ ] =
t+τ∏
i=t

dsi (9)

The quantization function Q that maps all trajectory representations z into
the vocabulary M should be such that the local motion models are able to char-
acterize the motions involved in the events to be retrieved. Hence, this function
should be defined from the expert knowledge of the domain of application. In
this paper we use a uniform quantization of the vectors z (with quantization
steps : 7 for ρ, π

4 for θ and 0.5 for log(ds)).

3.2 Multi-scale Histogram of Local Motions

As discussed by L. Chen et al in [4], multi-scale histograms of trajectories are
able to cope with the time shifting and scaling problems. Therefore, we adopt a
similar approach to describe bags of local feature trajectories.

The underlying idea is, for a given temporal segment, to quantize parts of the
trajectories taken on a sliding window at different sizes. More formally, given the
temporal segment [t, t + τ ], the set of local features trajectories Z is projected
into an histogram H(Z) which entry for every local motion model m̂i ∈ M is
computed as:

Hi(Z) =
t+τ∑
tk=t

τ∑
τk=δt

∑
zj∈Z

δ(m̂i, Qtk,τk
(zj)) (10)

where δ(x, y) = 1 iff x = y and the temporal quantization function is defined as:

Qtk,τk
(zj) =

{
Q(zj

[tk,tk+τk]) if zj is defined on [tk, tk + τk]
0 otherwise

(11)

The histogram H(Z) represents the bag of local motion models, i.e. the index
of the video sequence that characterizes the events it depicts.

4 Experimental Evaluation

We have conducted two sets of experimentations. The first one aims at evalu-
ating the richness of the proposed event representation. For that purpose the
event recognition capabilities of our model are compared to state-of-the-art ap-
proaches. The second test is designed to evaluate our model’s retrieval capabili-
ties in the context of generic classes of events.

4.1 Human Activities Recognition

Event representations have been mainly studied for recognizing complex human
activities. Such activities are characterized by the complexity of their spatio-
temporal signature. In that context, event representations have to be sufficiently
rich to recognize these patterns.
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Experimental Corpus and Protocol. We use the database presented by C.
Schüldt et al in [16]. It is made out of 2391 video sequences depicting 6 different
complex human activities. These events are performed by 25 different subjects
and are captured in varying conditions (e.g. camera motions, backgrounds) as
illustrated in tabe 1.

Table 1. Examples of the 6 human activities of the C. Schüldt et al [16] corpus

Boxing Jogging Walking Running HandWaving HandClapping

For every activity, a batch of 30 learning processes is performed with random
training sets (20 positive examples and 40 negative ones). The three following
event representations associated to their best-suited (according to our experi-
mentations) classification algorithm are compared :

– LFT - χ2 SVM : multi-scale histogram of local motion models (affine invari-
ant interest point trajectories) - SVM with a χ2 kernel

– MGH - χ2 SVM : multi-scale spatio-temporal gradients histogram of the
sequence (see L. Zelnik-Manor and M. Irani [20]) - SVM with a χ2 kernel

– HMH - RBF SVM : Hu statistical moments of the motion history image (see
J. Davis and A. Bobick [1]) - SVM with a RBF kernel

Results. Figure 2 (a) presents the mean ROC curves obtained for all concepts
with the different event representation methods. It shows that the proposed
one (LFT ) performs only slightly worse than the two other state-of-the-art ap-
proaches. However, by considering the detailed performances for every activity
(see figure 2 (b)), no significant difference between the LFT and the others
representations may be observed.

These results show that the proposed event representation has the same repre-
sentation capabilities as state-of-the-art activities recognition approaches while
being much more robust. Effectively, the MGH and HMH representations rely
on some crude assumptions about the video sequences such as the uniqueness of
the activity within their spatio-temporal volume and the absence of any camera
motion.
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Fig. 2. Human activities recognition: (a) mean ROC curves for all activities - (b)
detailed equal error rate for every activity

Table 2. Examples of the 6 classes of events used for our experimentation with the
TrecVid’03 [19] corpus

Crowd People Event Male & Female Face Basketball Meeting Sport Events

4.2 Event-Based Video Retrieval

Event-based retrieval of video sequences is the task of learning generic classes
of events. In general, the learning problem is difficult because there is a large
amount of variation in the event appearances within real databases. Moreover,
only few learning examples are usually available.

Experimental Corpus and Protocol. For these experimentations, we use the
TrecVid’03 [19] training corpus which contains almost 60 hours of broadcast news
video sequences. These sequences are provided with their temporal segmentation
and the manual annotations of the temporal segments [11]. We use a subset of
1550 of such segments (randomly chosen from the whole corpus) and we select
6 different concepts (see table 2) to perform the experimentations.
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Fig. 3. Event-based video retrieval: (a) mean Precision/Recall curves for all classes -
(b) detailed mean average precision (at 100) for every activity
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Fig. 4. Retrieval of classes of events: mean average precision (at 100) according to the
number of positive and negative training examples

For every classe of events, a batch of 30 experiments is performed with random
training sets (3 positive video sequences and 9 negative ones) and the three fol-
lowing event representations (again associated to their best-suited classification
algorithm) are compared :

– LFT - χ2 SVM (proposed representation, see 4.1)
– MVH - χ2 SVM : histogram of the MPEG motion vectors - SVM with a χ2

kernel (events retrieval baseline representation)
– HMH - RBF SVM (events recognition baseline representation, see 4.1)

Results. Figure 3 (a) presents the mean Precision/Recall curves obtained for
all classes of events. This clearly shows that the proposed event representation
(LFT ) outperforms the two others approaches. Moreover, the figure 3 (b) shows
that this observation is valid for all the considered concepts (except for the Face
one which is mainly characterized by an overall null motion). This is due to the
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fact that the proposed index provides a far more robust representation of events
than the state-of-the-art human activities representations. It also provides a far
more expressive event representation than the too generic MVH index. Figure 4
also shows that the performances converge very fast according to the cardinality
of the training set. Our approach is therefore particularly well-suited for video
sequence retrieval applications in which users are typically not able to provide
a large number of such examples.

5 Conclusion

In this paper, we have presented a method to index video sequences according
to the events they depict. The approach consists in extracting spatial invariant
local features in every frame of the video sequence. The trajectories of these
features are estimated and compensated w.r.t. the affine global motion. From
these compensated trajectories which characterize the displacements of the visual
entities within the scale-space of the scene, the proposed index is a multi-scale
histogram of their quantized description.

This index is efficiently computed from the spatio-temporal volume of video
sequences. It permits to represent local events in space and time and makes
assumption neither about the events nor about the video sequences. We have
demonstrated that this index performs as efficiently as state-of-the-art event
representations for recognizing complex human activities. Moreover, it further
outperforms other methods for retrieving generic classes of events from within
large corpus.

As extension, we will study the improvement of this index by considering the
evolution of the local feature appearances. This way, we expect to obtain a more
robust index able to represent more complex events.
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partial matching of video sequences in large collections. In IEEE International
Conference on Image Processing, Genova, Italy, 11-14 September 2005.
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Abstract. This paper presents an architecture well suited for natural
image classification or visual object recognition applications. The im-
age content is described by a distribution of local prototype features
obtained by projecting local signatures on a self-organizing map. The
local signatures describe singularities around interest points detected by
a wavelet-based salient points detector. Finally, images are classified by
using a multilayer perceptron receiving local prototypes distribution as
input. This architecture obtains good results both in terms of global clas-
sification rates and computing times on different well known datasets.

1 Introduction

With the dramatic increase of available digital contents, advanced content man-
agement solutions become essential. If we focus on the particular situation of
digital images (Infotrends1 expects that the number of images captured on cam-
era phones will reach 227 billion by 2009), efficient images management solutions
such that supervised image classification have to be found.
The goal of a supervised image classification system is to group images into se-
mantic categories giving thus the opportunity of fast and accurate image search.
To achieve this goal, these applications should be able to group a wide variety of
unlabelled images by using both the information provided by unlabelled query
image as well as the learning databases containing different kind of images la-
belled by human observers.
In practice, a supervised image classification solution requires three main steps
[1]: pre-processing, feature extraction and classification. Based on this architec-
ture, many image classification systems have been proposed, each one distin-
guished from others by the method used to compute the image signature and/or
the decision method used in the classification step. Regarding the signature
computation, the most efficient methods are probably the local aproaches firstly
introduced in [2]. In this case, local signatures are computed around some inter-
est points and their values are chosen in a dictionnary obtained from the training
1 http://www.infotrends-rgi.com/home/Press/itPress/2005/1.11.05.html

H. Sundaram et al. (Eds.): CIVR 2006, LNCS 4071, pp. 92–101, 2006.
c© Springer-Verlag Berlin Heidelberg 2006



A Cascade of Unsupervised and Supervised Neural Networks 93

database. Local signatures are used to represent the image by a distribution of
local image features easily classifiable as in [3,4] or are directly used to learn a
model used for the next recognition step [5,6,7].
In the state of the art, the dictionnary is classically computed thanks to a K-
means algorithm [5] or by a bottom-up clustering procedure[8]. We propose here
to use a self organizing map [9] to generate the visual dictionnary. Furthermore,
in our approach, a Multilayer Perceptron classifier is built with the training
dataset and is used for the last classification step.
The paper is organized as follows. Section 2 describes the method which was
introduced earlier in [10] to detect interest points and extract local image fea-
tures. Section 3 presents the self-organizing map algorithm, the construction of
the vocabulary of local descriptors and the construction of the image feature
vector. The design of the Multilayer Perceptron classifier and the decision rule
are explained in detail in section 4. Experiments are presented in section 5 and
finally, section 6 concludes the paper.

2 Local Features Extraction

The goal of feature extraction is to reduce the amount of data contained in an im-
age by extracting relevant and discriminating features. In local approaches, this
extraction phase results in feature vectors computed around interest points and
an image Ij is thus represented by a set of local signatures S(Ij) = {s1j , . . . , snj}.
It is important to mention here that local approaches result in a lack of ordering
between signatures.

2.1 Interest Points Detection

The goal of interest point detectors is to find image locations that are perceptu-
ally relevant for the next recognition step. Many detectors have been proposed
in the literature, each one focusing on a particular local property of the image
content such as contrast [11], corners [12,13], edges [10,14], etc.

The salient points detector presented in [10] uses a wavelet analysis in order to
find relevant pixels located on sharp region boundaries. The use of wavelet analy-
sis is motivated by observing that multi-resolution, orientation and frequency
analysis are of prime importance for the human visual system during the recog-
nition step. This detector has proven its efficiency in many vision applications[10]
and thus will be used in the present work.

2.2 Description of Local Singularities

Most local descriptors describe the local neighborhood of salient points by char-
acterizing edges in this area. Edge information thus appears fundamental in the
process of local neighborhood description. To describe edges, gradient orienta-
tion and magnitude are generally used. Nevertheless, from a mathematical point
of view, an edge or more generally a singularity can also be efficiently character-
ized by considering its Hölder exponents. We propose to use this mathematical
notion to design our local descriptor.
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Definition 1. f : [a, b] → R is Hölder α ≥ 0 at x0 ∈ R if ∃K > 0, δ > 0 and a
polynom P of degree m = �α�: ∀x, x0 − δ ≤ x ≤ x0 + δ, |f(x) − P (x − x0)| ≤
K|x − x0|α.

Definition 2. The Hölder exponent hf (x0) of f at x0 is the superior bound
value of all α. hf (x0) = sup{α, f is Hölder α at x0}.

The local regularity of a function at a point x0 is thus measured by the value
hf (x0). It is worth noting that the smaller hf (x0), the more singular is the signal
at the point considered. For example, the Hölder exponent of a Dirac impulse
is −1 and 0 for a step function. For an image, the Hölder exponent is measured
in the direction of the minimal regularity of the singularity (in the gradient
direction). The different singularities met in an image are shown on figure 1. To

Original Image −0.2 ≤ h ≤ 0.2 −1.2 ≤ h ≤ −0.8

Fig. 1. Different Type of Singularities

describe an ROI associated to an interest point in an image Ij , both orientation
and Hölder regularity of singularities contained in that ROI are characterized.
For this purpose, orientation θ(x, y) and gradient magnitude m(x, y) at each
pixel location (x, y) of the ROI are first computed:

m(x, y)2 = (Ij(x + 1, y) − Ij(x − 1, y))2 + (Ij(x, y + 1) − Ij(x, y − 1))2 (1)

θ(x, y) = tan−1
(

Ij(x, y + 1) − Ij(x, y − 1)
Ij(x + 1, y) − Ij(x − 1, y)

)
. (2)

Then, for each singularity, the Hölder exponent h is estimated with foveal
wavelets as presented in [15]. Orientations and Hölder exponents maps are then
conjointly used to construct different 3D histograms. To build such histograms,
each ROI is first partitionned into 4×4 blocks and each histogram is computed in
a particular block before being normalized by the block size (See figure 2). This
last step of the signature design is realized in the same spirit as the construc-
tion of the SIFT descriptor presented in [16]. Finally, the signature is obtained
by concatenating the different 3D histograms and thus has a size of n × r × o
where n is the number of subregions (i.e. the number of interest points), r is the
number of Hölder exponents bins into the range [−1.5, 1.5] and o is the number
of orientations bins into [−π

2 , π
2 ]. We typically use 4 orientations, 16 subregions

and 3 Hölder exponents bins resulting in a signature size of 192.
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Fig. 2. Principle of the Singularity Descriptor

3 Image Representation

To use a classical machine learning methods for the last classification step, images
must be represented by a vector of equal size. When local image descriptors
have been extracted, a powerful and recent method is to represent the image by
an histogram of local descriptors, this is the ”bag of keypoints” representation
introduced in [3]. Nevertheless, it supposes that local descriptors are quantized
into a visual dictionnary of fixed size. We propose to build such a dictionnary
by using a self-organizing-map.

3.1 Self Organizing Map Learning

The self-organizing map (SOM) is an unsupervised classification algorithm based
on competitive learning[9]. It is a variant of the k-means algorithm that has the
advantage of preserving the topology of input datas X = {x(t), t = 1, 2, . . .}
with x(t) ∈ D ⊂ Rn and providing thus a better description of them.
The SOM aims at projecting the input data space D into a lower dimensionnal
space (1D, 2D,. . . ) defined by a regular discrete lattice L composed of N nodes.
Therefore, it is a vector quantization algorithm which preserves the topology of
the input space because each node c of the lattice is a neuron with a codebook
vector wc ∈ Rn such that if c1 and c2 are close then wc1 and wc2 are close in Rn.
For this purpose, the SOM is trained thanks to a competitive learning algorithm

Fig. 3. General Principle of a Self Organizing Map

which supposes first that the SOM has been correctly initialized. For example,
wi(0) could have been initialized randomly ∀i = 1, 2, . . . , N . At epoch t of the
learning step, x(t) is compared simultaneously to all wi(t) by using a distance
measure d(x(t), wi(t)) on the input space D and the best candidate vector wc(t)
associated to the node c (the best matching unit or BMU) is chosen such that:

wc(t) = arg min
i

d(x(t), wi(t))i = 1, 2, . . . , N. (3)
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The learning scheme uses then a kernel based rule to update the weights:

wi(t + 1) = wi(t) + α(t)hci(t)[x(t) − wi(t)] (4)

where 0 < α(t) < 1 is the monotically decreasing learning rate. Furthermore,
hci denotes a neighborhood function that governs the strength of weight adap-
tation as well as the number of reference vectors to be updated (generally, a
gaussian function is used). It is worth noting that a good choice for the number
of iterations during the learning is 500 times the number of cells in the SOM.

3.2 Bag of Local Descriptors Representation

As previously emphasized, at this stage of the algorithm, an image Ij is described
by a set of local signatures S(Ij) = {s1j , . . . , snj} representing 3D histograms
around interest points presented in section 2.2. Thus, this kind of representation
could not be directly interpreted by a classifier because of the lack of ordering
between signatures. Moreover, the number of signatures could be different for
two images (due to different number of interest points detected). Thus, to build
and use an image classifier, the image Ij should be represented by a feature vec-
tor H(Ij) = [h1j , . . . , hNj]. For this purpose, an indexing step should be used to
transform the set of local signatures into a precise and compact representation
of the image content.
This is a classical problem met in text categorization where a document com-
posed of a set of words has to be characterized by a vector describing its content.
For this purpose, a text is often represented by a vector of term weights, where
the terms are chosen in the codebook (a set of meaningful words for the under-
standing of texts); this is the well known ”Bag of Words” representation. This
approach has influenced the work presented in [3] and denoted ”Bag of Key-
points” which proposed to adapt text categorization methods to the computer
vision problems.
Similarly, we propose to represent the image content by the probabilistic distri-
bution H over local images features. This distribution is in fact the activation
histogram of the SOM previously learned. For this purpose, each local signature
of the image activates a particular cell (The BMU) and participates to an update
of the histogram H(Ij). The bins hlj are defined as follow:

hlj = card{sk ∈ Ij , ||sk − wl|| < ||sk − wi||∀l �= j, k ∈ {1, . . . , n}}. (5)

4 Neural Network Classification

At this stage of the algorithm, each image is represented by a unique feature
vector denoted H . The natural image classification problem is thus reduced to a
multi-class supervised classification problem. For this purpose, we have tested a
multilayer perceptron (MLP), a Radial Basis Function network classifier (RBF)
and a Support Vector Machine classifier (SVM). Experimentally MLP exhibited
better results than the RBF and equivalent results than the SVM. Thus we
restrict our discussion on this classifier.
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MLPs can be used for classification problems and are multi layers feedfor-
ward neural networks fully connected. Thanks to their fundamental property of
parcimonious approximation, they are well suited to modelize any continuous
function g : RN → Rp, where N is the dimension of the input space and p is
the number of classes. However, it supposes that sufficient neurons are chosen
during the definition of the network architecture. A three layer perceptron ar-
chitecture with N intputs, nh hidden neurons and p output neurons is presented
on figure 4.

Fig. 4. General Principle of a Multilayer Perceptron

For an input data X = [x1, . . . , xN ] ∈ RN , the output of the kth output
neuron of this MLP is given by the discriminant function:

gk(X, W ) = ϕ

⎛⎝ nh∑
j=1

wkjϕ

(
N∑

i=1

wjixi + wj0

)
+ wk0

⎞⎠∀k ∈ {1, . . . , p} (6)

where W = {wij} is the set of weights of the neural network considered and ϕ
is the activation of the neurons of both the hidden and ouput layer. This one
should be non-linear allowing the MLP networks to model nonlinear mappings
well and is the standart sigmoidal function in the following.
MLPs are trained with the backpropagation algorithm which adapts the weights
of the network in W to their optimal values for the given pairs (Xl, t(Xl))∀l ∈
{1, . . . , NL} in the training dataset. If the target vector t(Xl) gives the correct
class of Xl and is such that tk(Xl) = 1 if Xl ∈ Ck and 0 otherwise then the
trained network approximates the correct a posteriori probabilities concerning
the classification problem: gk(X, W ) ≈ P (Ck|X). An input data X can thus be
easily classified by regarding the maximal value of the output neurons.

5 Experimental Results

In this section, the system scheme is tested on different well known datasets.
The experiments particularly emphasize on the influence of the vocabulary size
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(i.e. the size of the SOM) on the classification results. These results are ana-
lyzed by evaluating global classification rates. Furthermore, the analysis of ROC
curves by computing the area under curve (AUC) for the best parameters will be
presented providing a direct comparison to other algorithms. It is worth noting
that the MLPs used in the experiments have a number of nodes in the hid-
den layer which is the mean of the number of nodes in the input and ouput
layer nh = N+p

2 . It permits to achieve good classification results in reasonable
computing times.

5.1 Presentation of the Datasets

The first dataset is extracted from the SIMPLICITY database2. It contains 500
images of size 384×256 and is divided into a learning dataset of 250 images and
a test dataset of 250 images. There are five clusters: beaches, buildings, buses,
elephants and flowers as shown on figure 5.

Fig. 5. Images from the SIMPLICITY Database

The Pascal database3 is used to compare results with other major approaches
of the state of the art presented during the PASCAL visual object classes chal-
lenge 2005. It is composed of four clusters (bikes, bicycles, persons and cars)
as shown on figure 6. The test set contains 688 images whereas the train-
ing set contains 684 images. This base is representative of what a person has
on his computer, they are of various sizes and have been shot from various
viewpoints.

Fig. 6. Images from the PASCAL Database

5.2 Influence of the Self Organizing Map Size

The influence of the vocabulary size on the classification results is conjointly
tested with the number of interest points extracted from the image. The SOM is
rectangular and its size varies from 5×5 to 15×15 which constitutes a vocabulary
from 25 to 225 prototypes. On figure 7, the global classification rates are shown.

2 http://wang.ist.psu.edu/ jwang/test1.tar
3 http://www.pascal-network.org/challenges/VOC/
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Fig. 7. Global Classification Rates for SIMPLICITY (a) and Pascal (b) datasets

For the two dataset used, the optimal SOM size is 15 × 15 which constitutes a
small dictionnary of 250 prototypes. Nevertheless, the results between 15 × 15
and 10 × 10 are not so different compared from those obtained with a 5 × 5
lattice. Moreover, a study has shown that the quantization error does not decay
very fast if the SOM is larger. It is thus not necessary to improve the dictionnary
size.

For the two dataset, 3000 interest points are a good compromise in term of
computing times and global classification rates. In this case, the method obtains
a global classification rate of 86.4% for the SIMPLICITY dataset (86.4% for the
SVM and 82% for the RBF) and 82.9% for the PASCAL database (81.7% for
the SVM and 75% for the RBF).

5.3 ROC Curve Analysis and Confusion Matrix

On figure 8, AUC and confusion matrix are displayed for the parameters exhib-
ited in the previous section. For the PASCAL dataset, the results are good and
comparable to those obtained during the PASCAL 2005 recognition challenge.

Class AUC
Beaches 0.9125
Buildings 0.9330

Buses 0.9959
Elephants 0.9844
Flowers 0.9971

Beach Buildings Buses Elephants Flowers classified as
37 6 2 3 2 Beach
8 37 0 4 1 Buildings
2 1 47 0 0 Buses
4 1 0 45 0 Elephants
0 0 0 0 50 Flowers

Class AUC
Bicycles 0.926

Cars 0.9622
Motorbikes 0.9793

People 0.8862

Bicycles Cars Motorbikes People classified as
71 23 14 6 Bicycles
7 252 5 11 Cars
7 3 202 4 Motorbikes
13 18 7 46 People

Fig. 8. AUC and Confusion Matrix for the SIMPLICITY and Pascal Dataset
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5.4 Computing Times

The system must be efficient both in classification results and in computing
times in order to be attractive for a human. Whereas features extraction, SOM
and MLP learning are realized offline and could thus be long, the classification
of a query image must be fast. The computing times obtained on a Pentium
IV with 3Ghz are shown on figure 9. Moreover the features extraction for the
entire training set takes 290s for the SIMPLICITY database and 1301s for the
PASCAL database. The training steps (SOM and MLP learning) are not too long
and so totally realistic in an offline mode. It is worth noting that SOM learning
does not depend on the database size and the interest point number but only
on the dimension of the SOM as emphasized in section 3.1 because the number
of iterations is 500 times the number of cells in the SOM. The classification of
a new instance is very fast and could thus be realized online in a professional
application.

Dataset SIMPLICITY PASCAL
Size of the SOM 5 × 5 10 × 10 15 × 15 5 × 5 10 × 10 15 × 15
SOM learning 4s 46s 185s 5s 46s 195s
MLP learning 12s 127s 665s 30s 413s 1706s

MLP classification 0.00012s 0.00064s 0.00244s 0.00012s 0.00073s 0.00232s

Fig. 9. Computing Times

6 Conclusion

This paper presents a neural network architecture for natural image classifica-
tion using local images features. It has been shown that a self organizing map
could learn a small visual dictionnary subsequently used to represent the image
content by a distribution over the prototypes. Moreover, a classification step
based on a multilayer perceptron has shown to be efficient. The approach ex-
hibits high classification rates and small computing times. Its implementation
in a professional application is thus possible. The perspectives are to use the
Growing Hierarchical Self Organizing Map to generate the codebook [17] and to
represent the image as a ”bags of graphs” generated by grouping interest points
which could be learned thanks to a SOM for structured datas [18].
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Abstract. We propose a novel Bayesian learning framework of hierarchical 
mixture model by incorporating prior hierarchical knowledge into concept rep-
resentations of multi-level concept structures in images. Characterizing image 
concepts by mixture models is one of the most effective techniques in automatic 
image annotation (AIA) for concept-based image retrieval. However it also 
poses problems when large-scale models are needed to cover the wide varia-
tions in image samples. To alleviate the potential difficulties arising in estimat-
ing too many parameters with insufficient training images, we treat the mixture 
model parameters as random variables characterized by a joint conjugate prior 
density of the mixture model parameters. This facilitates a statistical combina-
tion of the likelihood function of the available training data and the prior den-
sity of the concept parameters into a well-defined posterior density whose pa-
rameters can now be estimated via a maximum a posteriori criterion. Experi-
mental results on the Corel image dataset with a set of 371 concepts indicate 
that the proposed Bayesian approach achieved a maximum F1 measure of 0.169, 
which outperforms many state-of-the-art AIA algorithms. 

1   Introduction 

It is said that “a picture is worth a thousand words”. Following the advances in com-
puting and Internet technologies, the volume of digital image and video is increasing 
rapidly. The challenge is how to use these large and distributed image collections to 
increase human productivity in the reuse of valuable assets and the retrieval of infor-
mation in domains such as crime prevention, medicine and publishing. Thus effective 
tools to automatically index images are essential in order to support applications in 
image retrieval. In particular, automatic image annotation has become a hot topic to 
facilitate content-based indexing of images. 

Automatic image annotation (AIA) refers to the process of automatically labeling 
the image contents with a predefined set of keywords or concepts representing image 
semantics. It is used primarily for image database management. Annotated images can 
be retrieved using keyword-based search, while non-annotated images can only be 
found using content-based image retrieval (CBIR) techniques whose performance 
levels are still not good enough for practical image retrieval applications. Thus AIA 
aims to annotate the images as accurately as possible to support keyword-based image 
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search. In this paper, we loosely use the term word and concept interchangeably to 
denote text annotations of images. 

Most approaches to AIA can be divided into two categories. The AIA models in 
the first category focus on finding joint probabilities of images and concepts. Co-
occurrence model (CO) [12], translation model (TR) [3], and cross-media relevance 
model (CMRM) [7] are a few examples in this category. To represent an image, those 
models first segment the image into a collection of regions and quantize the visual 
features from image regions into a set of region clusters (so-called blobs). Given a 
training image corpus represented by a collection of blobs, many learning algorithms 
have been developed to estimate the joint probability of the concepts and blobs. In the 
annotation phase, the top concepts that maximize such a joint probability are assigned 
as concept associated with the test image. To simplify the joint density characteriza-
tion, the concepts and blobs for an image are often assumed to be mutually independ-
ent [7]. As pointed out in [2], there is some contradiction with this naïve assumption 
because the annotation process is based on the Bayes decision rule which relies on the 
dependency between concepts and blobs. 

In the second category of approaches, each concept corresponds to a class typically 
characterized by a mixture model. AIA is formulated as a multi-class classification 
problem. In [2], the probability density function for each class was estimated by a tree 
structure which is a collection of mixtures organized hierarchically. Given a prede-
fined concept hierarchy, the approach in [4] focused on finding an optimal number of 
mixture components for each concept class. Different from approaches in [2] and [4], 
ontologies are used in [14] to build a hierarchical classification model (HC) with a 
concept hierarchy derived from WordNet [11] to model concept dependencies. Only 
one mixture component was used to model each concept class. An improved estimate 
for each leaf concept node was obtained by “shrinking” its ML (maximum likelihood) 
estimate towards the ML estimates of all its ancestors tracing back from that leaf to 
the root. A multi-topic text categorization (TC) approach to AIA was proposed in [5] 
by representing an image as a high-dimension document vector with associations to a 
set of multiple concepts. 

When more mixture components are needed to cover larger variations in image sam-
ples, it often leads to poor AIA performance due to the insufficient amount of training 
samples and inaccurate estimation of a large number of model parameters. To tackle this 
problem, we incorporate prior knowledge into the hierarchical concept representation, 
and propose a new Bayesian learning framework called BHMMM (Bayesian Hierarchi-
cal Multinomial Mixture Model) to estimate the parameters of these concept mixture 
models. This facilitates a statistical combination of the likelihood function of the avail-
able training data and the prior density of the concept parameters into a well-defined 
posterior density whose parameters can now be estimated via a maximum a posteriori 
(MAP) criterion. Experimental results on the Corel image dataset with 371 concepts 
indicate that our proposed framework achieved an average per-concept F1 measure of 
0.169 which outperforms many state-of-the-art AIA techniques. 

The rest of the paper is organized as follows. In Section 2 we address the key  
issues in general mixture models and formulate the AIA problem using hierarchical 
Bayesian multinomial mixture models. In Section 3 we discuss building concept  
hierarchies from WordNet. Two concept models, namely two-level and multi-level 
hierarchical models, or TL-HM and ML-HM for short, are proposed to specify the 



104 R. Shi et al. 

 

hyperparameters needed to define the prior density and perform the MAP estimation 
of the concept parameters. Experimental results for a 371-concept AIA task on the 
Corel dataset and performance comparisons are presented in Section 4. Finally we 
conclude our findings in Section 5.  

2   Problem Formulation 

Since mixture models are used extensively in our study, we first describe them in detail. 
In [3, 7], any image can be represented by an image vector I = (n1, n2, …, nL), where L is 
the total number of blobs, and nl (1 l L) denotes the observed count of the lth blob in 
image I. Given a total of J mixture components and the ith concept ci, the observed vec-
tor I from the concept class ci is assumed to have the following probability:  
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( | ) ( | )
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i i j i j
j

p I w p I θ
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Λ =  (1) 
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,( | )i jp I θ  is the jth mixture component to characterize the class distribution. In this 

paper, we use 
iθ  to denote the mixture parameters of concept class ci and 

,i jθ  to de-

note the parameters of the jth mixture component of the concept class ci. In this study, 
we assume that each mixture component is modeled by multinomial distribution as 
follows: 

, , ,
1

( | ) l

L
n

i j i j l
l

p I θ θ
=

∝∏  (2) 

where 
, , ,1 , ,2 , ,( , ,..., )i j i j i j i j Lθ θ θ θ= , 

, , 0i j l >θ , 
, ,

1

1
L

i j l
l

θ
=

= , and each element 
, ,i j lθ (1 l L) 

represents the probability of the lth blob occurring in the jth mixture component of the 
ith concept class. Now for a total of N concepts, we are given a collection of independ-
ent training images Di (Ii,t Di) for each concept class ci, the parameters in set 

iΛ  can 

be estimated with a maximum likelihood (ML) criterion as follows:  
| |

,
1

argmax log ( | ) argmax log ( | )
i
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D
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t

p D p I
Λ Λ =
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We followed the EM algorithm [13] to estimate the model parameter 
iΛ  with ML 

criterion. In this following, we will use this model as our baseline. Although the mix-
ture model is a simple way to combine multiple simpler distributions to form more 
complex ones, the major shortcoming of mixture model is that there are usually too 
many parameters to be estimated but not enough training images for each concept. In 
cases when there are larger variations among the image examples, more mixture com-
ponents are needed to cover such diversities. This problem is particularly severe for 
natural images that tend to have large variations among them. Furthermore, for more 
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general concepts, there are likely to be larger variations among the images, too.  
Figure 1 shows some images from the general ‘hawaii’ concept class. It is clear a 
large-scale mixture model is needed to model this particular concept. 

     

Fig. 1. Image examples from ‘hawaii’ 

One way to enhance the ML estimates is to incorporate prior knowledge into mod-
eling by assuming the mixture parameters in 

,i jθ as random variables with a joint prior 

density 
0 ,( | )i j ip θ ϕ  with a set of parameters 

iϕ  (often referred to as hyperparameters). 

The posterior probability of observing the training set can now be evaluated as: 
| |
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where a is a scaling factor that depends on Di. In contrast to conventional ML estima-
tion shown in Eq. (3), we can impose a maximum a posterior (MAP) criterion to esti-
mate the parameters as follows: 
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Generally speaking, the definition of the prior density p0 may come from subject 
matter considerations and/or from previous experiences. Due to the complexity of the 
data set for new applications, we often do not have enough experiences to specify the 
hyperparameters. However, in most practical settings, we do have prior domain 
knowledge which describes the dependencies among concepts often in terms of a 
hierarchical structure. Thus based on the posteriori density in Eq. (4), we propose a 
new Bayesian hierarchical multinomial mixture model (BHMMM) to characterize the 
hierarchical concept structure. The basic idea behind the proposed BHMMM is that 
the mixtures from the most dependent concepts share the same set of hyperparameters 
and these concept mixture models are constrained by a common prior density param-
eterized by this set. This is reasonable since given a concept (say, ‘leopard’) the im-
ages from its most dependent concepts (say, ‘tiger’) are often related and can be used 
as prior knowledge. Obviously how to define ‘most dependent’ depends on our prior 
domain knowledge. For example, Fig.2a shows the simplest two-level concept hierar-
chy in which all the concepts (c1, c2, … , cN) are derived from the root node labeled 
‘entity’. The structure of this two-level hierarchical model (TL-HM) is shown in 
Fig.2b, in which all the mixture parameters share only one common prior density with 
the same hyperparameter set

0ϕ .  

The advantage of using such a two-level concept hierarchy is that we don’t need 
any prior domain knowledge. However, the two-level concept hierarchy can not cap-
ture all the concept dependencies accurately. For instance, there is not much 
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‘entity’ 

  

‘c1’    ‘c2’  …     ‘cN’ 

… 

                          

0ϕ  

1,1θ 1,2θ ,..., 1, Jθ  … ,1Nθ , ,2Nθ ,..., ,N Jθ  

    1D              ND  

…

 

(a) Two-level concept hierarchy             (b) Two-level Hierarchical Model (TL-HM) 

   

‘ci’ 

  

‘ci,1’  ‘ci,2’  …  ‘ci,M’ 

… 

                               

iϕ  

,1iθ ,2iθ ,..., ,i Jθ  

            iD  

…

       

      (c) Sub-tree of multi-level concept hierarchy           (d) Multi-level HM (ML-HM) 

Fig. 2. An illustration of the proposed BHMMM 

dependency between the concepts of ‘buildings’, ‘street’ and the concept of ‘tiger’. 
To better model the concept dependencies, we first derive a concept hierarchy through 
WordNet in Section 3.1. Fig. 2c shows a sub-tree of multi-level concept hierarchy in 
which the concepts (ci,1, ci,2, … , ci,M) are derived from their parent node labeled ‘ci’. 
We then extend the two-level to multi-level hierarchical model (ML-HM) by charac-
terizing the prior density parameters for the ith concept mixture model with a separate 
set of hyperparameters

iϕ , as shown in Fig 2d. Then the mixtures from concepts ci,1, 

ci,2, … , ci,M share the same set of hyperparameters
iϕ . Clearly more hyperparameters 

are needed in ML-HM than in TL-HM. We will compare the two models in Section 3. 

3   Hierarchical Models 

3.1   Building Concept Hierarchy 

As discussed in Section 2, we are interested in accurately model the concept dependen-
cies which requires finding relationships between concepts. Ontologies, such as the 
WordNet [11], are convenient specifications of such relationships. WordNet is an elec-
tronic thesaurus to organize the meaning of English nouns, verbs, adjectives and ad-
verbs into synonym sets, and are used extensively in lexical semantics acquisition [9]. 
Every word in WordNet has one or more senses, each of which has a distinct set of 
related words through other relations such as hypernyms, hyponyms or holonyms. For 
example, the word ‘path’ is a concept in our corpus. ‘Path’ has four senses in WordNet 
and each sense is characterized by a sequence of words (hypernyms): (a) path course 

action activity abstract entity; (b) path way artifact object entity; (c) 
path, route line location object entity, and (d) path, track line location
object entity. Thus the key for building a concept hierarchy is to disambiguate the 
senses of words. 

Since the words used as annotations in our data set (Corel CD) are nouns, we only 
use the ‘hypernym’ relation which points to a word that is more generic than a given 
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word in order to disambiguate the sense of words. We further assume that one word 
corresponds to only one sense in the whole corpus. This is reasonable as a word natu-
rally has only one meaning within a context. With this assumption, we adopt the basic 
idea that the sense of a word is chosen if the hypernyms that characterize this sense 
are shared by its co-occurred words in our data set. For example, the co-occurred 
words of ‘path’ are ’tree’, ’mountain’, ‘wall’, ‘flower’ and so on. Thus 
path way artifact object entity is chosen since this sense is mostly shared by 
these co-occurred words of ‘path’. Our approach for disambiguating the senses of 
words is similar to that used in [1]. After this step of word sense disambiguation, 
every word is assigned a unique sense characterized by its hypernyms. Thus, we can 
easily build a multi-level concept hierarchy with ‘entity’ as the root node of the over-
all concept hierarchy.  

3.2   Definition of Prior Density 

Based on the MAP formulation in Eq. (5), three key issues need to be addressed: (i) 
choosing the form of the prior density, (ii) specification of the hyperparameters, and 
(iii) MAP estimation. It is well-known that a Dirichlet density is the conjugate prior 
for estimating the parameters of multinomial distributions so that the posterior distri-
bution has a similar form to the Dirichlet density, which makes it easy to estimate its 
parameters. Such methods have been used successfully in automatic speech recogni-
tion for adaptive estimation of histograms, mixture gains, and Markov chains [6, 9]. 
We adopt Dirichlet distribution as the prior distribution p0 with hyperparameterϕ  (as 

in Figures 2b and 2d), as follows: 
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where
,1 ,2 ,( , ,..., )i i i i Lϕ ϕ ϕ ϕ= , 

, 0i lϕ > ,1 l L, and the hyperparameter 
,i lϕ can be inter-

preted as ‘prior observation counts’ for the lth blob occurring in the ith concept class, 
and ( )xΓ is the Gamma function. As discussed in Section 2, the performances of the 

proposed BHMMM framework depend on the structure of the concept hierarchy. This 
is related to how we intend to specify the hyperparameters. The remaining issue is the 
estimation of hyperparameters which will be addressed next. 

3.3   Specifying Hyperparameters Based on Concept Hierarchy 

We first discuss how to specify hyperparameters based on two-level concept hierar-
chy as shown in Figures 2a and 2b. If we assume that all mixture parameters 

,i jθ  share 

the same set of hyperparameters,
0ϕ , we can then adopt an empirical Bayes approach 

[6] to estimate these hyperparameters. Let 
0 1 2{ , ,..., }ml ml ml

Nθ θ θΘ =  denote the mixture 

parameter set estimated with ML criterion as in Eq. (3). We then pretend to view 
0Θ  

as a set of random samples from the Dirichlet prior
0 0( )p ϕ  in Eq. (6). Thus the ML 

estimate of 
0ϕ  maximizes the logarithm of the likelihood function, 

0 0 0log ( | )p ϕΘ . As 
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pointed out in [10], there exists no closed-form solution to this ML estimate, and the 
fixed-point iterative approach [10] can be adopted to solve for the ML estimate based 
on a preliminary estimate of 

0
oldϕ  that satisfies the following: 

0, 0, , ,
1 1 1

1
( ) ( ) log

L N J
new old ml

l l i j l
l i jN J

ϕ ϕ θ
= = =

Ψ =Ψ +
×

 (7) 

where ( )
( )

d x
x

dx

ΓΨ = is known as the digamma function. More details can be found  

in [10].  
For characterizing multi-level concept hierarchy, we assume that all mixture pa-

rameters 
,i jθ  in the ith concept share the same set of hyperparameters,

iϕ , then we can 

use the data in Di to obtain a preliminary ML estimate 
iθ and pretend to view 

iθ  as a 

set of random samples from the Dirichlet prior
0 ( )ip ϕ  in Eq. (6). Then the ML esti-

mate of 
iϕ  can be solved by maximizing the log-likelihood 

0log ( | )i ip θ ϕ . The above 

fixed-point iterative approach [10] can again be adopted to solve for the ML estimate 
based on a preliminary estimate of old

iϕ  that satisfies the following: 

, , , ,
1 1

1
( ) ( ) log

L J
new old ml
i l i l i j l

l jJ
ϕ ϕ θ

= =

Ψ =Ψ +  (8) 

It is clear that the concept-specific hyperparameter estimate 
iϕ uses less data in Eq. (8) 

than those in Eq. (7) for general hyperparameter estimate
0ϕ .  

3.4   MAP Estimation of Mixture Model Parameters 

With the prior density given in Eq. (6) and the hyperparameters specified in Eq. (7) or 
(8), we are now ready to solve MAP estimation in Eq. (5) as follows:  

By traversing the nodes one by one from left to right in the same level, and from 
root level down to the leaf level, for each node 

ic  in the concept hierarchy: 

♦ Let cip denote the parent node of ci and
0( )ml

ipp ϕ  denote the prior density func-

tion for the mixture model parameters of cip, we have: 

| |

, , , 0
11

argmaxlog ( | ) argmaxlog{ [ [ ( | )]} ( | )
i

i i

D J
map ml
i i i i j i t i j i ip

jt

p D w p I pθ ϕ
Λ Λ ==

Λ = Λ = ∗ Θ∏  (9) 

     where 
,1 ,2 ,( , ,..., )ml ml ml ml

ip ip ip ip Lϕ ϕ ϕ ϕ= , 
, 0ml

ip lϕ > ,1 l L.  

♦ If ci has the child node, then the prior density function 
0( )ip ϕ  for mixture pa-

rameters of ci can be calculated by the approach described in Section 4.  

0 ,argmax log ( | )
i

ml ml
i i j ij

p
ϕ

ϕ θ ϕ= ∏  

    We simply extend the EM algorithm in [13] to solve Eq. (9). Given a preliminary 
estimate of new

iΛ , the EM algorithm can be described as follows:  
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Here |Di| denotes the size of training set Di for ci, ni,t,l (1 l L) denotes the observed 
count of the lth blob in the image Ii,t Di, and 

,( | , )old
i t ip j I Λ  is the probability that the 

jth mixture component fits the image Ii,t, given the parameter old
iΛ .  

4   Testing Setup and Experimental Results 

Following [3, 7], we conduct our experiments on the same Corel CD data set, consist-
ing of 4500 images for training and 500 images for testing. The total number of re-
gion clusters (blobs) is L=500. In this corpus, there are 371 concepts in the training set 
but only 263 such concepts appear in the testing set, with each image assigned 1-5 
concepts. After the derivation of concept hierarchy as discussed in Section 3.1, we 
obtained a concept hierarchy containing a total of 513 concepts, including 322 leaf 
concepts and 191 non-leaf concepts. The average number of children of non-leaf 
concepts is about 3. If a non-leaf concept node in the concept hierarchy doesn’t be-
long to the concept set in Corel CD corpus, then its training set will consist of all the 
images from its child nodes. As with the previous studies on this AIA task, the AIA 
performance is evaluated by comparing the generated annotations with the actual 
image annotations in the test set. We assign a set of five top concepts to each test 
image based on their likelihoods.  

Table 1. Performances of our approaches 

Models 
(mixture number) 

Baseline 
(J=5) 

Baseline 
(J=25) 

TL-HM 
(J=5) 

TL-HM 
(J=25) 

ML-HM 
(J=5) 

ML-HM 
(J=25) 

# of concepts (recall>0) 104 101 107 110 117 122 

Mean Per-concept metrics on all 263 concepts on the Corel dataset 

Mean Precision 0.102 0.095 0.114 0.121 0.137 0.142 

Mean Recall 0.168 0.159 0.185 0.192 0.209 0.225 

Mean F1 0.117 0.109 0.133 0.140 0.160 0.169 

We first compare the performances of TL-HM and ML-HM with the baseline mix-
ture model. In order to highlight the ability to cover large variations in the image set, 
we select two different numbers of mixtures (5 and 25) to emulate image variations. 
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These two numbers are obtained by our empirical experiences. The results in terms of 
averaging precision, recall and F1 are tabulated in Table 1. From Table 1, we can 
draw the following observations: (a) The performance of baseline (J=25) is worse 
than that of baseline (J=5). This is because the number of training image examples are 
same in both cases and we are able to estimate the small number of parameters for 
baseline (J=5) more accurately. This result highlights the limitation of mixture model 
when there are large variations in image samples. (b) The F1 performances of TL-HM 
and ML-HM are better than that of the baseline (J=5). This indicates that the proper 
use of prior information is important to our AIA mixture model. (c) Compared with 
TL-HM (J=5, 25), ML-HM (J=5, 25) achieves about 20% and 21% improvements on 
F1 measure. This shows that the use of concept hierarchy in ML-HM results in more 
accurate estimate of prior density, since ML-HM permits a concept node to only in-
herit the prior information from its parent node. Overall, ML-HM achieves the best 
performance of 0.169 in terms of F1 measure. 

Table 2. Performances of state-of-the-art AIA models 

Models CO [8,12] TR [3,8] CMRM [7,8] HC [14] 

#concepts with recall>0 19 49 66 93 

Mean per-concept results on all 263 concepts on the Corel dataset 

Mean Per-concept Precision 0.020 0.040 0.090 0.100 

Mean Per-concept Recall 0.030 0.060 0.100 0.176 

For further comparison, we tabulate the performances of a few representative state-
of-the-art AIA models in Table 2. These are all discrete models which used the same 
experimental settings as in Table 1. From Table 2, we can draw the following obser-
vations: (a) Among these models, HC achieved the best performance in terms of pre-
cision and recall measures, since HC also incorporated the concept hierarchy derived 
from the WordNet into the classification. This further reinforces the importance of 
utilizing the hierarchical knowledge for AIA task. (b) Compared with HC which used 
only one mixture for each concept class and adopted ML criterion to estimate the 
parameters, HM-ML (J=25) achieved about 40% and 28% improvements on the 
measure of mean per-concept precision and mean per-concept recall respectively. 
This demonstrates again that HM-ML is an effective strategy to AIA task. 

To analyze the benefits of our strategies, we perform a second test by dividing the 
testing concepts into two sets – designated as primitive concept (PC) and 
 

Table 3. Performances of our approaches in PC and NPC 

Models  
(mixture components) 

Baseline 
(J=5) 

TL-HM 
(J=25) 

ML-HM 
(J=25) 

Baseline 
(J=5) 

TL-HM 
(J=25) 

ML-HM 
(J=25) 

Concept Split Results with 137 concepts in PC Results with 126 concepts in NPC 

#concepts (recall>0) 44 45 49 60 65 73 

Mean Per-concept F1 0.099 0.116 0.141 0.133 0.162 0.196 
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non-primitive concept (NPC) sets. The PC concepts, such as ‘tiger’, ‘giraffe’ and 
‘pyramid’, have relatively concrete visual forms. On the other hand the NPC con-
cepts, such as ‘landscape’, ‘ceremony’ and ‘city’, do not exhibit concrete visual  
descriptions. The total number of concepts is 137 and 126 for NPC and PC sets  
respectively. We expect the use of ML-HM that utilizes the concept hierarchy to be 
more beneficial to the concepts in the NPC set than those in the PC set. In this test, we 
select the best performing system in each category, namely Baseline (J=5), TL-HM 
(J=25) and ML-HM (J=25). The results on the PC and NPC sets are presented in 
Table 3 for the F1 measure. It is clear that ML-HM (J=25) achieves the best perform-
ance on the NPC set among the three cases. ML-HM can detect 13 more concepts on 
the NPC set as compared to the baseline but only 5 more concepts on the PC set. In 
terms of the F1 measure, ML-HM achieves about 47% and 42% improvement over 
the baseline on the NPC and PC sets respectively. Overall, both ML-HM and TL-HM 
outperform the Baseline on both the PC and NPC sets. The ML-HM model, being 
able to take full advantage of the multi-level concept structure to model the concepts 
in the NPC set, performs better than TL-HM model. 

Table 4. Mean number of training examples 

 
Concept Split  

(1) NPC 
#concepts  
(recall>0)

(2) NPC 
#concepts  
(recall=0) 

(3) PC 
#concepts 
(recall>0) 

(4) PC 
#concepts 
(recall=0) 

Number of concept classes  
in each group 

77 49 54 83 

Mean number of training exam-
ples for each concept class 

103.34 19.25 98.11 12.35 

To analyze the effect of the number of training examples on the performances, we 
further analyze the results by splitting the testing concepts into four groups, two con-
cept groups for NPC with recall>0 and recall=0, and two concept groups for PC with 
recall>0 and recall=0. In arriving at the number of concept classes of 77 (or 54) for 
NPC (or PC), we simply combine all the classes with recall>0 obtained from the three 
methods (Baseline TL-HM and ML-HM). From the results presented in Table 4, the 
mean number of training examples from (1) and (3) is significantly more than that in 
(2) and (4). Although we didn’t investigate the qualitative relationships between the 
number of training examples and the performances, this result clearly states that if the 
number of training examples is too small, our proposed BHMMM could not achieve 
good performances. So from this perspective, how to acquire more training examples 
for concept classes is an important problem which we will tackle in our future work. 

5   Conclusion 

In this paper, we incorporated prior knowledge into hierarchical representation  
of concepts to facilitate modeling of multi-level concept structures. To alleviate  
the potential difficulties arising in estimating too many parameters with insufficient 
training images, we proposed a Bayesian hierarchical mixture model framework. By 
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treating the mixture model parameters as random variables characterized by a joint 
conjugate prior density, it facilitates a statistical combination of the likelihood func-
tion of the available training data and the prior density of the concept parameters into 
a well-defined posterior density whose parameters can now be estimated via a maxi-
mum a posteriori criterion. On the one hand when no training data are used, MAP 
estimate is the mode of the prior density. On the other hand when a large of amount of 
training data is available the MAP estimate can be shown to asymptotically converge 
to the conventional maximum likelihood estimate. This desirable property makes the 
MAP estimate an ideal candidate for estimating a large number of unknown parame-
ters in large-scale mixture models. Experimental results on the Corel image dataset 
show that the proposed BHMMM approach, using a multi-level structure of 371 con-
cept with a maximum of 25 mixture components per concept, achieves a mean F1 
measure of 0.169, which outperforms many state-of-the-art techniques for automatic 
image annotation. 
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Abstract. Learning a good ranking function plays a key role for many
applications including the task of (multimedia) information retrieval.
While there are a few rank learning methods available, most of them
need to explicitly model the relations between every pair of relevant and
irrelevant documents, and thus result in an expensive training process
for large collections. The goal of this paper is to propose a general rank
learning framework based on the margin-based risk minimization princi-
ple and develop a set of efficient rank learning approaches that can model
the ranking relations with much less training time. Its flexibility allows
a number of margin-based classifiers to be extended to their rank learn-
ing counterparts such as the ranking logistic regression developed in this
paper. Experimental results show that this efficient learning algorithm
can successfully learn a highly effective retrieval function for multimedia
retrieval on the TRECVID’03-’05 collections.1

1 Introduction

Many applications have to present their results in form of ranked lists, such
as information retrieval that sorts documents according to their relevance to
the query and collaborative filtering that sorts items for a user based on the
rating provided by other users. All of these applications can benefit if we can
automatically learn a better ranked list from some given training examples. In
this paper, we specifically consider such a rank learning problem in the context
of information retrieval and evaluate it using multimedia retrieval collections.
Typically, the training data of a retrieval system include a set of queries, a set
of retrieved documents for each query and relevance judgments that manually
label some pairs of queries and retrieved documents as relevance and others as
irrelevance. Our task is to learn a retrieval utility function to rank the documents
using the manual relevance judgments of the training queries.

Previous retrieval models usually cast rank learning into a binary classification
problem that treats the relevant query-document pairs as positive data and
1 This research is partially supported by Advanced Research and Development Activ-

ity (ARDA) under contract number H98230-04-C-0406 and NBCHC040037, and by
the National Science Foundation under Grant No. IIS-0535056.

H. Sundaram et al. (Eds.): CIVR 2006, LNCS 4071, pp. 113–122, 2006.
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irrelevant pairs as negative data. Some examples include the generative models
used in the binary independence model [1] and the discriminative models such
as the maximum entropy model [2]. Despite its great successfulness, converting
retrieval into classification might suffer from several disadvantages. For example,
since the classification accuracy has no direct relationship with the retrieval
measure, a learning algorithm that can achieves a high classification accuracy
might not produce a good performance in terms of ranking. Therefore, there are a
few recent attempts to develop learning algorithms that can explicitly account for
ranking relations in information retrieval [3,4,5,6,7]. Most of these rank learning
approaches attempt to model the pairwise ranking preferences between every pair
of relevant and irrelevant training examples. They are built on a solid foundation
because it has been shown that minimizing the discordant pairs of examples are
closely related to the commonly used ranking criteria. However, the effort of
modeling every pair of examples often leads to a prohibitive learning process
and thus limits their applications in practice.

In this paper, we propose a general rank learning framework based on the
principle of margin-based risk minimization, which can be generalized to a large
family of rank learning approaches such as Ranking SVMs [3] and RankBoost [4].
To make the optimization less computational intensive but still keep the ability
to model the ranking relations between examples, we further propose an ap-
proximate but efficient rank learning framework by bounding the pairwise risk
function. In particular, we designed a new learning algorithm called ranking lo-
gistic regression(RLR) by plugging in the logit loss function. Experiments show
that this efficient learning algorithm can successfully learn a highly effective
retrieval function for multimedia retrieval on the TRECVID’03-’05 collections.

2 Related Work

The wide range of applications for rank learning has inspired numeric approaches
to handle this problem especially in the context of information retrieval. One
typical direction of rank learning is to formulate it into an ordinal regression
problem, i.e., mapping the labels to an ordered set of numerical ranks. Herbrich et
al. [8] model the ranks as intervals on the real line, and optimize the loss function
based on the true ranks and features. Following the similar idea, “PRank” [9]
is developed based on an online linear learning algorithm called perceptron that
uses one example at a time to update the linear feature weights. The ordinal
regression formulation has been proven to be effective in the task of collaborative
filtering. However, it might not be suitable for retrieval because the absolute
rankings over documents are usually expensive to collect and users are less willing
to provide such a detailed feedback in practice. Moreover, all the objects in
ordinal regression have to be ranked in the same scale. But for retrieval, the
ranking relationships only need to be consistent within a query which can greatly
reduce the number of constraints.

As an alternative of learning the absolute numerical ranks, the approaches
that model the relative ranking preferences between pairs of training data has
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also been investigated recently. In the setting of collaborative filtering, Freund et
al. [4] proposed the RankBoost algorithm which learns to rank a set of objects
by combining multiple “weak” classifiers to build up a more accurate composite
classifiers. The ranking SVMs proposed by Joachims [3] is constructed on a risk-
minimization framework with the goal to minimize the number of misorderings
between the predicted ranks and target ranks. Bearing resemblance to the com-
mon classification SVMs, ranking SVMs can be solved with similar optimization
techniques. Based on a simple probabilistic cost function, Burges et al. [5] in-
vestigated a gradient descent method called RankNet to learn ranking functions
with a neural network implementation. More recently, Chua et al. [6] developed
a ranking maximal figure-of-merit(MFoM) algorithm by maximizing the area
under the ROC curve. This approach has gained its success in the domain of
video semantic feature extraction. In essence, aforementioned rank learning al-
gorithms transform ranks into a set of pairwise relationships between relevant
and irrelevant examples and thus cast it into a classification problem built on
example pairs. However, above algorithms usually suffer from a expensive train-
ing process due to the explosive amount of training data after coupling each
relevant and irrelevant documents, especially when the number of underlying
training documents is large. For example, a query with 100 relevant documents
and 900 irrelevant ones will result in 90,000 pairs of training examples, which is
computationally intensive for many learning algorithms. It would be helpful to
develop an efficient rank learning algorithm that is able to capture the ranking
relationship while with a less learning time.

3 A Margin-Based Framework for Learning Ranks

We begin by introducing the basic notations and terminologies used in this work.
The term document is referred to as the basic unit of retrieval throughout this
paper. For example, in the TRECVID video retrieval task, the documents stands
for video shots. A query collection Q contains a set of queries {q1, ..., qt, ..., qMQ}
where qt can have either a set of keywords, a detailed text descriptions or even
possibly image, audio, video query examples. A search collection D contains a
set of documents {d1, ..., dj , ..., dMD }. D+

q is the collection of relevant documents
and D−

q is the collection of irrelevant documents for query q. M+
D and M−

D are the
number of documents in each collection. For each query q and document d, we can
generate a bag of ranking features denoted as fi(d, q), i = 1..N . For instance, in
the context of multimedia retrieval, the features can be generated from multiple
knowledge sources including either the uni-modal retrieval experts built from
various modalities or the indexing of predefined semantic video concepts.

Formally, a ranking (partially ordered list) is a binary relation defined on
D × D with the properties of weak ordering. The goal of a retrieval system is
to find a ranking function rf to approximate the optimal ranking r∗, where rf

means the documents are sorted in a descending order of the retrieval func-
tion f(di, q). But the prerequisite of optimizing the ranking function is to define
an appropriate similarity measure between two rankings. As pointed out by
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Joachims [3], Kendall’s τ is one of the most frequently used criteria to compare
ordinal correlations of two random variables. To explain the Kendall’s τ measure,
let us define concordant pairs as the document pair (di, dj) when r1 and r2 agree
on their orders, otherwise discordant pairs. Based on the number of discordant
pairs Q, Kendall’s τ can be defined as τ(r1, r2) = 1 − 4Q

MD(MD−1) . In the case of
binary relevance scale, i.e., all of the documents are judged as either relevant or
irrelevant, maximizing τ(r1, r2) is the same as minimizing the average ranks of
relevant documents. Since the definition of Kendall’s τ only depends on Q, max-
imizing the τ(r1, r2) is also equivalent to minimizing the number of inversions Q.
More importantly, the inverse of Q provides a lower bound of another frequently
used performance measure in information retrieval called average precision [3].
Therefore, it is reasonable to develop a rank learning algorithm that attempts
to minimize the number of inversions between the predicted ranking rf and the
target ranking r∗ in the training data.

In information retrieval, most of the learning approaches simplify the rank
learning to be a binary classification problem and many of them can be derived
from a learning framework that aims at minimizing the following regularized
empirical risk [10],

min
f

Rreg(f) =
MQ∑
t=1

MD∑
j=1

L(yjf(dj , qt)) + νΩ(‖f‖H), (1)

where yj is the binary relevance label for jth training document dj , L is the
empirical loss function, Ω(·) is some monotonically increasing regularization
function and ν is the regularization constant. The component of yf(d, q) is usu-
ally called “margin” in the literature [10] and hence the learning framework
is called margin-based risk minimization framework. However, such a classifi-
cation framework might have difficulties in dealing with the retrieval task. For
example, because there are only a small fraction of relevant examples in the
collection and many others are left as irrelevant ones, a classification algorithm
that always provides negative prediction will unfortunately achieve a high pre-
dictive accuracy. Moreover, the classification accuracy has no relationship with
the retrieval measure such as average precision. Maximizing the classification ac-
curacy does not necessarily imply a higher ranking effectiveness. To address this
issue, we can consider switching the learning criterion to optimize the number
of discordant pairs Q between the predicted ranking and the target ranking, i.e.,∑

qt

∑
dj∈D+

qt

∑
dk∈D−

qt
I(f(dj , qt)−f(dk, qt)) where I(·) is the indicator function.

Unfortunately, a direct optimization on the general form of above equation has
been shown to be NP-hard. But following the similar idea of margin-based risk
minimization, we can replace the binary misclassification error I(·) into a contin-
uous, convex and monotonically decreasing loss function L(·) in an attempt to
facilitate the learning process. By introducing an additional regularization term,
we can obtain the following unified margin-based rank learning framework,

min
f

RRreg(f) =
∑
qt∈Q

∑
dj∈D+

qt

∑
dk∈D−

qt

L(f(dj , qt) − f(dk, qt)) + νΩ(‖f‖H)
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=
∑
qt∈Q

∑
dj∈D+

qt

∑
dk∈D−

qt

L

(
n∑

i=1

λi[fi(dj , qt) − fi(dk, qt)]

)
+ νΩ(‖f‖H), (2)

where the retrieval function f(dj , q) is expressed as a linear function of the
ranking features due to its retrieval effectiveness and simple presentation, i.e.,
f(dj , q) =

∑n
i=1 λifi(dj , q). By optimizing the risk function, we can compute

the risk minimization estimator λ∗
i for each ranking feature fi(dj , q). With dif-

ferent choices of loss functions and regularization terms, a large family of rank
learning algorithms can be derived from Eqn(2). For example, ranking sup-
port vector machines can be obtained by setting loss function to be the hinge
loss and regularization factor to be ‖w‖2

2. RankBoost can be viewed as a rank
learning algorithm with the exponential loss function. A recent proposed lin-
ear discriminant ranking model(LDM) [7] can be derived by using a binary
loss function without regularization terms and setting f(dj , q) to be a linear
function.

The rank learning framework presented in Eqn(2) lends itself to another ad-
vantage over the margin-based classification framework. Before further discus-
sions, let us define a useful property called rank consistency,

Definition 1 (Rank consistency). If a risk minimization estimator λ∗
i satis-

fies the following conditions: 1) λ∗
i ≥ 0 when ∀dj ∈ D+

q , ∀dk ∈ D−
q , fi(dj , q) ≥

fi(dk, q), and similarly 2) λ∗
i ≤ 0 when fi(dj , q) ≤ fi(dk, q), we will call the es-

timator is consistent with the data ranking. Note that we assume fi(·) does not
take a trivial constant value.

It is intuitive to expect the parameters estimated from a rank learning algorithm
to satisfy the property of rank consistency. For instance, let us assume the bi-
nary outputs of an anchor person detector is one of the ranking features in the
multimedia retrieval system, where fa = 0 means no anchor available and fa = 1
otherwise. For a specific query, if we find all of the relevant documents do not
contain any anchor shots, i.e., fa(dj , q) ≤ fa(dk, q), then it is naturally to expect
the corresponding weight λa to be lower than 0, because a negative λa can push
the relevant examples closer to the top ranked positions.

Unfortunately, simple margin-based classifiers do not offer any guarantees
on this intuitive property. In other words, for a ranking feature, even when its
values in the relevant documents are always lower than that in the irrelevant
documents, the corresponding weight estimator can still be positive. This is be-
cause general classification algorithms did not take the ranking information into
consideration and the violation of rank consistency might sometimes provide bet-
ter separability between positive/negative examples rather than better retrieval
performance. In contrast, the proposed margin-based rank learning framework
preserves such a property, namely, the λ∗ learned from Eqn(2) is always con-
sistent with the data ranking if L(·) is a monotonically decreasing function.
The proof is given in Appendix. This fact further explains why the proposed
margin-based rank learning framework is a better candidate for the retrieval
problem.
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4 Efficient Rank Learning Algorithms

The above margin-based rank learning framework is quite general, but as men-
tioned before, optimizing the pairwise risk function in Eqn(2) in a brute force
manner need to take care of an explosive number of training pairs between every
relevant and irrelevant documents. Therefore, it is desirable to develop a more
efficient algorithm to speed up the learning process. In this section, we will de-
scribe one of such types of efficient learning algorithms derived from the general
rank learning framework. Unless stated otherwise, the following discussions as-
sume the loss function L(·) is convex and satisfies 2L(x/2) ≥ L(x). Under this
assumption2, we can have the following inequality,

RRprox(f) ≥ RR′
reg(f) ≥ 1

2
[RRprox(f) − RRprox(−f)], (3)

where RR′
reg(f) is the pairwise ranking risk defined in Eqn(2) without the regu-

larization factor and RRprox(f) is the approximate ranking risk function based
on a shifted retrieval function fα(dj , q) =

∑n
i=1 λi[fi(dj , q) − αi],

RRprox(f) =
∑
qt

{ ∑
dj∈D+

qt

M−
DL (fα(dj , qt)) +

∑
dk∈D−

qt

M+
DL (−fα(dk, qt))

}
. (4)

The proof of inequality Eqn(3) is provided in the Appendix. Both bounds are
tight in the sense that all three parts are equal when L(·) is a linear function.
Therefore, in lieu of optimizing the pairwise ranking function, we can consider
minimizing the RRprox(f) as a reasonable surrogate. Meanwhile, it is instruc-
tive to compare and contrast RRprox(f) with the margin-based classification risk
function presented in Eqn(1). As can be seen, if we set the label y of dj to be +1
and that of dk to be -1 in Eqn(1), these two risk functions have a similar form
with each other. Therefore, minimizing RRprox(f) has a small computational
complexity O(M+

D + M−
D ), which is much faster than minimizing the pairwise

ranking risk function with a complexity O(M+
DM−

D ). However, RRprox(f) also
bears some major differences with the classification risk Rreg, because (1) it
weights the relevant documents more heavily by a ratio of M−

D/M+
D ; (2) it drops

the constant feature term, which is usually available for classification to capture
the shifts of decision boundary; 3) it shifts each feature vector by the parame-
ter αi. These differences has made the RRprox(f) a better choice for the rank
learning such as the advantage of balanced data distributions.

In the following implementation, we specially adopt the logit loss LR(x) =
log(1 + exp(−x)) as the empirical loss function due to its retrieval effectiveness
and optimization simpleness. But before proceeding we need to decide the value
of the shifting parameters α. One idea is choose α to minimize the gaps between
the lower bound and the upper bound, i.e., minα[RRprox(f) + RRprox(−f)]/2
so as to make RRprox a tight approximation for RR′

reg. We approach this by
utilizing the inequality LR(x) + LR(−x) ≤ 2 + |x| and thus we can transform
the optimization problem into a series of minimization problem w.r.t. each αi,
2 This is a very general condition with a large family of loss functions satisfied, such

as the hinge loss(SVMs), logistic loss and binary loss function.
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min
αi

∑
qt

{ ∑
dj∈D+

qt

M−
D |fi(dj , qt) − αi| +

∑
dk∈D−

qt

M+
D |fi(dk, qt) − αi|

}
. (5)

The optimal estimator α∗
i can be written as follows,

α∗
i = median

∀j,t

fi(dj , qt)
M−

D

∪
∀k,t

fi(dk, qt)
M+

D

, (6)

where {x}n denote a set of n elements with the same value x. By substituting
the optimal α∗

i and the logit loss into Eqn(4), we can proceed to optimize the
combination parameter λ∗

i as follows,

min
λ

qt dj∈D+
qt

M−
DLR

i

λif
∗
ijt +

dk∈D−
qt

M+
DLR −

i

λif
∗
ikt + ν

i

λ2
i , (7)

where f∗
ijt = fi(dj , qt)−α∗

i . The optimal estimation of λi can be achieved by using
any gradient descent methods such as iterative reweighted least squares(IRLS)
algorithm [11]. We also prove in the Appendix that the estimation from Eqn(7)
is consistent with the data ranking. In the rest of the paper, we will call this
algorithm ranking logistic regression(RLR).

5 Experiments

Our experiments are designed based on the guidelines of the manual retrieval
task in the TREC video retrieval evaluation(TRECVID), which requires an au-
tomatic video retrieval system to search relevant documents without any human
feedbacks. To evaluate the proposed learning algorithms, we used TRECVID’03-
’05 video collections which officially provide 25 multimodal queries and around
70,000 shots every year3. Each of these video collections is split into a develop-
ment set and a search set chronologically by source. For each query topic, the
relevance judgment on the search set was provided officially by NIST and the
judgment on the development set was collaboratively collected by several human
annotators using the Informedia client [13]. Although we cannot guarantee all
the relevant shots can be found in the development set, this collection effort gen-
erally provides a high coverage for the relevance data based on our experience.
As the building blocks of the retrieval task, we generated a number of ranking
features on the search set including 14 high-level semantic features learned from
development data (face, anchor, commercial, studio, graphics, weather, sports,
outdoor, person, crowd, road, car, building, motion), and 5 uni-modal retrieval
experts (text retrieval, face recognition, image-based retrieval based on color,
texture and edge histograms). The detailed descriptions on the feature genera-
tion can be found in [13].

We compare four different types of algorithms on all three video collections in
Table 1, i.e., logistic regression(LR), ranking logistic regression(RLR), full rank-
3 Information about these collections can be found at the TRECVID web site [12].
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Table 1. Retrieval performance on TRECVID’03 - ’05 data. TrainAP is the mean
average precision on the development set. TestAP is the mean average precision on the
search set. Prec10, Prec30 and Prec100 indicate the mean precisions at the top 10, 30
and 100 retrieved shots on the search set.

Data Algorithms TrainAP TestAP Prec10 Prec30 Prec100

t05

F-RLR 0.453 0.217 0.535 0.451 0.341
RLR 0.447 0.217 0.529 0.433 0.341
LR 0.389 0.207 0.506 0.433 0.341
NB 0.409 0.204 0.535 0.410 0.334

t04

F-RLR 0.292 0.143 0.269 0.262 0.192
RLR 0.283 0.141 0.269 0.264 0.192
LR 0.261 0.132 0.238 0.241 0.184
NB 0.236 0.129 0.231 0.215 0.182

t03

F-RLR 0.379 0.189 0.433 0.360 0.221
RLR 0.371 0.186 0.433 0.342 0.224
LR 0.358 0.185 0.431 0.358 0.229
NB 0.348 0.181 0.344 0.338 0.230

ing logistic regression(FRLR) which directly optimizes the pairwise risk function
in Eqn(2) and näıve Bayes(NB) [1] which is an example of the generative retrieval
models. For each algorithm, we learned the combination weights on a per query
basis using the development data. To reduce the learning complexity, we choose
the top 1000 shots with the highest text retrieval scores as the training examples.
The learned models are evaluated based on the same query using the search set.
By averaging the performance on all queries, we report the retrieval performance
in terms of the mean average precision(MAP) and precision at top 10, 30 and 100
retrieved shots. To guarantee the learning process being supported by sufficient
training data, we intentionally removed the queries with less than 10 positive
examples in the training process, which typically decrease the query number to
around 20 for each data collection. As shown in Table 1, the discriminative mod-
els such as LR are usually superior to the generative model, i.e., NB, in terms
of both the training/testing MAP on three collections. Among the discrimina-
tive models, the ranking versions of LR provide an additional 3-6% boost on
the training MAP and 1% boost on the testing MAP compared with LR, which
demonstrated the benefits of ranking-based learning in multimedia retrieval. The
less significant improvement in the search set is partially due to the insufficiency
of the training data for a single query. Since the difference between RLR and
LR is not statistically significant, further experiments might be needed to verify
the performance improvement of the proposed methods on other information
retrieval tasks. Finally, we also observe that RLR, as an efficient approximation
of its fully optimization version FRLR, achieved a fairly close performance to
FRLR. Their differences on MAP are always less than 1% on three collections,
which demonstrates RLR is a reasonable approximation for its fully optimization
counterpart with a ten-fold speedup in the learning process.
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6 Conclusions

This paper presents a general margin-based rank learning framework for the
information retrieval task, which aims to optimize the number of discordant
pairs between the predicted ranking and the target ranking rather than mini-
mizing the classification errors. We also propose an efficient approximation for
the margin-based rank learning framework which can significantly reduce the
computational complexity with a negligible loss in the performance. Both the
exact and approximated rank learning algorithms are able to preserve the rank
consistency in the data while the binary classification is not. Our experiments on
three TRECVID collections demonstrate the superiority of the proposed rank
learning algorithms over the generative/discriminative classification algorithms
in the context of retrieval tasks. As the future work, we can consider extending
the experiments to the other types of loss functions such as the hinge loss func-
tion and other scenarios related to ranking optimization such as collaborative
filtering and modeling implicit user feedback.
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Appendix

Theorem 1. The risk minimization estimators λ∗ learned from both the margin-
based rank learning framework presented in Eqn(2) and the ranking logistic re-
gression algorithm presented in Eqn(7) are consistent with the data ranking.

Proof: Let us first consider the Eqn(2). When there is a ranking feature fa

satisfies fa(dj , qt) ≥ fa(dk, qt), ∀qt, ∀dj ∈ D+
qt, ∀dk ∈ D−

qt, we can prove λ∗
a is

not lower than 0 by contradiction. Assume λ∗
a < 0 in this case, since L(·) is

monotonically decreasing, we can have

L
i�=a

λifijt + λ∗
afajt ≥ L

i�=a

λifijt + (−λ∗
a)fajt , ∀j, t (8)

where fijt = fi(dj , qt) − fi(dk, qt) and fajt ≥ 0 with at least one faj′t′ > 0.
Therefore, this leads to a contradiction that λ∗

a is a risk minimization estimator.
The case of fa(dj , q) ≥ fa(dk, q) can be proved similarly. This complete the proof
for Eqn(2).

Next let us consider the Eqn(7). When there is a ranking feature fa sat-
isfies fa(dj , qt) ≥ fa(dk, qt), ∀qt, ∀dj ∈ D+

qt, ∀dk ∈ D−
qt, we are sure that the

optimal α∗
i ∈ [max(fa(dk, qt)), min(fa(dj , qt))], because there are exactly M+

D ·
M−

D elements larger than min(fa(dj , qt)) and M+
D · M−

D elements smaller than
max(fa(dk, qt)) in the union set of the right hand side of Eqn(6). Therefore, for
all dj , the shifted ranking feature f∗

ijt = fi(dj , qt) − α∗
i ≥ 0. Similarly, for all

dk, the shifted ranking feature −f∗
ikt ≥ 0. This recovers to the setting discussed

above and thus we can have λ∗
a ≥ 0. The case of fa(dj , q) ≥ fa(dk, q) can be

proved similarly. This complete the proof for Eqn(7).

Theorem 2. If 2L(x/2) ≥ L(x), the inequality shown in Eqn(3) holds.

Proof: We first provide a useful lemma as follows as a basis to prove the in-
equalities: for any A, B ∈ R, based on the condition of 2L(x/2) ≥ L(x) and
the convexity of L, we can have L(A) + L(B) ≥ 2L(A+B

2 ) ≥ L(A + B). On the
other hand, we can slightly modify the lemma to be L(A + B) + L(−A) ≥ L(B)
and L(A + B) + L(−B) ≥ L(A). Summing both inequalities together yields,
L(A+B) ≥ 1

2 (L(A)+L(B)−L(−A)−L(−B)). Next we go ahead to show the in-
equalities shown in Eqn(3) holds. If we set A = fα(dj , q) =

∑n
i=1 λi[fi(dj , q)−αi]

and B = −fα(dk, q), both lemmas can be rewritten as,

L(fα(dj , q)) + L(−fα(dk, q)) ≥ L(f(dj , q) − f(dk, q))
≥ 1

2 [L(fα(dj , q)) + L(−fα(dk, q)) − L(−fα(dj , q)) − L(fα(dk, q))] (9)

By summing all of the cases when ∀qt, ∀dj ∈ D+
qt, ∀dk ∈ D−

qt on both sides, we
can get RRprox(f) ≥ RR′

reg(f) ≥ 1
2 [RRprox(f) − RRprox(−f)].
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Abstract. Interactively learning from a small sample of unlabeled ex-
amples is an enormously challenging task. Relevance feedback and more
recently active learning are two standard techniques that have received
much attention towards solving this interactive learning problem. How to
best utilize the user’s effort for labeling, however, remains unanswered. It
has been shown in the past that labeling a diverse set of points is helpful,
however, the notion of diversity has either been dependent on the learner
used, or computationally expensive. In this paper, we intend to ad-
dress these issues by proposing a fundamentally motivated, information-
theoretic view of diversity and its use in a fast, non-degenerate active
learning-based relevance feedback setting. Comparative testing and re-
sults are reported and thoughts for future work are presented.

1 Introduction

An enormous challenge in interactive image and video retrieval is correlating the
user-dependent interpretation of image-content with low-level visual descriptors,
closing the so-called semantic gap. Relevance feedback has garnered much atten-
tion in the past decade in attempting to reach this goal [1][2][3][4]. At its heart,
relevance feedback suffers from the small sample learning problem [5]. Rankers
or classifiers must learn in high-dimensional feature spaces with only a handful
of labeled training examples. Consequently, many potential discriminating ob-
servations go unlabeled. As an additional practical consideration, because these
systems have a user in the loop, they must also be quick and robust to change.
In recent years, attention has been given to systems that employ active learning
to address these challenges.

Active learning is a paradigm that proposes ways to incrementally learn from
unlabeled data, provided the system has available to it an oracle, an entity which
knows the correct labeling of all examples [6][7]. Given an initial weak ranker or
classifier, the oracle labels a set of points the systems deems to be most infor-
mative, the pool query set. The information provided from this labeling can then
be used to update the system and this process can be repeated indefinitely to
improve the accuracy of those points in the returned or resultant set. Traditional
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relevance feedback can be seen as a degenerate case of active learning as the set
of top-k returned points serves both as the returned and pool query sets. Using
a unique pool query set, however, has been shown to improve performance [8].

Whether we use the traditional or active learning-based paradigm, the user
is often asked to label examples which are quite similar to one another, often
times as a result of examples clustering in the same area of the feature space.
In a small-sample setting, especially when the users and systems effort is at a
premium, it makes more sense for the user to label a diverse set of points for
each pool-query rather than many similar points which are, in comparison, much
less informative. There have been a handful of techniques which have addressed
this issue.

In the traditional relevance feedback scenario, NECs PicHunter [9] cast di-
versity for image retrieval as matter of exploration versus exploitation. Utilizing
Bayesian relevance feedback techniques, they ask users to label images with low-
posterior probability in addition to those with high probability. This notion of
diversity relies on the probabilistic modeling for it’s calculation, however, which
tends to limit its general application. The CLUE system of [10] also realizes
that images tend to be semantically clustered in the vicinity of query images. To
this end, they propose a local-neighborhood based clustering approach to more
efficiently present diverse information for labeling by the user. This clustering
must occur for every round of feedback, however, and the computational load of
doing so may in some cases outweigh the improved retrieval results.

From a purely active learning viewpoint, one of the first works to incorporate
diversity sampling was [11] and subsequently [12] where the notion of angu-
lar diversity was investigated for support vector machines (SVMs). The idea
of using angular diversity in particular, however, was motivated specifically by
the version-space reduction requirements inherent in SVM active learning. It is
not clear whether this specialized measure of diversity is suitable for general
problems.

In this work, we motivate and introduce a more general notion of diversity
based on information-theoretic concepts, and apply it to a fast, non-degenerate
active learning scheme for relevance feedback based on query-point refinement
which, to our knowledge, is a scenario that has not received much attention in
the past.

The rest of the paper is organized as follows: Section 2 motivates our measure
of diversity and leads into Section 3 which presents the active learning based
algorithm built around it. Experimental results and thoughts for future study
are presented in Sections 4 and 5 respectively.

2 Information-Theoretic Diversity

To motivate the discussion of our active learning framework, we will first de-
fine a basic diversity measure, based on Shannon’s entropy [13]. It’s intuitively
attractive to associate high entropy with diversity, as entropy is essentially a
measure of randomness. For any continuous random variable, X, which takes a
particular value x, entropy is defined as
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h(x) = −
∫

p(x) log (p(x)) = −E [log (p(x))] (1)

where E[·] is the expectation (mean) operator. Calculating entropy in practice in-
volves density estimation, as the underlying probabilities are usually not known.
Given a set of points,{xi}N

i=1, we can approximate the expectation in (1) by the
sample mean so that

h(x) ≈ − 1
N

N∑
i=1

log (p(xi)) (2)

which by the Law of Large Numbers approaches the actual mean in the limit as
N → ∞. We are still left with the problem of estimating the distribution, p(x).
Through Parzen density estimation

p(x) =
1
N

N∑
i=1

K(x,xi) (3)

where K is the Parzen window.
Substituting this estimate of the density into (2), we now define a new quantity

called empirical entropy

he({xi}N
i=1) = − 1

N

N∑
i=1

log

⎛⎝ 1
N

N∑
j=1

K(xi,xj)

⎞⎠ (4)

Expanding this equation, we arrive at the final expression for empirical
entropy:

he({xi}N
i=1) =

1
N

log(N) − 1
N

N∑
i=1

log

⎛⎝ N∑
j=1

K(xi,xj)

⎞⎠ (5)

For all testing and experimentation, we used the Gaussian radial basis kernel

K(x,xi) =
exp
(− 1

2 (x − xi)T Σ−1(x − xi)
)

(2π)−
d
2 |Σ|− 1

2
(6)

with isotropic covariance matrix Σ = σI.
Before utilizing empirical entropy in an active learning algorithm, it is worth

examining this quantity in a bit more detail. To gain better insight into entropy
as a general measure of diversity, we present the following theorem.

Theorem 1. If he({xi}N
i=1) denotes the empirical entropy of {xi}N

i=1, then a
large upper bound on this value corresponds to large distances and angles between
mutual paris of points in the sample set {xi}N

i=1.
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Proof. By definition of empirical entropy in Eqn. 4,

he({xi}N
i=1) = − 1

N

N∑
i=1

log

⎛⎝ 1
N

N∑
j=1

K(xi,xj)

⎞⎠
The logarithm function is concave and applying Jensen’s Inequality, we obtain

he({xi}N
i=1) ≤ − 1

N2

N∑
i=1

N∑
j=1

log (K(xi,xj))

Assuming K(xi,xj) is a Gaussian Kernel as in Equation (6) we obtain,

he({xi}N
i=1) ≤ 1

2N2

N∑
i=1

N∑
j=1

(d log(2π) +

log |Σ| + (xi − xj)T Σ−1(xi − xj)

Observe that the third term on the right-hand side in the above equation is
equivalent to the canonical inner product of

〈(x′
i,x

′
j)〉 = (xi − xj)T Σ−1(xi − xj) = M(xi,xj)

where x
′
i = Σ−1/2xi, x

′
j = Σ−1/2xj and the (non-unique) existence of Σ−1/2

follows from the symmetric, positive semi-definite property of covariance matrix
Σ. In the new space induced by Σ−1/2, the distance between two points xi and
xj is

‖(x
′
i − x

′
j)‖

2
= ‖x′

i‖2 + ‖x′
j‖2 − 2‖x′

i‖‖x′
j‖ cos(θ)

where θ is the angle between x
′
i and x

′
j ; this follows from the definition of inner

product. This expression is largest when θ = π, the largest angle between two
vectors. �

The major implication of this analysis is that a large bound on empirical entropy
depends on a large mutual distance for points in a sample set, which by the
definition of the canonical inner product also implies large mutual angles. In
this way, entropic diversity in a general setting is able to capture both these
notions of uniqueness, and therefore, in the limit, diversity.

3 Algorithm for Pool-Query Selection

A general active learning algorithm chooses both a resultant and pool-query
set to present to the user at each step. We assume that the algorithm narrows
down the set of all unlabeled points at each step to a candidate pool-query set.
In the case of SVM active learning, these are the unlabeled points which lie in
the version space. In a query-point refinement algorithm, one can choose from
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a large number of points in the neighborhood of the query centroid. We don’t
want to arbitrarily choose the most diverse points, however. We must keep proper
perspective and ensure that these points are still close to the query centroid. To
this end, the cost function we minimize is a convex sum of both query point
distance and the negative of entropic diversity.

At each round of feedback, then, we must choose from the set of M points
(where M >> k) closest to the query centroid, xc, an N point subset known as
the pool-query set for oracle labeling. Using brute force results in

(
M
N

)
unique

N point subsets for which we must compute our empirical entropy diversity
measure. Even for moderate sample sizes, however, this number quickly becomes
computationally intractable. Instead, we use an adaption of the greedy algorithm
in [11] used for calculating angular diversity. Starting with the point closest to
the query centroid, xmin, at each step we add to the pool-query set PQ that
point which most decreases the cost function C.

1 :xmin = xargmin
i

‖xi−xc‖

2 :PQ = {xmin}
3 :do

4 : hmax = max
i

(PQ ∪ {xi − xc})

5 : hmin = min
i

(PQ ∪ {xi − xc})

6 : C(i) = α||xi − xc|| + (1 − α)
[
−he(PQ∪{xi−xc})

hmax−hmin

]
∀i : i �∈ PQ

7 : PQ ∪ {xargmin
j /∈PQ

C(j)}

8 :while|PQ| ≤ N

The mixing parameter, α, allows us to scale up or down the influence of empir-
ical entropy to the cost function. When α = 1, the pool-query technique defaults
to a nearest neighbour regime completely discounting any diversity information.
When α = 0, the cost function becomes purely an entropic diversity measure.
We will explore the effects of mixing later.

3.1 Biased Discriminant Analysis

In the evaluation of our proposed diversity-framework, we chose to use a small-
sample learner especially suited for information-retrieval problems, Biased Dis-
criminant Analysis [5]. BDA casts the problem of relevance feedback from a
two-class (positive and negative) to a one-to-many class (one positive, mul-
tiple negative) problem. The goal is to find a transformation of the feature
space which closely clusters positive examples while pushing away negative
ones.
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The optimal transformation is obtained by maximizing the following objective
function

argmax
W

∣∣∣∣WT SPNW
WT SPW

∣∣∣∣ (7)

where SP is the intra-class-scatter matrix for all the training examples and SPN

is the inter-class scatter matrix between positive examples and negative training
examples, treating each negative example as an individual class.

The optimal value of W is the solution to the generalized eigenvalue problem
presented by the Rayleigh Coefficient in (7). The optimal transformation then
becomes

A = ΦΛ1/2 (8)

where Λ is the diagonal eigenvalue matrix and Φ is the corresponding eigenvector
matrix and W = AAT . The distance between two points in the new space can
be computed using the standard Euclidean measure, or in the original space
using the distance metric

distance(x − y) = (x − y)T A(x − y) (9)

Although BDA can also be used for feature reduction, in its full form it is
essentially a query point refinement algorithm. Each round of user feedback
yields a new transformation of the feature space which results in the centroids
of both the positive and negative examples being moved.

4 Image Retrieval Experimentation

4.1 Image Features and Testing Procedure

To explore the practical performance of our entropy-based active learning sys-
tem, we performed extensive tests using a 5000 image subset of the COREL
image database. To appropriately model the small-sample scenario, only 1400
images were used for target sets. The target set consisted of 13 unique query
concepts.

The first, second and third moments in each channel of the HSV color space,
first and second wavelet sub-band moments at three levels of decomposition
and a Waterfilling algorithm were used for color, texture and shape features
respectively. In total, a 47-dimensional feature vector was extracted from each
image.

Initially, the user (oracle) is presented with 20 randomly chosen images. Af-
ter each round of retrieval, they mark which images they deem to be relevant.
The remaining are assumed to be irrelevant. From this information, the systems
adjusts its understanding of the query concept using BDA, and returns both
the k most similar images and the pool-query set of images to label for active
learning.

For each query class, we conducted 25 random feedback sessions of 6 rounds
each. In total, there were 325 user-guided sessions, with 1950 total rounds of
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Fig. 1. Effect of α across Feedback Round for (a) α = 1, (b) α = 0.5, (c) α = 0

feedback for each method tested. The size of the pool-query was chosen to reflect
a reasonable number of image a human operator could label at one time, 20.
Results were averaged across all 325 tests.

4.2 Temporal Role of Diversity

It is reasonable to suspect that diversity is not equally important at every stage
of the learning process. Intuition would suggest that at lower feedback rounds,
the diversity strategy would be more important as the system has the smallest
amount of knowledge and thus needs the most diverse set of labeled examples
to learn its query concept. In higher rounds, diversity should be less important
as the system should have utilized the information from prior diverse labelings
to localize the area in the feature space were most of the relevant images are.

Investigating this intuitive idea, we performed tests using mixing parameter α
values of 0, 0.25, 0.5, 0.75 and 1 corresponding to, at the extremes, pure diversity
and pure distance (k nearest neighbors). Precision values for oracle-query sets
of size 20 were calculated. Figure 1 shows the values of precision versus number
of images returned for increasing rounds of feedback, marginalized across query
class.
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Table 1. Percentage Change in Precision between (a) Entropic Diversity Sampling
versus Pure Distance (k-nearest neighbours), α-varying Entropic Diversity versus (b)
Angular SVM and (c) Angular Diversity Sampling Techniques

α
R 0.75 0.5 0.25 0.0
1 0 0 0 0
2 11.84 11.74 12.00 12.59
3 10.28 11.22 13.10 12.27
4 7.34 6.90 8.21 7.46
5 2.97 2.69 3.42 2.83
6 -0.87 -2.76 -2.49 -2.42

α
R 0.75 0.5 0.25 0.0
1 100 100 100 100
2 42.42 42.32 42.59 43.17
3 29.66 30.60 32.47 31.65
4 21.81 21.37 22.68 21.93
5 15.16 14.89 15.61 15.03
6 9.65 7.77 8.04 8.11

α
R 0.75 0.5 0.25 0.0
1 0 0 0 0
2 3.61 3.22 1.73 0.63
3 2.82 2.46 2.84 0.91
4 2.05 1.78 2.63 0.54
5 2.40 1.50 2.46 1.17
6 2.61 0.31 0.00 0.62

(a) (b) (c)

Trivially, the first round of feedback yields the same precision for all values
of α. As the round number increases, however, we can begin to resolve the
performance of different values of the mixing parameter. Comparing the purely
distance strategy (α = 1, Figure 1 (a)) with the first introduction of diversity
(α = 0.5, Figure 1 (b)) we see marked improvement in precision for Rounds
2-3. (Round 1, initial labeling, is the same for all values.) This improvement
increases as we decrease α and weight more toward diversity (α = 0, Figure 1(c)).
Conversely, the addition of diversity in the final rounds is not as beneficial as
there is only slight improvement in Round 5 and a decrease in improvement
when using diversity in Round 6. This agrees with our intuition that in higher
rounds diversity is not as important.

The exact percentage change in precision between α = 1.0, pure distance,
and differing degrees of diversity marginalized over different number of returned
images can be seen in Table 1 (a).

We can now adjust our entropic diversity pool-query selection scheme to reflect
the temporal effect of the mixing parameter. In Round 2, we set α= 0 because it
yields the largest percent increase, 12.59%. Rounds 3-5 we tune diversity down
by changing α to 0.25. Finally, in the last round, we move to a purely distance-
based strategy, setting α= 1.

4.3 Comparing with Other Relevance Feedback Algorithms

To further investigate the performance of this α-varying, entropic diversity
framework, testing with other active learning-based relevance feedback tech-
niques was performed. Comparisons between the proposed system, angular di-
versity BDA of [14] and a basic version of the angular-diversity SVM framework
of [8] and [12] were conducted. (Comparison with plain BDA was unnecessary
as it was done already in Section 5.2.) As before, the same batch of 325 user-
guided tests using pool-query size of 20 were done. The results of these tests can
be summarized in Figure 2.

Looking at Figure2(a)-(b), we can seen that entropy-based diversity yields
substantially better results than angular SVM and better results than purely
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Fig. 2. Precision Comparison for Entropic Diversity BDA, Angular Diversity BDA and
Angular SVM for (a) Rounds 1-3 and (b) Rounds 4-6, (c) Recall Comparison for all
algorithms (k=20)

angular-based BDA. The recall curves of Figure2(c) also show similar behavior.
(Since we are comparing the algorithms themselves, the first round of angular-
based SVM is zero, since there are two rounds of labeling before the user begins
to see results.) Tables 1(a) and 1(b) show specific quantitative results.

As the results show, the incorporation of an information-based diversity mea-
sure into a general active learning framework can, indeed, improve performance.
Given a weak learner, BDA, we have seen marked improvement over the degen-
erate case (BDA with nearest neighbors) of at most 12-13% in the lower rounds.
In addition, these empirical results also coincide with our notion that an entropic
diversity measure should perform as well or better than angular diversity.

5 Summary

In this work, we have proposed a fundamentally motivated, information theo-
retic view of diversity and incorporated it into a non-degenerate, query-point
refinement scheme for relevance feedback. Our results support entropic diver-
sity’s viability as a useful tool for pool-query selection in active learning. In the
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future, we plan to investigate the viability of these types of measures in more
general active learning scenarios, as well as looking into these ideas for video
mining and active ranking for collaborative filtering.
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Abstract. Video databases require that clips are represented in a com-
pact and discriminative way, in order to perform efficient matching and
retrieval of documents of interest. We present a method to obtain a video
representation suitable for this task, and show how to use this representa-
tion in a matching scheme. In contrast with existing works, the proposed
approach is entirely based on features and descriptors taken from the
well established MPEG-7 standard. Different clips are compared using
an edit distance, in order to obtain high similarity between videos that
differ for some subsequences, but are essentially related to the same con-
tent. Experimental validation is performed using a prototype application
that retrieves TV commercials recorded from different TV sources in real
time. Results show excellent performances both in terms of accuracy, and
in terms of computational performances.

1 Introduction

In many multimedia applications, it is required to compute a similarity measure
between video segments taken from (usually large) databases. A natural context
is a video retrieval application where the user is allowed to query the system
with a small video clip, and the system must return relevant matches. For in-
stance, a company may need to search for its video–commercials (or for other
companies’ commercials) within an entire day of broadcast transmission, from
several TV channels, and without browsing the entire recorded video material.
Another relevant applicative scenario is that of finding duplicate clips in large
web-based, shared video database, such as Google Video or YouTube. In these
applications, users are allowed to upload their video content, hence it is neces-
sary to understand for instance if multiple documents actually refers to the same
material, or if a particular document can be made available without raising any
copyright or licensing issue.

These are just examples of the general video matching problem, that typically
involves the following steps: a) off-line, segment the video streams into basic clip
for processing and b) from each segment, extract a video signature, that is stored
into the database. At run time, a query video signature is compared with all the
signatures stored in the database, and most similar results are returned.

This paper concerns the problem of extracting a suitable signature from a
video clip, and how to use it to perform matching. There are some general
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requirements that the signature should meet. First, the signature must be rep-
resentative of the clip it refers, while being at the same time as compact as
possible. Second, the signature must be robust to a wide range of disturb, gen-
erated from different encoding schemes, different image formats, etc. Finally, it
would be desirable to take advantages of well established, standard image and
video descriptors, in order to easily compare videos coming from heterogeneous
sources.

Other important considerations are related to the metric used to compare sig-
natures extracted from two different clips. As for all modern multimedia retrieval
systems, the metric must be flexible enough to enable similarity matching. An-
other desirable property would be to allow the user to query the system with a
short, “summarized” version of the clip of interest (e.g., the trailer of a movie,
or a short version of a commercial), and let the system retrieve the video the
clip belongs to.

The proposed method is based on the combination of three MPEG-7 descrip-
tors, namely the color layout descriptor, the edge histogram descriptor, and the
scalable color descriptor. These descriptors are collected for each frame, and
constitute the clip signature. To match two signatures, the edit distance [14]
is employed, in order to cope with clips that may differ for small subsequences.
The edit distance, or Levenshtein distance, is a metric widely used in information
theory to compute the distance between two strings. It is given by the minimum
number of operations needed to transform one string into the other, where an
operation is an insertion, deletion, or substitution of a single character. This
measure fits naturally in the proposed method, since its applicability requires
only that a suitable metric is defined for comparing two “symbols” (in our case,
two frame descriptors, which are compared using an appropriate metric).

The rest of the paper is organized as follows: in Sect. 2, we review existing work
in the area of video matching, outlining the main differences and the contribu-
tions of this paper. Technical aspects and implementation details are presented
in Sect. 3, while Sect. 4 presents experimental results, obtained with a prototype
application that retrieve TV commercials recorded from various TV sources.

2 Related Work

Given its importance for all kind of video retrieval application, the problem of
defining a video clip’s signature is currently widely investigated. In early ap-
proaches, several researchers have proposed various kind of simple keyframe de-
scriptors, based usually on color and edge cues. In [10], the color coherence vector
was used to characterize keyframes of commercials clip. A similar approach was
followed in [12], with the addition of the use of the principal components of the
color histograms of keyframes for commercial recognition. Recent works along
these lines introduced more sophisticated descriptors, or combinations of descrip-
tors. In [4] the combination of color and edge-based features was considered. This
work also proposed the use of inverted indices to detect copies of a video clip.
In [3], audio features were also used as part of the signature. The author also
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performed a comprehensive experimental validation on the TRECVID dataset.
A hashing mechanism based on color moment vectors to efficiently retrieve re-
peated video clips was proposed in [16]. In [15], a lookup table was used to store
fingerprints based on mean luminance of image blocks. Finally, in [9] color was
proposed in combination with the ordinal measure (originally proposed for the
problem of stereo matching), to define a binary–valued signature of the video.

To overcome limitations of image descriptors, people have proposed to include
motion-based feature in the repertoire of descriptors, either at frame level, or at
local, object–like level. For instance, in [2], the concept of video strands was used
to create spatiotemporal descriptions of video data. These video strands encap-
sulate the movement of objects within half-second segments of a video sequence.
In [6], two approaches to video matching based on motion were presented. Both
used a single value to represent each frame of the video; In the first approach,
simple heuristics were used to find how far particular regions have shifted from
one image to the next. In the other, the change in color from one image to the
next were reduced to a single scalar. Some motion-based approach analyze DCT
coefficients extracted from the compressed stream. In [13], similar shot matching
is done using an image signature that is an integer value computed from the low
frequency coefficients of the DCT.

While the above mentioned approach proved to perform efficiently on se-
lected datasets, a common limitations is that they rely on ad-hoc features and
features’ descriptors, which may be difficult to use on existing, large collections
of generic videos. Furthermore, and possibly more important, it is not clear how
this ad-hoc features perform over collections with high variability, since their
effectiveness is usually tested only on a particular domain, at the risk of over-
fitting the representation over that domain. Our main effort has been to select
an effective combination of features and features’ descriptors, taken from the
well established MPEG-7 standard. Using this descriptors not only allow video
content provider to easily index their content with freely available tools, without
ambiguity, but also enable to match clips taken from various sources, provided
that a suitable, general purpose metric is employed to perform matching.

To this end, we have found the edit distance as an ideal candidate for our
goals. The use of the edit distance in the context of video matching is not new,
and was initially proposed in [1]. Since then, variations have been proposed
over the basic formulation [5]. The main benefit of using a metric belonging
to the class of the edit distances, is the possibility to obtain high similarity
between videos that may differ for some subsequences, e.g. like those due to
re-editing of the original video stored in the database. In the existing literature,
features’ descriptors are quantized to obtain a sequence of discrete symbols, prior
to perform matching. This process has some potential drawbacks, since is not
completely clear how one should choose the number of symbols for videos of
generic type. In contrast to the existing work, and as a second contribution of
this paper, we avoid this discretization step, relying directly on the distance used
to compare two descriptors for deciding on the cost of transforming one string
into another.
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3 Approach

The video clip matching system is performed in two phases. In the first one an
indexing process generates the signatures, composed by MPEG-7 descriptors, for
the clips that are to be retrieved. In the second phase the target video that has
to be analyzed is processed to extract the same features, and these are used to
measure similarity with the signatures. There are no special requirements on the
video format used to create the index or the target video, since the descriptors are
extracted from decompressed frames. Moreover experiments showed that even
frame sizes as low as PAL QCIF (192×144) can be used in both phases. The
descriptors used capture different aspects of the video content, namely global
color, color layout and texture ([11]) and are computationally inexpensive. Mo-
tion descriptors have not been used in order to be able to perform recognition in
real time. Anyway, the temporal aspects of video are implicitly considered using
the edit distance to match the video sequences.

Among the color descriptors defined in the MPEG-7 standard, we have found
that an effective combination is given by the Scalable Color Descriptor and the
Color Layout Descriptor for global color and color layout, and by the Edge
Histogram Descriptor for textures. These features are suited for the creation
of fingerprint since they meet the important requirements of fast calculation,
compact representation, good discriminative power and tolerance to small dif-
ferences due to signal degradation. To reduce the space occupation of the stored
MPEG-7 descriptors, due to the verbosity of the XML format, it is possible to
use the BiM (Binary Format for MPEG-7) framework; in fact BiM enables com-
pression of any generic XML document, reaching an average 85% compression
ratio of MPEG-7 data, and allows the parsing of BiM encoded files, without
requiring their decompression. In the following we provide a short discussion on
these descriptors and the metrics used to match them.

Scalable Color Descriptor (SCD). It is a color histogram in the HSV color space,
uniformly quantized into bins according to tables provided in the MPEG-7 stan-
dard normative part, encoded using the Haar transform. Its binary representa-
tion is scalable since it can be represented with different bits/bins, thus reducing
the complexity for feature extraction and matching operations. Increasing the
number of bits used improves retrieval accuracy. This descriptor can be extended
into the GoF/GoP (Group of Frames/Group of Pictures) color descriptor, thus
allowing it to be applied to a video segment. In this case two additional bits allow
to define how the histogram is calculated before applying the Haar transform.
The standard allows to use average, median or intersection. In the first case,
adopted in this work, averaging of the counters of each bin is performed; the re-
sult is equivalent to computing the aggregate histogram of the group of pictures
and performing normalization. The median histogram is equivalent to compute
the median of each counter value of the bins, and may be used to achieve more
robustness w.r.t. outliers in intensity values. The intersection histogram requires
the calculation of the minimum counter value of each bin, and thus the result is
representative of the “least common” color traits of the group of pictures.
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SCD descriptors can be matched both in the histogram domain and in the
Haar domain using the L1 norm, although it has to be noted that results of the
L1 norm-based matching in the Haar domain are not the same of the histogram.
Generation of the Haar coefficients is computationally marginal w.r.t. histogram
creation, and their matching is equal in complexity to histogram matching, thus
to avoid the reconstruction of the histogram from the descriptor we have used
matching in the Haar domain, using 128 bits/histogram.

Color Layout Descriptor (CLD). This descriptor represents the spatial distrib-
ution of color in an extremely compact form (as low as 8 bytes per image can
be used), and thus is particularly interesting for our scope, because of compu-
tational cost of matching and space occupation. The input picture is divided
in an 8 × 8 grid and a representative color in the YCrCb color space for each
block is determined, using a simple color averaging. The derived colors are then
transformed into a series of coefficients using a 8 × 8 DCT. A few low-frequency
coefficients are selected using zigzag scanning and then quantized. Since the cal-
culation of the descriptor is based on a grid it is independent from the frame
size.

To match two CLDs ({DY, DCr, DCb} and {DY ′, DCr′, DCb′}) the following
distance measure is used [7]:

D =
i

wyi(DYi − DY
′

i )2 +
i

wbi(DCbi − DCb
′
i)2 +

i

wri(DCri − DCr
′
i)2

where DYi, DCbi and DCri are the i-th coefficients of the Y, Cr and Cb color
components, and wyi, wbi and wri are the weighting values, that decrease ac-
cording to the zigzag scan order.

Edge Histogram Descriptor (EHD). This descriptor represents the spatial dis-
tribution of five types of edges (four directional and one non-directional). This
distribution of edges is a good texture signature even in the case of not homoge-
neous texture, and its computation is straightforward. Experiments conducted
within the MPEG-7 committee have shown that this descriptor is quite effective
for representing natural images. To extract it, the video frame is divided into
4 × 4 blocks, and for each block an edge histogram is computed, evaluating the
strength of the five types of edges and considering those that exceed a certain
preset threshold. Values of the bins are normalized to [0, 1], and a non linear
quantization of the bin values results in a 3 bits/bin representation. Overall the
descriptor consists of 80 bins (16 blocks and 5 bins per block), and is thus quite
compact.

The simplest method to assess similarity between two EHDs is to consider
the 3-bit numbers as integer values and compute the L1 distance between the
EHDs.

Video clip matching. Our goal is to be able to perform approximate clip match-
ing, evaluating similarity of video sequences even in case that the original video
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has been re-edited. This case may happen for example in the case of commercials,
where several variations of the same commercial are produced, usually creating
shorter versions from a longer one. This may happen also with video rushes (the
first unedited sequence that is filmed), from which a smaller section is usually
selected to be used. Another case may be that of identifying sequences that have
a variable length such as those containing anchormen in a news video, those that
compose a dialog scene in a movie, or slow motion versions of a sequence like
the replay of a sport highlight.

In our approach we extract the features used to create the clip fingerprint
from the clip A that has to be analyzed, and consider both its feature vector
and the fingerprint of the clip B to be recognized as vectors composed by three
strings. All the strings of A will have length m and those of B will have length n.

To evaluate the similarity of the clips we consider each corresponding couple
of corresponding strings and calculate an approximate distance. The three dis-
tances are used to calculate the Manhattan distance between the clips, and if
the distance is bigger than a minimum percentage of the length of the clips then
they are matched.

The approximate distance between the strings is evaluated using the Sellers
algorithm. This distance is similar to the Levenshtein edit distance, and adds
a variable cost adjustment to the cost of gaps, i.e. to insertions and deletions.
Using this distance, and tailoring the costs of the edit operation appropriately it
is possible to adjust the system to the specific clip matching task. For example
if there is need to detect appearances of a long rush sequence, that is likely
to be shortened in the video editing process, deletions could be considered less
expensive than insertions. A simple dynamic programming implementation of
the algorithm, as that shown in [14], is O(mn) in time and O(min(m, n)) in
space, but other algorithms can reduce time and space complexity. From the
edit operations cost formula of [14], and considering the cost matrix C that
tracks the costs of the edit operations needed to match two strings, we can
then write the cost formula for the alignment of the ai and bj characters of two
strings as:

Ci,j = min(Ci−1,j−1 + δ(ai, bi), Ci−1,j + δI , Ci,j−1 + δD)

where δ(ai, bi) is 0 if the distance between ai and bi is close enough to evaluate
ai ≈ bi or the cost of substitution otherwise, δI and δD are the costs of inser-
tion and deletion, respectively. Fig.1 shows a simplified example of edit distance
calculation between a part of a commercial and a shortened version of the same
commercial, using the CLDs.

The alphabet of the strings has size equal to the dimensionality of features, but
it has to be noted that it has no effect in terms of computational time or size on
the string similarity algorithm, since only the cost of the edit operations are kept
in memory, and the only operation performed on the alphabet characters is the
check of their equality, using the appropriate distance described for each feature
in the above paragraphs. This approach allows us to overcome a limitation of
string matching; in fact usually a difference between symbols is evaluated using
the same score, that is the distance between symbol 1 and 2 is the same between
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Fig. 1. Simplified example of edit distance calculation performed using CLDs. The top
row shows part of a commercial, the left column shows a reduced version. The table
contains the Ci,j costs, where δ(ai, bi), δI and δD have value 1. The circled number is
the distance between the two sequences.

symbol 1 and 10. In our case instead, when comparing two CLDs, for example, a
close match could be evaluated as an equality, without penalizing the distance.

To speed up processing the calculation of similarity can be stopped earlier,
when the required similarity threshold has been reached.

4 Experimental Result

The clip matching approach described in the previous section is independent
w.r.t. the domain of the videos. According to each domain the most appropri-
ate clip selection algorithm should be used, ranging from simple shot detection
(e.g. for news videos) to other methods that may select sequences composed by
more shots. In our experiments we have applied our approach to the detection
of TV commercials. We have selected this domain since commercials contain
highly paced video editing and visual effects that make their detection difficult.
Moreover commercials length is often different, since several versions of the same
commercial, with different editing, are aired. Lastly, commercials have been used
many times in other works on video matching discussed in Sect. 2.

The clip selection algorithm used to extract the commercials to be matched
is based on detection of black frames that appear before each commercial, as
noted in [10].

About 10 hours of videos were acquired from digital TV signal and from dif-
ferent European and international broadcasters, at PAL frame rate and size,
and frame resolution was scaled down to PAL QCIF (192 × 144 pixels). 40 dif-
ferent commercials were selected and added to the test database. Videos were
converted to MPEG-1 and 2 format using FFMpeg and Mainconcept MPEG
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Fig. 2. Left) Average similarity between corresponding clips versus the entity of various
disturbs on the original signal - Right) Keyframes from a sample sequence. The top
row shows the reference sequence. Subsequent rows show keyframes taken from the
sequence with the maximum level of disturb applied. From top to bottom: original,
contrasted, compressed, blurred, and cropped versions.

Pro encoders, at different quality, to test the robustness with respect to com-
pression artifacts and noise. In our prototype application (implemented in C++
under Linux), the system took about five seconds (on average) to extract the
signature of a PAL QCIF clip of length 30 seconds. At query time, the system
took about half of a second to perform a single comparison between two of such
signatures.

Fig. 2 shows the average similarity between pairs of corresponding clips, where
one of the clip was corrupted by a range of photometric or geometric disturb.
Since we don’t have a natural way to express the entity of all the type of disturb,
the x-axis represent this measure relatively to the maximum level of the disturb
that was applied. Such maximum level is shown in the right column for some
sample keyframes of one test sequence. All of the corrupted versions of the clips
were obtained using the program Avidemux, on a dataset of about 100 clips
taken from various sources. Clips where originally encoded at a frame rate of
1000 kbps, and the maximum compression was obtained setting a fixed bitrate
of 50 kbps. The graph shows how similarity gracefully degrades for all kind of
disturb. As can be expected, most critical disturb are those that heavily influence
the photometric properties, such as large changes in contrast.

Another experiment was conducted on 1 hour of news videos. In this case the
goal was to detect similar sequences such as the anchormen shots, interviews,
repeated shots used in the news summary and in the newscast. Clips were se-
lected after performing video segmentation using a color histogram intersection
technique. Fig. 3 reports the Precision/Recall curve obtained at different simi-
larity values, along with an example of similar anchormen shots retrieved, and
an example of news shot that was used to create the initial part of the video and
in the newscast.



Video Clip Matching Using MPEG-7 Descriptors and Edit Distance 141

Fig. 3. Precision/Recall curve for news videos. Similarity thresholds are reported over
the points. Examples of retrieved similar shots are shown on the right.

In the case of news videos the system has shown some problems in matching
sequences with very low contrast due to some foggy scenes, and also to some
unusually long anchormen shots, with length ratios that were much longer than
those found in the commercials domain. This latter problem could be solved
changing the clip selection so that each clip is matched with all the following
clips, or simply adding some examples of extremely long anchormen shots to the
database. The problem due to low contrast shots is more hard to be solved since
it is inherent to the particular domain: in fact producer can not always have
complete control over the filming conditions, as it happens when commercials or
movies are filmed.

5 Conclusion

We have presented an approximate clip matching algorithm that use robust video
fingerprint based on standard MPEG-7 descriptors. The proposed approach can
be used to solve different problems related to the general clip matching, such as
identification of structural elements like dialogs in movies, appearance of anchor-
man or interviews in news videos, detection of commercials in TV broadcasts,
detection of duplicates in online video sharing services, content-based copy detec-
tion. The descriptors used capture several syntactic aspects of videos, are easily
computed and compact enough to be used in large databases. Experiments have
shown that the approach is suitable for real time recognition.

Use of edit distance as a base for the approximate match allows to cope with
re-edited clips (e.g. shorter versions of commercials, or matching of rushes with
aired clips), or clips that have different frame rates. While the proposed method
can be directly adopted to solve the matching problem efficiently in small data-
bases, additional effort must be made to complete the representation with a
suitable indexing scheme, that would make possible matching clips in very large
video databases without performing exhaustive search. Our future work will deal
mainly with these computational issues, as well as with the use of detected clip
repetitions as structural elements of videos, for higher semantic annotation.
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Abstract. Recent research in video retrieval has focused on automated,
high-level feature indexing on shots or frames. One important application of
such indexing is to support precise video retrieval. We report on extensions of
this semantic indexing on news video retrieval. First, we utilize extensive query
analysis to relate various high-level features and query terms by matching the tex-
tual description and context in a time-dependent manner. Second, we introduce
a framework to effectively fuse the relation weights with the detectors’ confi-
dence scores. This results in individual high level features that are weighted on a
per-query basis. Tests on the TRECVID 2005 dataset show that the above two en-
hancements yield significant improvement in performance over a corresponding
state-of-the-art video retrieval baseline.

1 Introduction

News video retrieval systems often perform retrieval based solely on automatic speech
recognition (ASR) results on the video’s audio. This is because ASR, while not fully
accurate, is reliable and largely indicative of the topic of videos. Such a transformation
of the video retrieval problem into a text-based one has been shown to be effective [1].

To further increase the accuracy and resolution of video retrieval requires analysis
and modeling of the video and audio content. The community has investigated this
in part by developing specialized detectors that detect and index certain High-Level
Features (HLFs; e.g., presence of cars, faces and buildings). As such, research retrieval
systems incorporate both standard text-based information (from ASR and/or closed cap-
tions) with results from an inventory of detectors designed to capture HLFs. In order
to carry out a large-scale retrieval of video in a real time environment, most features
have to be extracted and preprocessed during offline indexing. In the current state of
the art, systems cannot detect and index (or even conceptualize) every possible useful
high-level semantic feature. Therefore, it is necessary to carry out inference on a limited
set of detectable HLFs that cover and support a wide range of queries. Thus we focus
on using only ASR and the HLFs to support news video search.

We offer two extensions to this basic framework that enhance the contributions of
HLFs, based on two observations. First, we note that many HLFs have a natural textual
description (e.g., “car”, “face”) that have not been widely utilized for retrieval. We show
how to match such feature descriptions with the user’s textual query to enhance retrieval
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performance in a time-dependent manner. We approach this by employing morpholog-
ical analysis followed by selective expansion using the WordNet [2] lexical database
on both the feature descriptions and the user’s query. The stronger the match between
the descriptions and the query, the more important the HLF is to the query. However
as queries are often time-sensitive (featuring new personas, corporations each day, us-
ing only the static information in WordNet is not enough. Thus we further employ the
use of comparable news articles within the same period of time to further build and
expand word-based relationships. Crucially different from previous work that only em-
ploys lexical expansion, our method fuses both static lexical information with dynamic
correlation by calculating time-dependent mutual information [3].

Secondly, as HLF detectors vary greatly in performance, it is necessary to consider
their accuracies in the fusion process. Currently, retrieval systems have used the output
of such batteries of detectors “as-is”, without considering the confidence of individual
detectors. For example, detectors for faces are fairly robust, whereas detectors for cars
and animals are not. We introduce a performance-weighted framework which accounts
for this phenomenon. Different from previous work, it evaluates the accuracy of indi-
vidual high-level detectors during training/validation and utilizes probability of correct
detection in feature weighting during testing.

We have validated our approach on the TRECVID 2005 dataset [4] and queries. Our
experimental results show that the appropriate use of HLFs in retrieval outperforms
text-based systems and improves results on a representative state-of-the-art multimodal
retrieval systems.

2 Use of High-Level Features in Video Retrieval

Starting from text-based search, video retrieval has incorporated the use of low-level
video features (e.g., color, motion, volume) and, more recently, high level features for
specific objects or phenomenon (e.g., cars, fire, and applause). To create such high level
features, recent work has taken a machine learning approach, where each HLF detector
is trained against an annotated corpus of video clips [4,5]. A well-known example is the
LSCOM set, which contains approximately 1000 concepts which can be used for video
annotation. In TRECVID 2005, the LSCOM-lite set (a LSCOM subset of 39 interesting
concepts) have been selected and tagged to provide training examples of approximately
50,000 shots or 70 hours of video. The detectors trained using these examples introduce
useful and partial semantics to retrieval systems.

The IBM group used a fusion of low-level features and HLFs based on two learning
techniques: Multi-example Content Based Retrieval (a k-NN variant) and support vector
machines [6]. Their system automatically maps query text to HLF models. The weights
are derived by co-occurrence statistics between ASR tokens and detected concepts as
well as by their correlations.

[7] represented the text queries and subshots in an intermediate concept space which
contains confidences for each of the 39 concepts. The subshots are represented by the
outputs of the concept detectors for each concept, smoothed according to the frequen-
cies of each concept and the reliability of each concept detector. The text queries are
mapped into the concept space by measuring the similarity between the query terms and
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the terms in the concept’s description. This approach was applied to automatic, man-
ual, and interactive searches, yielding high performance for the few topics which have
high-performing correlated concepts.

The MediaMill group [8] also extended the LSCOM-lite set by increasing the
HLF pool to 101 features, some original as well as some recycled from the previous
TRECVID tasks. Other top performing interactive retrieval systems from Informedia
[9] and DCU [10] also show effective methods of integrating high level semantic fea-
tures. One may conclude that even though the HLF detection accuracies are much lower
than low level features, HLF have shown to be more useful for semantic queries.

In this work, we use a set of 25 HLFs for news video retrieval. Our primary reason
for choosing this set is that the corresponding detectors are readily available and have
been trained previously on both the TRECVID 2004 and 2005 HLF task. In addition,
they have shown to be useful in retrieval in previous work [11,12]. These 25 features
are targeted towards identifying the video genre, objects, backgrounds and actions, as
shown in Figure 1. The HLF task requires system to return ranklists of maximum 2000
shots for each HLF. Our system achieves a mean average precision (MAP) of 0.22. In
order to maximize the detection accuracy, we combine the best available HLF detection
results from various participating groups. We only select ranklists which have a MAP ≥
.2 and above (including IBM’s HLF detector set [6], which has a .33 MAP). The score
of shot Sc containing HLFk is calculated using the following equation:

Score(Sc|HLFk) = α
∑

j

Contains(Sc) + (1 − α)
∑

j

maxPos − Pos(Sc)
maxPos

(1)

where Contains() is an indicator function that checks whether a shot is present on the
ranklist and the second term produces a normalized score in the range of [0 − 1] that
linearly weights the position (Pos) for the shot on the ranklist. The resulting ranked list
achieves a MAP of 0.38.

– Genres: anchorPerson, commercial, politics, sports, weather, financial
– Objects: face, fire, explosion, car, U.S.flag, boat, aircraft, map,

buildingExterior, prisoner
– Scene: waterscape, mountain, sky, outdoor, indoor, disaster, vegetation
– Action: peopleWalking, peopleInCrowd

Fig. 1. High level features used by our system. The ten underlined features indicate the required
features from the TRECVID HLFs; italicized features come from LSCOM-lite.

However, having a well-trained, accurate set of HLF detectors is not sufficient for
precise retrieval. This is because each HLF detector models a specific phenomenon, and
which detectors are useful for particular queries varies greatly. Correctly determining
and matching detectors to queries is therefore a critical task. Past systems have done this
matching manually or using simple automated methods by unsupervised clustering or
simple expansion using dictionaries. In this work, we leverage the textual descriptions
of the HLF set for time-dependent matching and also incorporate the confidence of
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Fig. 2. Retrieval Framework

the detectors in our fusion process. This is illustrated in Figure 2 which shows the
placement of both of these modules in our processing framework for large-scale news
video retrieval. We describe this two-fold approach in the following two sections.

Note that in the remainder of the paper, system parameters (normally indicated by
lowercase Greek letters) that are introduced have all have been optimized by either
manual tuning or learned from training.

3 Query Processing for HLF Weighting

As user queries are usually short and contain insufficient context to perform a precise
retrieval, we employ previous work on query expansion techniques using external re-
sources [13] and query classification [14] during query processing to expand the user’s
original query (denoted Q0) obtain an initial expanded query, Q1.

WordNet has been a heavily utilized source of ontological lexical information in text
retrieval. In text retrieval, systems relate terms by synonymy, hypernymy, hyponymy
and overlap in definitions (gloss). We employ a technique close in spirit to the Medi-
aMill group [8] to determine the match between a detector and a query. Both the short
one or two word original description of the detector and the user’s expanded query
(HLF0 and Q1) are expanded using WordNet. Both pieces of data are first tagged for
part-of-speech using a commercial product, and then closed-class words and words on
a 400+ word video domain stopword list are removed.

WordNet expansion. Unlike previous work, we include terms from the WordNet gloss
as we have found that the terms extracted from the gloss differs significantly from those
extracted from a term’s synonyms and the hypernym/hyponym hierarchy. The former
sometimes provides visual information about an object – its shape, color, nature and
texture; whereas the latter only provides direct relations (e.g., aircraft & airplane; fire
& explosion). For example, the word boat can not be related to water by virtue of any
relationship link in WordNet, but by its gloss – “a small vessel for travel on water.”

The expanded terms (Q2, HLF1) are then empirically weighted based on an approx-
imate distance from the original terms (Q1, HLF0). Expansion terms obtained from
synonymy, hyponymy and gloss, where terms obtained from the gloss have a lower
weight (due to noise words in the definition).

A final matching phase is done to determine which high level features are most rel-
evant to the query. To match HLF1 to Q2 we use the information-content metric of
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Resnik [15] (as was done in [16]), which equates similarity with the information content
of the pair of words’ most specific common ancestor: Resnik(ti, tj) = IC(lcs(ti, tj))
where lcs(ti, tj) is the most deeply nested concept in the is-a hierarchy that subsumes
both ti and tj). Here, we factor in the expanded term weights from the previous step.

Sim Lex(Qj, HLFk) = (
∑

tqεQj

∑
tf εHLFk

Resnik(tq, tf ))/(|Qj | × |HLFk|)) (2)

After summing all such scores for each HLF, the k top scoring HLFs are taken with
their weights and used in the final retrieval.

This framework would be fine for video in which the associated text information is
aligned exactly to the clip. However, in professionally edited video, speech often comes
before the corrsponding visual information. We therefore carry forward β seconds of
speech of each preceding shot to its succeeding shot (β = 12, roughly equivalent to an
average shot duration).

Time sensistive expansion. Lexical similarity as computed from static dictionaries may
not always be most suitable for news, especially because of news’ transient nature.
Aside from helping to increase to link named entities to common words, it refines the
relations between words already linked by WordNet. For example, although the concept
fire and explosion are associated in WordNet, in news stories the relationship can vary.
A chemical factory explosion story is likely to have both terms highly correlated, but a
story on forest fires is unlikely to have the explosion concept. Similarly, car, boat and
aircraft are related in WordNet as means of transportation, but searches for any of the
three usually should not return shots of the other two objects. Thus when systems relies
solely on lexical links between words as processed from such dictionaries, they may
return spurious results.

To overcome these problems, we sampled external (e.g., non-TRECVID) sources of
news to model the dynamic weighting of similarity between HLFs across time. We use
the external news articles to calculate the co-occurrence of feature1 and feature2
with respect to time. The relationship between fire and explosion is thus modified ac-
cording to their co-occurrence in the external articles. If no news articles directly relate
explosion and fire during a certain time period t, the link weight between explosion
and fire is reduced accordingly. Given a query, the system first retrieves the top relevant
shots from the test set. We build a corpus of news articles centered on the timestamp
of each retrieved shot. As illustrated in Figure 3, given a period δ = 3 days, all the
available news articles for these 3 consecutive days will be used for finding the MI
(Mutual Information) of between the word feature1 and feature2. This score is then
fused with Lex Sim() from above to obtain the time-dependent similarity function
Lex Simt(). Equation 3 gives the final, time-sensitive similarity measure.

Sim Lext(Qj , HLFk) = γSim Lex(Qj, HLFk) + (1 − γ)MI(Qj, HLFk|t) (3)

4 Confidence Fusion and Retrieval

The retrieval step is a text-based retrieval scoring function enhanced with HLF
confidence scoring. We use the text scoring function Text(Si) from [11]. This
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Fig. 3. Dynamic corpora generation for term correlation in video shots

scoring function utilizes the query’s class and other additional contextual information
to retrieve the relevant documents. In this previous work, it was experimentally shown
that irrelevant segments were eliminated while recall was maintained.

As the HLF detectors perform at different accuracy levels, we must consider their
precision in retrieval. Using the available training samples, we obtain accuracies for
each detector using 5-fold cross validation, in terms of mean average precision. The
final score of shot Si with respect to query Q is given below.

Score(Si)=ζ ∗ Text(Si)+ (1− ζ) ∗
∑

HLFkεSi

Conf(HLFk) × Sim Lext(Q, HLFk)

(4)
where Conf(HLFk) is estimated MAP of the Detectork. The score for each shot
will be computed based on the available textual features as well as the HLFs and their
detection confidence with respect to the query.

5 Evaluation

The goal of our evaluations is to show the efficacy of both modules: HLF weighting and
confidence-based fusion. For the weighting, we can measure how well our automatic
weighting scheme agrees with the importance assigned to the HLFs by human subjects.
For fusion, we measure the gain in retrieval performance when incorporating confidence
in the HLF weighting scheme. We also measure the synergy when employing both
modules together in the retrieval framework.

5.1 HLF Weighting Agreement with Human Subjects

We asked 12 paid volunteers to take a survey that assessed how they would weight HLFs
in video retrieval. All participants were either university postgradute or undergraduate
students and had not used textual descriptions to search for videos before. We selected
8 queries from past TRECVID queries that were representative of different semantic
classes (e.g., “George Bush”, “Basketball players on court” and “People entering and
leaving buildings”), and asked the participants to first freely associate what types of
HLFs would be important in retrieving such video clips, and second, to assign a value
on a scale from 1 (important) to 5 (unimportant) of the specific HLF inventory set
used in our system (c.f., Figure 1) for the same 8 queries. 5 here refers to a strong
positive correlation between the HLF and the query; 1, a negative correlation. In total,
we gathered about 2400 judgments.
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An analysis of the free association subtask shows that over 90% of the responses
are concrete nouns, confirming earlier work that searchers focus on nouns as cues for
retrieval. In addition, although only 5% of the features used in our experiments are men-
tioned explicitly in the free association task, some were later ranked as “Important” by
participants in the second subtask. Calculating the interjudge agreement using Kappa
(which varies from -1 (no agreement) to 1 (full correlation)), we found only a low
agreement ranging from 0.2 to 0.4, which varied with the search task. The low agree-
ment may be partially due to the inexperience of the participants in searching video. We
also calculated the standard deviation of a feature’s score for each search task, shown
in Table 1, which showed results similar to [17].

Table 1. Importance ratings of most HLFs across all 8 search tasks. Blank cells indicate high
standard deviations (above 0.7). Features sorted by standard deviation.

Feature (Avg. s.d.) Search Task
Map Tree Office Basketball Ship Hu Jintao George Bush Fire

Fire & Explosion (0.6) 1.4 1.4 1.3 1.3 1.4 5.0
Car (0.7) 1.4 1.2 1.3 1.4 4.4 4.0
Boat (0.8) 1.1 1.5 1.1 1.1 4.5 1.4
Aircraft (0.9) 1.4 1.2 1.1 1.6
Face (1.1) 1.2 1.3
People Walking (1.2) 1.5
Map (0.7) 4.8 1.4 1.1 1.2 1.5 1.6 1.4
People in Crowd (1.2)
Sports (0.8) 1.2 1.4 4.7 1.5 1.5
Weather (0.9) 1.4 1.1 1.4
Disaster (0.9) 1.5 1.4 1.2 1.7 4.5
Building Exterior (1.0) 1.1 1.2
Waterscape (1.0) 1.5 1.3 1.1 4.1 1.7 1.5 1.3
Outdoor (1.0) 1.6 1.1 3.9
Indoor (0.9) 1.2 1.2 4.5 1.5 1.5

In some cases, the degree of agreement is high, especially when the search task
mentions the feature directly (e.g., the basketball query mentioning “sports”). In fact, a
trend of HLF rating stability was observed. Ratings for concrete nouns were most stable,
followed by backgrounds and video categories, and with those describing actions being
the most variable or unreliable. We also note that negative correlations (scores close
to 1.0) are prominent in our dataset. We feel this is quite reasonable, as only a few
HLFs are usually relevant per query. We have also computed the Kappa value between
the HLF rankings from our system and the ones from the human judges. The value
ranges between 0 to 0.25 with a mean value of 0.145. We believe this varying level
of agreement is due to the fact that WordNet expansion works well for hypernym and
hyponym relations, but less so for other relation types. As a result, the overall agreement
is weak. We plan to look into the problem of how to enrich the WordNet so that it is
capable of discovering other relations in the near future as an extension to this work.

5.2 Text Retrieval and Query Matching

We follow the evaluation standards in TRECVID 2005 automated search task. A maxi-
mum of 1,000 shots are returned for each query; performance is measured by MAP.
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We modify our retrieval system [11] to perform the required text retrieval. The text-
based retrieval engine uses the text query to retrieve pre-segmented passages of text in
the (possibly machine translated) ASR transcripts. These segments correspond to phrase
level video segments in the corpus. The video segment associated with the matched
phrase and the segment immediately afterwards are retrieved as the retrieved results
(because of the aforementioned time lag betweens speech and video). This text-based
baseline system also incorporates query expansion using external news resources. The
resulting text retrieval system achieves an MAP of 0.063 based on the TRECVID 2005
dataset and queries. In comparison, the top three performers in TRECVID 2005’s search
tasks yield MAP of 0.067, 0.062, 0.061 respectively (mostly based on common dataset),
showing that our text baseline is competitive.

To test the effectiveness of our query matching techniques, we further compare the
performance to this system [11] which uses heuristics to weight HLFs to individual
queries. When HLFs are integrated into the text-only system [11], the jump in MAP
is significant (from 0.063 to 0.104) and validates earlier reported work. To test the
effectiveness of the various components in the query matching module, three runs have
been carried out.

Table 2. The performance in MAP combining textual features and HLF in retrieval

Technique of Using HLF + Text MAP (% Gain)
Heuristics weighting by [11] (used as baseline) 0.104
Run1. Automated HLF query matching 0.106 (+1.9%)
Run2. Automated HLF query matching + Gloss (Eqn. 2) 0.110 (+5.8%)
Run3. Automated HLF query matching + Gloss + Temporal MI (Eqn. 3) 0.113 (+8.6%)

The table shows that the use of HLFs during fusion outperformed the text-based re-
trieval system by more than 50%. This is conclusive as textual feature alone are not
reliable enough to pinpoint shots which are relevant to the query. Run1 and Run2 in-
dicates that the use of WordNet glosses is positive as the performance increases from
the MAP of 0.106 to 0.110. Run3, which uses all the components obtains a MAP 8.6%
better than the baseline system. The main improvement comes from the sport and gen-
eral queries. Queries which are directly or indirectly related to the available 25 HLFs
benefit the most. This suggest that as more HLFs are added, a better performance can
be obtained. The MAP performance is higher due to its re-ranking of relevant shots as
it takes all 25 HLFs into consideration during fusion. This performance is also better
than a similar evaluation run (MAP of 0.070) submitted by IBM [6] which uses only
text and HLFs.

5.3 Confidence-Based Fusion and A/V Integration

For the confidence-based fusion, we carried out two more runs to investigate the effects
of considering HLF detection accuracy in the retrieval. As Run1 to Run3 uses HLF
detection result without considering the accuracy of the various HLF detectors (normal
fusion), we added Run4 which applies confidence-based fusion as in Eqn. 4. Run5 is
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Table 3. Aggregate MAP of the runs. Percentages indicate performance gain over the baseline
system.

Experiment Normal fusion Confidence-based fusion (Eqn. 4)
Run4. Text + HLF 0.113 (+8.6%) 0.117 (+12.6%)
Run5. Text + HLF + A/V features[11] 0.127 (+22.1%) 0.131 (+25.9%)

designed to investigate the overall performance of the system by integrating other A/V
features including low level features from [11]. The fusion is done by modifying the
query-dependent multimodal fusion function in [11] to accommodate Eqn. 4. Results
of these experiments are reported in Table 3.

The result shows that the use of confidence-based fusion yields significant improve-
ment over normal fusion. The confidence-based fusion Run4 achieves a MAP of 0.117.
This performance is statistically comparable to top performing submissions. The run
that incorporate the rest of the A/V features obtains the MAP of 0.127 and 0.131 re-
spectively, which is better than the best published MAP of 0.123 in TRECVID 2005
automated search task. The bulk of improvement come from the general queries as they
depend largely on the use of HLFs as evidence of relevancy. Person-oriented queries
on the other hand have less significant improvement as textual features and video OCR
still constitute the main score. As the confidence-based fusion and the automated HLF
to query matching affect different parts of the retrieval system, they can be combined
easily, producing largely independent gains on MAP.

6 Conclusion

As video analysis has advanced to building high-level semantic features from low-level
ones, schemes that judisciously employ such HLFs are needed. We explore two distinct
and complementary approaches to extend the current frameworks of such multimodal
retrieval systems. We have investigated methods to automate and expand the matching
of HLFs to user query terms. In particular, our query to HLF mapping methods exam-
ine 1) the use of dictionary definitions (WordNet’s glosses) to help relate terms, and
2) time sensitive mutual information to make sure that the scores are sensitive to the
timeframe and story distribution in the video corpus. Overall, our newly Text + HLF
retrieval system is able to outperform baseline system and achieve similar results to top
performing automated systems reported in TRECVID 2005. This framework is further
tested by integrating other A/V features and the resulting performance is better than the
best reported result.
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Abstract. The location of video scenes is an important semantic de-
scriptor especially for broadcast news video. In this paper, we propose
a learning-based approach to annotate shots of news video with loca-
tions extracted from video transcript, based on features from multiple
video modalities including syntactic structure of transcript sentences,
speaker identity, temporal video structure, and so on. Machine learn-
ing algorithms are adopted to combine multi-modal features to solve
two sub-problems: (1) whether the location of a video shot is mentioned
in the transcript, and if so, (2) among many locations in the transcript,
which are correct one(s) for this shot. Experiments on TRECVID dataset
demonstrate that our approach achieves approximately 85% accuracy in
correctly labeling the location of any shot in news video.

1 Introduction

Annotating the geographical location of video scenes is a critical step towards
semantic video analysis and retrieval. However, there has been very limited re-
search on this problem [1,3,6]. The goal of this paper is to automatically annotate
the location of every shot in broadcast news video. Achieving this goal will lever-
age high-level retrieval tasks on news video, such as “Find the scenes showing
the flood in California caused by El Nino”, or “List the countries that President
Bush visited last year and find the scenes of each visit”.

There have been several efforts on labeling video with locations. One method
is to use image characteristics to match the current shot against a set of existing
shots with known locations, which has been used by Aoki et al. [1] and Sivic et
al. [8]. However, it has limited applicability in news video because the footage
contains a huge number of locations with diverse scenes for each one, making
the collection of example shots for every location impossible. A separate track of
research has used GPS information to determine location [6], which is not avail-
able for news video. Christel et al. [3] have successfully used locations extracted
from the transcript of news video to create an map-based interface for browsing,
but they did not correlate the locations with specific shots. To our knowledge,
there is no working approach for annotating the locations of news video shots.

The general problem of annotating the locations of video of arbitrary genres
is extremely difficult. The specific problem we are focusing on, namely anno-
tating locations of broadcast news video, is tractable because news video comes
with transcript from closed-captions or speech recognition, which contains most
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... fray between the United States and Iraq ... U.N. secretary general Kofi Annan
will go to Baghdad ... tanks were training in the sands of Kuwait ... meeting five
permanent members of U.N. security council, the U.S., Russia, China, France,
and Britain ... flexibility by Iraq in allowing weapons inspectors ...

Fig. 1. A sequence of video shots from a news story and the locations in transcript

of the locations shown in the footage. Nevertheless, this specific problem is still
challenging for several reasons. First, there are typically more than one loca-
tion mentioned in the vicinity of each shot, and the true location of the shot is
not necessarily the closest one. Second, determining the location from the visual
content of a shot is virtually impossible, because one location can have numer-
ous visually different scenes. Last but not the least, some shots do not have a
legitimate location, such as the shots showing stock market data, and some have
locations that are not worthwhile to be mentioned, such as anchor shots. It is
nontrivial to tell if the location of a shot is among those in the transcript.

These difficulties are illustrated in Figure 1, which shows a news story on the
Iraqi crisis in 1998, where the locations of the footage switch between Kuwait,
United Nations, and Iraq. One difficulty is that the order in which the loca-
tions appear in the transcript is different from the order of the shots showing
these locations. Moreover, one has to get rid of extra locations such as Russia,
China, and France, which are mentioned in the transcript but never shown in
the footage. Finally, one needs to tell that the location of the anchor shot is not
among those mentioned in the transcript.

As parallel streams of information, correlations exist between the mentions
of locations in the transcript and the changes of the video scenes to ensure the
footage being comprehensible. In this paper, we capture the location-shot asso-
ciations by exploring clues from different modalities of the news video, including
the syntactic analysis of the transcript, temporal video structure, speaker iden-
tification, and so on. Machine learning methods are adopted to combine these
multi-modal features to solve two sub-problems: (1) is the location of a given
shot mentioned in the transcript? and if so, (2) among the many locations in
the transcript, which are the correct location(s) of the shot? Experiments on
TRECVID dataset demonstrate that our approach achieves 85% accuracy in
correctly labeling the location of any shot in news video.

2 An Overview of the Approach

News video footage consists of a series of stories, where each story is a seman-
tically coherent video sequence on a specific news event. A story can be further
partitioned into shots, and each shot contains the scene at a specific location.
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Fig. 2. The formulation of location annotation in news video

Automatic segmentation of stories and shots can be done with high accuracy.
Moreover, we can obtain the transcript of news video from its closed-captions
(CC) and/or using automatic speech recognition (ASR). All the mentions of
locations can be extracted from the transcript (Section 3). ASR text is tempo-
rally aligned with the video during its generation process, while CC text can be
aligned to video by matching it with ASR text. Thus, the time-stamp of every
mention of location in the transcript is known.

As each story is an independent unit, the location of a shot (if mentioned)
needs to be searched only among the locations appearing in the transcript of
the same story, known as the candidate locations of the shot. Figure 2 sug-
gests that location annotation is about finding the correct associations between
shots and locations within the boundary of each story. Specifically, we can pre-
dict the location of Shoti by evaluating its probability of being associated with
each of its candidate locations {Locij}, denoted as P (Match|Shoti, Locij). Each
shot-location association is described by a set of multi-modal features that help
distinguish the correct/incorrect associations, as will be elaborated in Section
4. Once the probabilities are computed, we can annotate the shot with the lo-
cation(s) with high probability. Note that one shot can have more than one
locations, e.g., California and San Francisco are both valid locations for a shot
showing San Francisco. On the other hand, the locations of some shots never
appear in the transcript for various reasons, an issue to be further discussed in
Section 5.

This formulation leads to a supervised binary classification problem of dis-
tinguishing correct and incorrect shot-location associations. Using any existing
learning model, we can learn a classifier from example shots that have manu-
ally labeled locations, and then use the classifier to predict the probability of
each unlabeled shot being associated with each of its candidate locations. We
explore two learning approaches in our experiment, namely logistic regression
and support vector machine (SVM).

3 Extracting Candidate Locations

The candidate locations are automatically extracted from the video transcript
using the BBN named-entity detector [2]. From its output, we take all the
terms/phrases recognized as “location” as our candidate locations. Additional
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locations are mapped from “organization” terms/phrases with self-contained lo-
cations, such as “Capitol Hill”, using a manually created mapping list. Note that
location terms are sometimes superimposed on the video frames, which can be
recognized by video optical character recognition (VOCR) techniques [7]. How-
ever, the VOCR output tends to be errorful on low-resolution news video, and
they offer few distinct locations since most of them overlap with those from
transcript. Thus, currently we do not include these locations as the candidates,
and leave it for future research to utilize such errorful locations.

Two problems need to be addressed to transform the extracted raw locations
into those used for annotation: location synonymity and location polysemy. The
synonymity problem arises when there are multiple representations of the same
physical location, which can be caused by abbreviations, such as “NY” and “New
York”, specificity, such as “Long Island” and “Long Island, New York”, canoni-
cal names and variants, such as “Holland” and “Netherland”, etc. By looking up
each location term in a a geographical dictionary, or a gazetteer1, we merge syn-
onymous locations to create a set of distinct candidate locations. The gazetteer
has various representations of a location and the hierarchical relationships be-
tween locations, which, for example, tells the fact that “Long Island” is inside
“New York”. An item of the gazetteer looks like “Paris – French; Built up area;
...; France; Europe;”, where it shows the language, coordinate, category, and
country and continent of each location.

In contrast, the polysemy problem refers to the case where two or more differ-
ent physical locations share the same representation. For example, “London” can
be a city in United Kingdom or a city in Ontario, Canada, and if appearing by
itself, it is impossible to tell which city is referred to. We disambiguate such pol-
ysemantic location terms by considering the context information. For example,
if a location term has two possible references, and we find other locations in the
same story that either subsumes or is subsumed (based on the gazetteer) by one
of the referred locations, we decide that this is the location actually referred to.
If no such context clues are found, however, we simply pick the default reference
of this location term suggested by the gazetteer.

4 Multi-modal Features for Location Annotation

Features from multiple video modalities are used for classification of correct and
incorrect locations. In this section, we discuss the insight behind the use of each
modality, and leave the details of all the features to Table 1.

4.1 Temporal Relationships

There is an apparent temporal correspondence between the progress of video
shots at different locations and the mentions of location terms in the transcript.
For example, generally the location mentioned closest to a shot is mostly likely
its true location. We explore such temporal relationships from several aspects:
1 We manually built the gazetteer from the information available at GEOnet Names

Server (earth-info.nga.mil/gns/html) and U.S. Geological Survey (www.usgs.gov).
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Fig. 3. Parse tree of the example sentence

Overlaid: IRAQ
VOCR output: LRAQ

Edit distances:
France: 0.67
Russia: 1.0
U.S.: 1.0
Iraq : 0.25

Fig. 4. Overlaid location

– order: whether a location is mentioned before, within, or after a shot.
– distance: the distance (in seconds) between a shot and the nearest mention

of a location.
– closeness rank: how close a location term is to a shot, compared with the

other locations in the same story.

4.2 Syntactic Features

The syntactic roles of a location term in the sentences of the transcript implies
whether it is the actual location of the footage. For example, from sentence “In
Moscow, Russia’s prime minister insisted that Iraq accepted the inspections
of U.N.”, one can easily tell that Moscow is more likely the true location of the
video than Iraq or U.N., since it is inside a prepositional phrase “in Moscow”
which indicates the location of the event. The syntactic roles of a location in a
sentence can be obtained from its parse tree. We use Link Grammar Parser [9]
to parse sentences into parse trees. Figure 3 shows the parse tree of the above
sentence, where it is decomposed into a set of nested constituents of several
types, such as noun phrase (NP), verb phrase (VP), prepositional phrase (PP),
sentence (S), sub-sentence or clause (SBAR). By analyzing the parse tree we can
classify the syntactic role of a location term as one of the following:

– prepositional phrase: Video locations are often expressed via PPs, such
as “in Moscow”, so we identify all the location terms occurring in PPs. We
also examine the specific preposition used in order to distinguish PPs that
do not indicate locations, such as “of U.N.”.

– subject/object : Location terms as the subject or object of a sentence are
unlikely references to the actual location, such as “Iraq” in above sentence.

– modifier : Like Russia in “Russia’s prime minister”, a location modifying
other nouns is usually not the location of the video scene.
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Table 1. The feature set describing the association between a shot S and a location L

Modality Feature Description

Syntactic
Feature

in-loc-pp L is inside a PP that indicates location
in-other-pp L is inside a PP that does not indicate location
is-subj-obj L is used as the subject/object of a sentence
is-modifier L is used to modify another noun or noun phrase

Temporal
Relationship

shot-loc-dist the temporal distance between S and L
loc-rank the rank of L in terms of its closeness to S
shot-loc-order L is mentioned before, within, or after S

Location
Properties

continent L is a continent
country L is a country
province L is a province or state
city L is a city, town, or region
organization L is an organization

Overlaid Text vocr-similarity the similarity between L and VOCR output of S
Speaker Iden-
tity

anchor/reporter/
narrator/subject

L is uttered by the anchor, reporter, narrator, or
new subjects of the story

4.3 Screen-Overlaid Location (VOCR)

Location terms are occasionally overlaid on video frames to indicate the true lo-
cation of the current shot. While we choose not to rely on the errorful locations
recognized by VOCR [7] (Section 2), they are nevertheless useful due to their
similarity to the true location terms. In Fig.4, for example, Iraq is recognized
as Lraq, differing by only one character. Therefore, the string similarity between
each candidate location of the shot and the VOCR output indicates which candi-
date matches the screen-overlaid location, and thus the true location of the shot.
The similarity is measured by edit distance, defined as the number of insertions,
deletions, or substitutions needed to convert one string into another, which is
then normalized by the length of the source string. Figure 4 lists the normalized
edit distances of some candidate locations to the VOCR output, where the true
location Iraq has the shortest distance.

4.4 Speaker Identity

The identity of the person who utters a location term is also related to whether
this location is shown by the video. The speaker identities of a news story include
anchor, reporter, narrator, and news-subjects (i.e., people in news events). Our
observation reveals that the true locations are more likely from the speech of
the anchor, narrator, and reporter, who are observers of the news, rather than
from the news-subjects as the insiders of the story. Speaker identification is a
byproduct of the LIMSI speech recognition system [4], which groups the speech
segments that are likely to be of the same speaker, with an ID assigned on each
group. Although these IDs do not directly indicate the actual identity of each
speaker, we can derive that from the distributions of IDs and other clues using
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commercial map stock weather animation letter

snapshot studio anchor interview general symbolic

Fig. 5. Various types of shots without specified locations in transcript

the method described in [10]. Once the speaker identity is known, one can tell
the identity of the speaker uttering each location by matching their timestamps.

4.5 Location Type

Locations of certain types are simply more (or less) likely to be the real location
of a story. For example, when “White House” is mentioned, it is dubious whether
there are footage showing the actual place, because this phrase is often used to
refer to an organization, such as in “White House says today that Iraq must
allow the weapon inspectors.”. To capture such information, we classify locations
into several types by their specificity and other properties. The type information
of a location can be easily read from the gazetteer (Section 3), and is turned
into a set of features as shown in Table 1.

5 Distinguishing Shots Without Specified Location

Some shots do not have a legitimate location, such as artificial shots showing
maps and stock market data; some have locations but their locations do not
appear in the transcript. While it makes no sense to annotate the locations of the
shots in the first case, it is extremely difficult to annotate the shots in the second
case since their locations can only be guessed from the visual content, which is
beyond the start-of-the-art of pattern recognition and the focus of this paper. In
our approach, we identify the shots without specified locations in transcript (i.e.,
shots in either of the two cases) and dismiss them as “unspecified”, leaving the
prediction of their specific locations to future work. A close examination reveals
that such shots belong to the following types (1) commercial shots, (2) artificial
shots, such as shots showing maps, stock market data, animations, sketches,
(3) studio-setting shots, including anchor shots and shots showing interviews,
(4) symbolic-scene shots, which show symbolic scenes whose locations are self-
contained, and (5) general-scene shots, which show scenes of general types where
the specific location is of no interest, such as “people at beach”. Figure 5 shows
examples of each type of shots.

Given the variety of video shots without specified locations, there is no sim-
ple heuristic available to identify all such shots, especially the last two types.
Similarly, we formulate it as a supervised binary classification task as to distin-
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guishing shots with specified locations from those without, and apply learning
methods such as logistic regression and SVM to it. The features (of each shot)
for this task are derived from different modalities of news video. Due to the
limited space, we briefly discuss the key features below.

– Shot category: Among the aforementioned types, anchor, commercial, and
weather-forecast shots can be readily identified by existing concept detectors
[5] on news video, whose outputs are incorporated into the feature set.

– Story topic: Stories on business, entertainment, health, and technology are
more likely to contain scenes without specified locations. Thus, we built a
text classifier that predicts based on the transcript the category of each story
as politics, business, health, technology, sports, and entertainment, and the
predictions are incorporated as features. The classifier is trained using SVM
based on news video transcript with manually assigned topic labels.

– Motion: Most artificial and studio-setting shots are close to static. Thus,
we use some motion features, such as the average pixel difference between
consecutive frames, to help identify such shots.

6 Performance Evaluation

Our experiment is conducted on 10-hour footage of ABC World News Tonight2

from TRECVID 2004 collection, which consists of 6219 shots. We use a named-
entity detector [2] to extract all the location terms from the closed-captions of
the footage. It should be noted that our approach can also work with ASR text
if closed-captions are unavailable. From the detected locations, we remove the
continent names and “United States” since these general locations hardly provide
any useful information. The candidate locations of each shot are the locations
appearing in the same story as the shot, where the true story boundaries are
provided by TRECVID. In average, each shot has 4.02 candidate locations.

To collect the truth, a human annotator gave binary judgment on whether
each candidate location is correct or incorrect for a given shot. If a shot has
multiple true locations with varying specificity (e.g., “San Francisco” and “Cal-
ifornia”), no ranking is enforced and they are considered equally good. If the
annotator decided that a shot does not have a legitimate location, or none of
the candidate locations is correct, he annotated it as “unspecified”. It turned out
that 1768 of the 6219 shots are annotated with at least one location, with the re-
maining labeled as “unspecified”. In average, each shot has 1.41 correct locations
out of 4.02 candidates, making the accuracy of a random annotator about 35%.

For comparison purpose, we implement three heuristic baseline approaches
as benchmarks: WindowLoc annotates each shot with all the locations found
within a temporal window (on the transcript) of 20 seconds centered around that
shot, NearestLoc labels each shot with the temporally closest location in the
corresponding story, and MaxFreqLoc annotates each shot with the location
2 Due to time constraint, we are unable to experiment with other types of news video

like CNN, but our approach is generally applicable.
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Table 2. Performance on location annotation in two settings

Setting Shots with specified location All shots
Metric ClassAcc LabelAcc ClassAcc LabelAcc

Baseline
WindowLoc 0.653 0.480 0.761 0.690
MaxFreqLoc 0.712 0.576 0.626 0.518
NearestLoc 0.712 0.641 0.626 0.513

Learning
Model

LogReg 0.774 0.779 0.853 0.793
SVM 0.869 0.864 0.884 0.851

that appears most frequently in the story. All the three methods annotate a shot
as “unspecified” if no locations are found in the window or in the story.

The experiment is conducted in two settings. The first one focuses on only
the 1768 shots with specified locations. The classifier described in Section 2 is
applied to predict the probability of every shot being associated with each of
its candidate locations, which can be transformed into the (correct/incorrect)
labels on these locations. Two performance metrics are computed from the re-
sults of 10-fold cross-validation: Classification accuracy (ClassAcc) is the ratio
of correctly classified candidate locations, while labeling accuracy (LabelAcc)
is the ratio that the top-ranked candidate location of each shot (i.e., the one with
the highest probability) is the correct location. This second metric is practically
more meaningful since it represents the chance that users see a shot correctly la-
beled with at least one location. The left side of Table 2 shows the performance of
five methods, including three baselines and the proposed learning methods using
LogReg (logistic regression) and SVM. One can see that the proposed methods
significantly outperform the baselines. SVM is the best performer, which achieve
87% accuracy on classifying locations and 86% on labeling shots. The superiority
of SVM can be contributed to its RBF kernel which explores the correlations
of different features. All the baselines generate results that are better than ran-
dom, especially the MaxFreqLoc and NearestLoc, implying that heuristics like
temporal distance and frequency are useful.

In the second setting, we use all the 6219 shots in order to evaluate our ap-
proach for identifying shots without specified locations. For each shot, we first
determine whether its location is mentioned in the transcript, using a classifier
described in Section 5. If the answer is negative, the shot is labeled as “unspeci-
fied”, otherwise we predict the location for the shot as in the previous experiment.
The result showed that this pre-filtering process classifies 4072 shots as “unspec-
ified”, among which only 244 are false-alarms, and it fails to identify 492 shots
with unspecified locations. This suggests that our approach can distinguish shots
without specified locations with high accuracy (89.7%). Treating “unspecified”
as a special location, we show the overall accuracy of location annotation on the
6219 shots in the right side of Table 2. The proposed methods achieve 79% (Lo-
gReg) and 85% (SVM) accuracy on labeling the locations of shots. This result
is very encouraging since this setting is close to the reality where a user has no
idea on whether a shot’s location is in the transcript or not.
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7 Conclusion

This paper has presented a learning-based approach to annotate news video
shots with locations based on multi-modal video features. Specifically, we have
discussed and solved two problems, namely determining (1) whether the location
of a given shot is mentioned in the transcript, and (2) among the locations in
the transcript, which are the correct location(s) of the shot. The experiments on
TRECVID dataset have shown that our approach can correctly annotate about
85% of the shots with their locations. In future, we plan to evaluate our approach
on video data with ASR text to study how imperfect transcript will affect its
performance, and include the locations appearing in VOCR text as possible la-
bels of shots. Another challenging future work is to investigate the difficult task
of annotating shots whose true locations are not mentioned in the transcript.
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Abstract. Digital photographs are replacing tradition films in our daily
life and the quantity is exploding. This stimulates the strong need for effi-
cient management tools, in which the annotation of “who” in each photo
is essential. In this paper, we propose an automated method to annotate
family photos using evidence from face, body and context information.
Face recognition is the first consideration. However, its performance is
limited by the uncontrolled condition of family photos. In family album,
the same groups of people tend to appear in similar events, in which they
tend to wear the same clothes within a short time duration and in nearby
places. We could make use of social context information and body infor-
mation to estimate the probability of the persons’ presence and identify
other examples of the same recognized persons. In our approach, we first
use social context information to cluster photos into events. Within each
event, the body information is clustered, and then combined with face
recognition results using a graphical model. Finally, the clusters with
high face recognition confidence and context probabilities are identified
as belonging to specific person. Experiments on a photo album contain-
ing over 1500 photos demonstrate that our approach is effective.

1 Introduction

Digital cameras are widely used by families to produce a huge amount of photos
everyday. With vastly growing number of family photos, efficient management
tools are becoming highly desirable. To achieve efficient management, photos
should be indexed according to when, where, who, what and etc. Although time
and location can be available in cameras, the annotation of “who” is left to
users, which is a tedious task. In this paper, we assume that the information of
time and location in terms of GPS is available and we attempt to automatically
annotate family photos with “who”.

Intuitively, persons can be annotated with their faces. While current face
recognition systems perform well under relatively controlled environments [1],
they tend to suffer when variations in pose, illumination or facial expressions

H. Sundaram et al. (Eds.): CIVR 2006, LNCS 4071, pp. 163–172, 2006.
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are present. As real life family photographs tend to exhibit large variance in
illuminations, poses and expressions of face images, it is difficult to detect, align
and hence recognize faces in such photographs. Thus, automatic annotation of
family photos cannot be solved by face recognition alone.

In fact, the human perception does not make use of facial structure alone to
recognize faces. It also uses cues such as color, facial motion, and visual contex-
tual information. Color and motion information have been studied to show their
effectiveness in face recognition [2,3]. Visual contextual information has also been
successfully used for object and face detection [4], but has not been carefully stud-
ied yet for face recognition. In addition, social context is another clues for inferring
the presence of specific persons. Social context information takes advantage of the
fact that in a family setting, the same group of people tend to appear in the same
social events, and they tend to wear the same clothes in the same events. Such
information can be used to induce the people’s presence when other examples of
the same person are recognized or other group members are recognized.

Several semi-automatic annotation systems [5,6,7] have been proposed to help
users to annotate faces in each photo by suggesting a list of possible names to
choose. Zhang et al. [5] formulated face annotation in a Bayesian framework, in
which face similarity measure is defined as the maximum a posteriori (MAP)
estimation with face appearance and visual contextual features. With this simi-
larity measure, they generated the name list for a new face based on its similarity
to the previously annotated faces. Instead of using the visual content informa-
tion, Naaman et al. [7] used only the (social) context information including the
time and location of persons’ occurrence. Based on time and location, clustering
is applied to form events. They then proposed several estimators to estimate the
probabilities of each person’s presence. The name list is generated based on the
combined probability. In the mobile phone environment, Davis et al. [8] used
time, location, social environment and face recognizer to help automatic face
recognition. In particular, they used the identities of mobile phones to detect
the presence of specific people in the environment, and used this information
for effective person identification. This information, however, is not available in
most family photo album environment.

In this paper, we propose a fully automatic framework for person annotation
in family photo album. We employ face detection and recognition, in conjunc-
tion with visual context and social context to induce the presence of persons in
photos. The main contribution in the research is in developing a framework that
utilizes all available information for person annotation. The unique features of
our system are: (1) Our system is fully automated. This is different from the
semi-automatic systems reported in [5,6,7] that suggest a list of probable names
for users to select. (2) We improve on face recognition techniques by using eye
alignment, delighting and a systematic approach to increasing the number of
training samples. This technique helps to maintain the recognition rate even
when user is not able to provide sufficient number of training samples. (3) For
body detection and recognition, our system uses image segmentation and body
clustering, which is more accurate as compared to that reported in [5].
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The rest of the paper is organized as follows. The whole framework is described
in Section 2. Social context information is discussed in Section 3. Visual infor-
mation, including face and visual context, is discussed in Section 4. Experiments
are performed in Section 5 before conclusions are drawn in Section 6.

2 Automatic Family Photo Album Annotation

This section discusses the overall framework of combining face, visual context
(body) and social context (time and location) information for automatic family
album annotation.

To obtain face information, we first utilize face recognition to recognize the
faces. Even though we use only frontal faces for face recognition, the results
for even trained faces are still not very accurate due to the large variation of
illumination and expression. However, we know that within a short duration
and in nearby places, the same group of people tend to appear together in most
pictures and they usually wear the same clothes. This social context information
is used to cluster photos into events, so that the visual context (body) of the
recognized faces can be used to find other presence of the same person. In fact,
both face recognition and body information should be used to complement each
other to achieve more reliable results with minimum false detection. In this
paper, we propose a graphical model to combine the face and body information.
The choice of graphical model is because it provides a natural framework for
handling uncertainty and complexity through a general formalism for compact
representation of joint probability distribution [9]. The overall framework works
as follows:

(1) Cluster family photographs into events according to social context informa-
tion based on time and location.

(2) Perform face and eye detection, followed by rectification and delighting to
provide good alignment and illumination for face recognition.

(3) Perform face recognition on all detected faces.
(4) Extract the visual context information (body) for all detected faces of all

persons. For each event, visual context information (body) is first clustered.
The resulting clusters are then combined with the face recognition results
using a graphical model to provide better person clustering.

(5) Based on face recognition results, build social context estimators, which es-
timate the probability of people’s presence in each photo.

(6) Select the clusters according to the cluster recognition score by combining
face recognition and context estimation. For each cluster r, we denote the
average face recognition score for person i as S̄FR(r, i) and average context
estimation score as S̄CON (r, i). The final recognition score of person i for
cluster r is

SC(r, i) = αS̄FR(r, i) + (1 − α)S̄CON (r, i) (1)

where α is heuristically chosen. This score is used to annotate persons in the
photos.
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3 Social Context Information

The social context information is used in two ways: first, it is used to cluster
photos into events; second, it is used to estimate the probability of people’s
presence based on the results of face and body recognition.

3.1 Event Clustering

Event is the basic and important organizational unit for family photo album.
Although there is not strict definition of event, it usually represents a meaningful
happening within a short time duration and in nearby places, such as a birthday
party and a visit to the park etc. Event is important as it provides the basis
for using the visual context information (body) for person annotation. This is
because the visual context information is likely to be consistent within an event,
but not so across events. Event is also important for constructing contextual
estimators for estimating the probability of the presence of a person in a photo.
Figure 1 shows examples of photos in an album event.

Fig. 1. Photo Examples in an Album Event

The automatic organization and categorization of personal photo albums into
meaningful events is an important problem intensively explored in recent years
[10,11]. In this paper, we adopt an adaptive event clustering method based on
time and location. It consists of an initial time-based clustering, and a location-
based post-processor that analyzes the location names of photos. Our time-based
clustering is heuristic-based, and is based on observations not previously utilized:
(a) the probability of an event ending increases as more photos are taken; and (b)
the probability of an event ending increases as the time span increases. Photos
are processed sequentially in temporal order. A new photo p belongs to cluster
Ck if

ATD(Ck, p) ≤ F (Ck) (2)

where ATD(Ck, p) is the average time difference between all photos in Ck and
photo p; and F (Ck) is an adaptive function that dynamically predicts the time
gap which would possibly indicate the start of a new cluster, here

F (Ck) = I − Tw ∗ TCk
− Sw ∗ SCk

(3)

where I is the initial value, Tw is the time weight, TCk
is the time span of cluster

Ck, Sw is the size weight and SCk
is the size of cluster Ck. Based on observations

(a) and (b), with more photos and larger time span of cluster Ck, the chances
of adding new photos to this event will be lower as F (Ck) is smaller. Currently,
Tw and Sw are heuristically chosen.
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3.2 Person Context Estimators

Context information can be used to estimate the probability of person’s presence
in a photo. We adopt 4 context estimators as proposed in [7]: global, event,
time-neighboring and people-rank estimators related to person i. To build the
estimators, face recognition results are used in this paper, which is different from
[7] where manual annotation results are used. The estimation is based on the
following observations:

– Popularity. Some people appear more often than others.
– Co-occurrence. People that appear in the same photos or events may be as-

sociated with each other, and have a higher likelihood of appearing together
in other photos or events.

– Temporal re-occurrence. Within a specific event, there tend to be multiple
photos of the same person.

The first three estimators are modeled in similar ways. The probability of
photo p containing person i is modeled as PQ(p, i):

PQ(p, i) =

∑
q∈Q(p) Kq(i)

|Q(p)| (4)

where Q(p) represents the set of photos containing photo p, and Kq(i) is 1
if person i is contained in photo q. The form of Q(p) determines the type of
estimator. If Q(p) contains all the photos, PQ(p, i) is the global estimator. If
Q(p) only contains photos of the event of photo p, PQ(p, i) is the event estimator.
If Q(p) contains photos of the neighboring time span of photo p, then PQ(p, i)
is the time-neighboring estimator.

Next, we derive the people-rank estimator by making use of the cooccurrence
of persons as

PeopleRank(j2|j1) =
W (j1, j2)∑
i∈I W (j1, i)

(5)

where W (j1, j2) is the number of events or photos where person j1 and j2 appear
together in the training set.

These four estimators are linearly combined as follows:

SCON (p, i) =
3∑

j=1

αjPQj (p, i) +
∑

j∈I(p,i)

βjPeopleRank(i|j) (6)

where PQj represents the global, event, time-neighboring estimators, and I(p, i)
is set of persons that appear together with person i in the same photo p or in
the same event containing photo p. Currently, we assign the weights heuristi-
cally, where higher weights are given to event, time-neighboring and people-rank
estimators as the person’s presence in a photo is more likely to be inferred from
his presence in other photos of the same event or neighboring events, or from
related persons’ presence in the same event. Further details of the estimators
can be found in [7].
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4 Visual Information

4.1 Face Recognition with Photograph

Face recognition is a long-studied research topic and many methods have been
proposed [1]. However, face recognition is not effective with photos having no
restriction on the pose, illumination and expression. So, measures must be taken
to circumvent these problems. Face detection [12] is first applied to detect the
near frontal faces. To alleviate the pose problem, eye detection is used to rotate
the faces so that the two eye are horizontal. The eye detector is trained with
AdaBoost, which has been used successfully in face detection [12]. To overcome
the illumination problem, we employ the generalized quotient image [13] for
delighting. Finally to tackle the pose problem, we use translation and rotation
to generate more training faces for three views, i.e. left-view, front-view and
right-view, for each person.

We then employ the pseudo 2DHMM [14] to perform face recognition. We
build three 2DHMMs to model the left-view, front-view and right-view of the
face respectively. For each testing face f , the Viterbi Algorithm is used to calcu-
late the recognition probabilities for person i. We consider the top three recog-
nition probabilities PM1 , PM2 and PM3 from models M1, M2 and M3. The face
recognition score is

SFR(f, i) = 103δ(M1) + 102δ(M2) + 101δ(M3) + (PM1 − PM2 )(2δ(M1) − 1) (7)

where δ(MX) is 1 if MX is one of the three models of the person i, otherwise 0.
Further details of the face recognition algorithm can be found in [15].

4.2 Body Detection and Clustering

The body detection uses body mask along with the results of image segmenta-
tion, which is performed with mean shift-based feature space analysis [16]. An
example of the resulting segmented image is shown in Figure 2(c). With the
help of the detected face region in a training data set, a body mask, shown in
Figure 2(a), is created to approximate the region of body. For each image seg-
mentation region, we first combine the overlap region between the segmentation
region and mask region. We then compute two overlap ratios: the ratios of the
overlap region with the segmentation region and the mask region. The even-
tual body region is extracted based on these two ratios. One example of body
detection is shown in Figure 2.

The detected bodies in an event are then grouped into clusters using the
constrained clustering method [17]. We employ the affine image matching and
feature points matching [18] to identify body regions that are highly similar and
should be clustered together. They are the set of “Must-Link” body regions.
The set of “Cannot-Link” regions come from the fact that the bodies within the
same photo cannot be clustered together as one person cannot appear more than
once in a photo. We use LUV color histogram and edge directional histogram
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Fig. 2. Body Detection

for similarity computation. We employ average-link hierarchical clustering to
cluster the body regions. The merging process stops when the average similarity
falls below a threshold, which will introduce over-clustering. However, this is
better than under-clustering as different persons may have similar contextual
information and we want to differentiate the persons. The over-clustered persons
will be merged with the help of face recognition information using the graphical
model to be discussed in Section 4.3.

4.3 Graphical Model for Combining Face and Body

As discussed in Section 2, body information can help to detect unrecognized faces
and reject false recognized faces, and face recognition can help to differentiate
persons with similar body information. Obviously, we must combine them to
achieve more reliable results. The relationship between face recognition and body
information can be properly modeled by graphical model, which is suitable to
model the complex relationship between variables. The proposed graphical model
for the combined clustering is shown in Figure 3. For a given event k, bk is the
set of body information; ck is the set of body clusters, i.e. clusters according
to body information; fk is the set of face recognition results while rk is the
resulting clusters combining the body clusters ck and face recognition results fk.
The reasons for employing this graphical model are as follows:

1) ck → bk: the body clustering provides a set of clusters with relatively small
variations for body information.

2) ck → rk: in order to identify the person’s cluster, the small clusters in ck are
encouraged to group into larger cluster with face recognition results from fk.

3) rk → fk: a cluster is encouraged to be split into several clusters if there are
several face recognition clusters in it.

 

ck 

rk fk 

bk 

Fig. 3. Graphical Model for Combined Clustering
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Given the observation of body information and face recognition results, our
goal is to estimate the joint conditional probability of body clustering and com-
bined clustering.

p(ck, rk|fk, bk) =
p(ck, rk, fk, bk)

p(fk, bk)
(8)

To get the optimal clustering results, we maximize the posterior probability:

(ĉk, r̂k) = arg max
(ck,rk)

p(ck, rk|bk, fk) = arg max
(ck,rk)

p(ck, rk, fk, bk)

= arg max
(ck,rk)

p(ck)p(bk|ck)p(rk|ck)p(fk|rk) (9)

For each cluster r ∈ rk in the combined clusters rk, the average face recogni-
tion score for person i is

S̄FR(r, i) =
∑

f∈F (r)

SFR(f, i)/|F (r)| (10)

where F (r) is the set of faces contained in cluster r, and |F (r)| is the number of
faces; the average context estimation score for person i is

S̄CON (r, i) =
∑

p∈P (r)

SCON (p, i)/|P (r)| (11)

where P (r) is the set of photos contained in cluster r, and |P (r)| is the number
of photos.

5 Experiments

We evaluate our approach using a personal photo album, containing about 1500
photos with 8 family members. It is taken within 15 months. Each person ap-
pears about one hundred times. The album is clustered into 46 events according
to the time and location information. The experimental precision/recall results
are shown in Figure 4. Four experiments are carried. The curves with “Face”
(Equ.(7) ), “Face+Body(A)” ( Equ.(10) ) and “Face+Body(A)+Context”
( Equ.(1) ) respectively represent the results of employing face recognition only;
face recognition with body information; and face recognition with body informa-
tion plus social context information. The curve with “Face+Body(M)” represents
the result of face recognition with manual body clustering. The “Face+Body(M)”
is used to provide an indication of upper bound performance if the body infor-
mation is detected and clustered to 100% accuracy.

It is clear from Figure 4 that the adding of body information to face is very
effective. Both precision and recall are improved. The precision is improved be-
cause the body information can help to reject the false face recognition through
the graphical model clustering. The recall is improved because the body infor-
mation can get more faces that cannot be recognized by face recognition alone.

The adding of social context information “Face+Body(A)+Context” con-
tributes also to the overall performance. But the improvement is not so big. We
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Fig. 4. Recall vs. Precision Performance

can see that its precision is slightly lower than that of “Face+Body(A)” in the
low recall range. This is because the contextual information cannot accurately
estimate the identity of each detected person. It can only estimate the probabil-
ity with which each photo contains a person. However, the use of context helps
to improve the recall. For example, if no face is recognized by face recognition
in an event, the context information can estimate the person’s presence if the
person appears in nearby events or other related persons appear in this event.
Although context estimation will make mistake if “Face+Body(A)” is not accu-
rate, we found that the “Face+Body(A)” detector provides fairly good results,
and hence the use of context information improves the overall performance.

We notice that there is a big gap between the manual body clustering and au-
tomatic body clustering. This indicates the challenge for body clustering. It also
implies that if the body clustering can be improved, the overall performance of
person annotation can be improve significantly. Another observation is that the
precision becomes zero when the recall reaches about 84%. This is because the face
detector can only find about 84% of the presence of persons on average. Again, the
improvement in face and body detection results to cover profile faces, faces with
sunglasses and backs of bodies etc, would improve the overall performance.

6 Conclusions

In this paper, we proposed an automated method to annotate the names of
persons in family photos based on face, content and social context information.
The body content information can be used to identify other instances of the
recognized persons. Body content information can also improve the recognition
accuracy as it can reject falsely recognized faces by performing combined clus-
tering using a graphical model. Also, social context information can be used
effectively to estimate the person’s presence, though our results indicate that
the improvement is minor as it is unable to pinpoint the identity of persons in
photo, hence leading to low precision. However, social context information can
help to improve the recall. Overall, our results show that the body informa-
tion is the key to improving the performance of person annotation. However,
our current body clustering technique is still preliminary and is far from ideal
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performance. Future work includes improving the performance of body cluster-
ing, the ability to detect bodies without detected faces, and better use of social
context information.
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Abstract. We propose a graph based method to improve the perfor-
mance of person queries in large news video collections. The method
benefits from the multi-modal structure of videos and integrates text and
face information. Using the idea that a person appears more frequently
when his/her name is mentioned, we first use the speech transcript text
to limit our search space for a query name. Then, we construct a sim-
ilarity graph with nodes corresponding to all of the faces in the search
space, and the edges corresponding to similarity of the faces. With the
assumption that the images of the query name will be more similar to
each other than to other images, the problem is then transformed into
finding the densest component in the graph corresponding to the images
of the query name. The same graph algorithm is applied for detecting
and removing the faces of the anchorpeople in an unsupervised way. The
experiments are conducted on 229 news videos provided by NIST for
TRECVID 2004. The results show that proposed method outperforms
the text only based methods and provides cues for recognition of faces
on the large scale.

1 Introduction

Finding specific people in news videos is important and the challenge is also
acknowledged by NIST in TRECVID video retrieval evaluation [1]. Searching for
the names of the people in the speech transcript text is a common approach for
accessing the related video shots. However, only text based systems are likely to
produce incorrect results since the shots associated with the text may include the
appearances of many other people and especially the anchorperson or reporter
besides the query name. On the other hand, recognizing faces is a long standing
and difficult problem [2,3]. The noisy and complicated nature of news videos
and the variety of poses, expressions and illumination conditions make the face
recognition even more challenging.

Recently, it is shown that the performance of person queries can be improved
by integrating name and face information [4,5,6,7,8]. Yang et al. [9] show that
text-based search results can be improved by modeling the timing between names
and appearances of people in news videos. In [10], Berg et al. proposed a method
for associating the faces in the news photographs with a set of names extracted
from the captions, and then clustering in appropriate discriminant coordinates
to correct the mistakes in labeling and to identify incorrectly labeled faces.
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In this study, we propose a method for improving the performance of person
queries in news videos by combining name and face information. We use the
observation that, faces of a query name will appear more frequently when his/her
name is mentioned in the speech transcript text, and limit our search space for
a query name by choosing the shots around which the name appears. Although,
there may be faces in this search space corresponding to other people in the
story, or some non-face images due to the errors of the face detection method
used, the faces of the query name are likely to be the most frequently appearing
ones than any other person in the same space. Our assumption is that, even
if the expressions or poses vary, different appearances of the face of the same
person tend to be more similar to each other than to the faces of others.

If a similarity measure between any two faces can be assigned, then this mea-
sure can be used to find the similarities among all the faces in the search space
of a query name. Then, this search space represents a graph structure in which
nodes are faces and edges correspond to similarities. The problem transforms
into a graph problem in which we aim to find the densest component corre-
sponding to the group of most similar faces, which are the faces belonging to the
query name.

In [11], we apply a similar method on news photographs data set collected
from the Web by Berg et al. [5]. Due to the higher noise level and lower resolution,
news videos is a harder data set to work with. Also, there is usually a time shift
between the appearance of a name and the appearance of the face belonging to
that name. Therefore, using a single shot temporally aligned with the text may
yield incorrect results. Another problem in news videos, which is more important,
is that the most frequent face usually corresponds to the anchorperson or reporter
rather than the face of the query name (See Fig. 1).

The time shift problem can be handled by taking a window around the name.
The solution is, rather than searching the faces only on the shots including the
name of the person, also to include the preceding and succeeding shots. In order
to handle the problem due to anchorperson faces, we add a mechanism to detect
and remove the anchorpeople. Since, the anchorperson are the most frequently
appearing people in the news, we take each video separately and apply the
densest component algorithm to each of them.

In the following, we first explain the data set used in experiments. Then, we
describe the similarity measures and the densest component algorithm. After
presenting the method for finding the anchorpeople, the methods for integrating
the name and face information for improving the person queries are presented.

2 Data Set

The data set used in the experiments is the broadcast news videos provided by
NIST for TRECVID video retrieval evaluation competition 2004 [1]. It consists
of 229 movies (30 minutes each) from ABC and CNN news. The shot bound-
aries and the key-frames are provided by NIST. Speech transcripts extracted by
LIMSI [12] are used to obtain the associated text for each shot.
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Fig. 1. Key-frames from two different videos. The numbers below each image show
the distance to shot, in which the name ’Clinton’ is mentioned. Note that in both
cases, Clinton does not appear visually in the shot in which his name is mentioned but
appears in preceding (left image) or succeeding shots (right image).

For the experiments, we choose 5 people, namely Bill Clinton, Benjamin Ne-
tanyahu, Sam Donaldson, Saddam Hussein and Boris Yeltsin. In the speech
transcript text, their names appear 991, 51, 100, 149 and 78 times respectively.

The face detection algorithm provided by Mikolajcyzk [13] is used to extract
faces from key-frames. Due to high noise levels and low image resolution quality,
the face detector produces many false alarms. On randomly selected ten videos,
in 2942 images, 1395 regions are detected as faces but only 790 of them are real
faces and 580 faces are missed. In total, 31,724 faces are detected over the whole
data set.

3 Graph Based Person Finding Approach

Faces of a particular person tend to be more similar to each other than to faces
of other people. If we can define a similarity measure among the faces in a set
and represent the similarities in a graph structure, then the problem of finding
the most similar faces corresponding to the instances of query name’s face can
be tackled by finding the densest component in the graph. In the following
two subsections we explain the similarity measure used and the greedy graph
algorithm to find the densest component. The details of the algorithm can be
found in [11].

3.1 Constructing the Dissimilarity Graph of Faces

The similarity of faces are defined using the interest points extracted from the
detected face areas. Lowe’s SIFT operator [14], which have been shown to be
successful in recognizing objects and faces, are used for extracting the interest
points.

The dissimilarity of two faces are computed based on the matching interest
points. To find the matching interest points on two faces, each point on one
face is compared with all the points on the other face and the points with the
least Euclidean distance are selected. Since this method produces many match-
ing points including the wrong ones, we apply two constraints to obtain only
the correct matches, namely the geometrical constraint and the unique match
constraint.
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Geometrical constraint expects the matching points to appear around simi-
lar similar positions on the face when the normalized positions are considered.
The matches whose interest points do not fall in close positions on the face are
eliminated. Unique match constraint ensures that each point matches to only a
single point by eliminating multiple matches to one point and also by remov-
ing one-way matches. Example of matches after applying these constraints are
shown in Fig. 2.

Fig. 2. Examples for matching points. Note that, even for faces with different size,
pose or expressions the method successfully finds the corresponding points.

After applying the constraints, the distance between the two faces is defined
as the average distance of all matching points between these two faces. A dis-
similarity graph for all the faces in the search space is then constructed using
these distances.

3.2 Finding the Densest Component in the Graph

In the dissimilarity graph, faces represent the nodes and the distances between
the faces represent the edge weights. We assume that, in this graph the nodes of a
particular person will be close to each other (highly connected) and distant from
the other nodes (weakly connected). Hence, the problem can be transformed in
to finding the densest subgraph (component) in the entire graph. To find the
densest component we adapt the method proposed by Charikar [15] where the
density of subset S of a graph G is defined as

f( S) =
| E( S) |

| S | ,

in which E( S) = {i, j ∈ E : i ∈ S, j ∈ S} and E is the set of all edges in G and
E(S) is the set of edges induced by subset S. The subset S that has maximum
f(S) is defined as the densest component.

Initially, the algorithm presented in [15] starts from the entire graph and in
each step, the vertex of minimum degree is removed from the set S. The f(S)
value is also computed for each step. The algorithm continues until the set S
is empty. Finally, the subset S with maximum f(S) value is returned as the
densest component of the graph.

In order to apply the above algorithm to the constructed dissimilarity graph,
we need to convert it into a binary form, in which 0 indicates no edge and 1
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indicates an edge between the two nodes. This conversion is carried out by
applying a threshold on the distance between the nodes. For instance, if 0.5 is
used as the threshold value, then edges in the dissimilarity graph having higher
value than 0.5 are assigned as 0, and others as 1. In other words, the threshold
can be thought of an indicator of two nodes being near-by and/or remote.

The success of our algorithm varies with the threshold that is chosen while
converting the weighted dissimilarity graph to a binary one. In order to de-
termine a reasonable threshold, we randomly selected 10 videos and recorded
recall-precision values of different thresholds for anchorperson detection. These
values are plotted in Fig. 3. Further in our experiments, we select the point
marked with a cross in the recall-precision curve, which corresponds to thresh-
old of 0.6. The same threshold is used both for anchorperson detection and for
person queries.

Fig. 3. Recall-precision values for randomly selected 10 videos for threshold values
varying between 0.55 and 0.65

4 Integrating Names and Faces

The probability of a person appearing on the screen is high when his/her name is
mentioned in the speech transcript text. Thus, looking for the shots in which the
name of the query name is mentioned is a good place to start search over people.
However, there can be a time shift or there can be some anchorperson/reporter
scenes. Anchorpeople can be removed as will be explained in the next section. In
order to handle the alignment problem we can also look for also preceding and
succeeding shots.

Recently, it has been showed that the frequency of a person’s visual appear-
ance with respect to the occurrence of his/her name can be assumed to have a
Gaussian distribution [9]. We use the same idea and search for the range where
the face is likely to appear relative to the name. As we experimented on “Clin-
ton” query, we see that taking the ten preceding and the ten succeeding shots
together with the shot where the name is mentioned is a good approximation to
find most of the relevant faces(See Fig. 4).

However, the number of faces in this range (which we refer to as [-10,10])
can still be large compared to the instances of the query name. For better un-
derstanding of the distributions, we plot the frequency of faces relative to the
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Table 1. Number of faces corresponding to the query name over total number of faces
in the range [-10,10] and [-1,2]

Range Clinton Netanyahu Donaldson Saddam Yeltsin
[-10,10] 213/6905 9/383 137/1197 18/1004 21/488
[−1, 2] 160/2457 6/114 102/330 14/332 19/157

Fig. 4. The figure shows frequency of Bill Clinton’s visual appearance w.r.t the dis-
tance to the shot in which his name is mentioned. Left: when the whole data set is
considered, right: when the faces appearing around the name within the preceding
and the following ten shots are considered. Over the whole data set Clinton has 240
faces and 213 of them appear in the selected range.

Fig. 5. The relative position of the faces to the name for Benjamin Netanyahu, Sam
Donaldson, Saddam Hussein, and Boris Yeltsin respectively

position of the names for the five people that we have chosen for our experiments
in Fig. 5. It is seen that taking only one preceding and two following shots (which
we refer to as [-1,2]) is also a good choice. Table 1 shows that, most of the correct
faces fall into this selected range by removing many false alarms.

5 Anchorperson Detection and Removal

When we look at the shots where the query name is mentioned in the speech
transcript, it is likely that the anchorperson/reporter might be introducing or
wrapping up a story, with the preceding or succeeding shots being relevant,
but not the current one. Therefore, when the shots including the query name
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are selected, the faces of the anchorperson will appear frequently making our
assumption that the most frequent face will correspond to the query name wrong.
Hence, it is highly probable that the anchorperson will be returned as the densest
component by the person finding algorithm. The solution is to detect and remove
the anchorperson before applying the algorithm.

In [6], a supervised method for anchorperson detection is proposed. They inte-
grate color and face information together with speaker-id extracted from the au-
dio. However, this method has some disadvantages. First of all, it highly depends
on the speaker-id, and requires the analysis of audio data. The color information
is useful to capture the characteristics of studio settings where the anchorperson
is likely to appear. But, when the anchorperson reports from another environ-
ment this assumption fails. Finally, the method depends on the fact that the
faces of anchorpeople appear in large sizes and around some specific positions,
but again there may be cases where this is not the case.

In this study, we use the graph based method to find the anchorpeople in
an unsupervised way. The idea is based on the fact that, the anchorpeople are
usually the most frequently appearing people in broadcast news videos. For
different days there may be different anchorpeople reporting, but generally there
is a single anchorperson for each day.

We apply the densest component based method to each news video separately,
to find the people appearing most frequently, which correspond to the anchor-
people. We run the algorithm on 229 videos in our test set, and obtained average
recall and precision values as 0.90 and 0.85 respectively. Images that are detected
as anchorperson in ten different videos are given in Fig. 6.

When the anchorpeople are detected, the next step is to remove them from the
search space to improve the person queries as will be explained in the following
sections.

Fig. 6. Detected anchors for 6 different videos
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6 Improving Person Queries

After selecting the range where the faces may appear we apply the densest
component algorithm to find the faces corresponding to the query name. We
have recorded the number of true faces of the query name and total number
of images retrieved as in Table 2. The first column of the table refers to total
number of true images retrieved vs. total number of true images retrieved by
using only the speech transcripts -selecting the shots within interval [-1,2]. The
numbers after removing the detected anchorpeople by the algorithm from the
text-only results are given in the second column. And the last column is for
applying the algorithm to this set, from which the anchorpeople are removed.
The precision values are given in Fig. 8. Some sample images retrieved for each
person are shown in Fig. 7.

Table 2. Numbers in the table indicate the number of correct images retrieved/ total
number of images retrieved for the query name

Query name Clinton Netanyahu Sam Donaldson Saddam Yeltsin
Text-only 160/2457 6/114 102/330 14/332 19/157

Anchor removed 150/1765 5/74 81/200 14/227 17/122
Method applied 109/1047 4/32 67/67 9/110 10/57

Fig. 7. Sample images retrieved for five person queries in experiments. Each row cor-
responds to samples for Clinton, Netanyahu, Sam Donaldson, Saddam, Yeltsin queries
respectively.

As can be seen from the results, we keep most of the correct faces (especially
after anchorperson removal), and we get reject many of the incorrect faces. Hence
the number of images presented to the user is decreased. Also, our improvement
in precision values are relatively high. Average precision of only text based results
increases by 29% after ancherperson removal, and by 152% after applying the
proposed algorithm.
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Fig. 8. Precisions values achieved for five people used in our tests

7 Conclusion

This paper addresses the problem of finding a specific person in news videos.
We fist use the speech transcripts and select the neighboring shots in which
the name of the query name appears to limit our search space. Applying the
proposed person finding algorithm on each video separately, we detect the an-
chorperson in each video. Then, we remove detected anchorperson from the
search space of the query name and apply the algorithm to the remaining
images.

Experiments are conducted on 229 broadcast news videos archive, which is
a difficult set due to large variations in pose, illumination and expressions in
data. Experiments show that we improve person search performances relative
to only text based results. Average precision values of only text based results
are increased by 29% after ancherperson removal, and by 152% after applying
the proposed algorithm. The person finding algorithm also performs well for
anchorperson detection without requiring any supervision.

In [16] sets of face exemplars for each person are gathered automatically in
shots for tracking. A similar approach can be adapted and instead of taking a
single face from each shot by only considering the key-frames, face detection can
be applied to all frames to obtain more instances of the same. This approach
can help to find better matching interest points and more examples that can be
used in the graph algorithm.
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Abstract. This paper describes a method for automatic video annota-
tion and scene retrieval based on local region descriptors. A novel frame-
work is proposed for combined video segmentation, content extraction
and retrieval. A similarity measure, previously proposed by the authors
based on local region features, is used for video segmentation. The local
regions are tracked throughout a shot and stable features are extracted.
The conventional key frame method is replaced with these stable local
features to characterise different shots. Compared to previous video an-
notation approaches, the proposed method is highly robust to camera
and object motions and can withstand severe illumination changes and
spatial editing. We apply the proposed framework to shot cut detection
and scene retrieval applications and demonstrate superior performance
compared to existing methods. Furthermore as segmentation and content
extraction are performed within the same step, the overall computational
complexity of the system is considerably reduced.

1 Introduction

Video annotation is an active field of research in content based video retrieval
and summarization. Typically these systems include three steps: video segmen-
tation, feature extraction and indexing. The existing work in video annotation
can be divided into two main groups: video segmentation algorithms and content
extraction algorithms. Video segmentation algorithms try to divide the video se-
quences into meaningful subgroups called shots. Over the years, a number of
techniques, varying from colour histogram to block based approaches with mo-
tion compensation have been proposed for this purpose[1,2,3,4,5]. However an
accurate shot cut detection algorithm which works with all kind of video se-
quences with a single set of parameters is still a challenging problem. Most of
the existing content extraction algorithms select one or more key frames as be-
ing representative of each shot; feature extraction techniques such as wavelets
or Gabor filters are widely used to then extract features from these frames. An
efficient key frame selection method, which works with all kinds of videos with
little redundancy, is still a difficult problem. Different imaging conditions and
camera and object motions make it nearly impossible to represent a shot by a
small number of frames without oversampling and thus increasing the complex-
ity and memory requirements of the system. On the other hand, any attempt to
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reduce the number of key frames may result in content loss and thus a failure to
properly represent the shot. Furthermore, segmentation and content extraction
are handled separately in the literature and very little research has been done to
perform these two operations within an efficient unified framework. Since each of
these techniques use different methods, combining them into a single framework
with reasonable computational complexity has been a major problem. In this pa-
per we propose a novel framework for content based indexing and retrieval. This
framework allows efficient video segmentation, content extraction and indexing
within a single framework.

Early approaches in key frame selection propose to selecting the first frame in
each shot as the key frame[6,7]. However one key frame per shot is not always
sufficient as there can exist a number of salient changes within a shot due to
camera or object motion. Conversely, Ardizzone and Cascia[8] suggest making
the number of key frames proportional to the length of the shot. They propose
taking a key frame for each second. This approach is likely to oversample the
sequence, as the semantic content may not often change that quickly. Zhang
et al[9] propose a method to extract key frames based on a similarity measure
between adjacent frames. They propose selecting the first frame in a shot as
the key frame and compare the following frames with the key frame for content
similarity. If a significant change occurs, then that frame is also selected as an
additional key frame and this process continues until the end of the shot. The
idea behind this method is that any content change between frames suggests
significant activity in the shot and should be represented by multiple key frames.
Vermaak et al[10] suggest that key frames should be maximally distinct and
individually carry the most information. Here the input video is transformed
into a sequence of representative feature vectors and this representation is used
to define a utility function. A key frame sequence that maximises this function
is obtained by a non-iterative dynamic programming procedure.

The initial inspiration of our work is obtained from the work done by Sivic and
Zisserman [11,12]. They use local invariant region descriptors to represent key
frames. Text retrieval techniques are adapted for fast and efficient retrieval. Local
region descriptors are vector quantized into clusters and used as visual ”words”
in retrieval applications. The regions obtained in key frames are tracked and
any region not lasting at least three frames are rejected. In experiments, they
show good performance in scene and object matching. However their system is
based on key frames and any failure in key frame extraction will affect their
system. As they agree that significant change in imaging conditions may limit
the performance of the system because of the limited overlapping regions among
key frames. This problem however is overcome in our approach by extracting key
features throughout a shot rather than extracting them only from key frames.

In our framework, we propose the use of local invariant region features to
develop a highly accurate shot cut detection and content extraction method.
Stable features are extracted throughout a shot rather than from a small num-
ber of key frames. We propose this approach as an alternative to the key frame
method. Local regions are tracked throughout a shot with features being ex-



A Novel Framework for Robust Annotation and Retrieval 185

tracted from stable tracks. An efficient method is proposed for region tracking
to avoid possible repetition of the features. The proposed framework is robust
to camera and object motions and can withstand severe illumination changes,
spatial editing and noise. The validity of the framework is established first by
testing with different kinds of video sequences, and then by demonstrating supe-
rior performance compared to existing methods using well known test sequences
such as Run Lola Run and Faulty Towers.

The rest of this paper is organized as follows. The segmentation and content
extraction algorithms are described in section 2. In section 3, we explain the
experiments carried out to demonstrate the performance of our framework with
various video sequences and show superior performance compared to existing
methods. We conclude in section 4 with suggestions for future work.

2 Proposed Framework

In our annotation framework we introduce new methods for cut detection and
content summarisation. A novel approach, which was previously proposed by
the authors[13], is used in cut detection (Local Invariant Region Based cut de-
tection) based on the consistency of the local regions. In Experiments, superior
performance is shown compared to existing cut detection methods. To the best
of our knowledge, all the existing content extraction and retrieval approaches
for video sequences are based on key frames. In this work, however, stable local
features, obtained throughout a shot, are used in content extraction and retrieval
applications. The detected local regions within a shot are tracked based on the
similarity of the region descriptors in adjacent frames. Each new track at any
point within a shot is compared to the existing tracks. This enables regions to be
tracked through occlusions, thus avoiding repetition of the features. Once a shot
cut is detected, the stable tracked regions are summarised based on the length of
the run and used as representative features for that shot. Thus in this method,
a shot is represented by the stable tracked features throughout the shot rather
than the features from one or more key frames. Furthermore both segmentation
and content summarisation are performed simultaneously within a single run
through the video sequences.

Our segmentation and content extraction algorithms are based on the con-
cept of local invariant region descriptors. A brief explantation and performance
evaluation of local region extraction methods can be found in [14]. We choose
Maximally Stable Extremal Regions (MSER) algorithm by Matas et al. [15]
as it performed well with affine and illumination changes. The Scale Invari-
ant Feature Transform (SIFT) [16] is used to obtain the region descriptors in
our experiments, as SIFT has been proved to be robust against varying imaging
conditions [17].

2.1 Video Segmentation (LIRB)

We define a new similarity measure between adjacent frames based on the consis-
tency of local descriptors. For each frame, local region descriptors are calculated
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independently by using maximally stable extremal regions (MSER) and scale
invariant feature transform (SIFT). The matched descriptors between the ad-
jacent frames are obtained using the greedy algorithm based on a threshold.
The consistency measure (CM) between any two adjacent frames is calculated
as follows,

CM =
NM

NMax
(1)

where NM - Number of matches, NMax - Maximum number of regions obtained
in any of the frame.

A high consistency value means that most of the selected regions in adjacent
frames are matched and a low value means that most of them are dissimilar. If
the consistency is less than a threshold value, a shot is declared. As the local
region descriptors are highly robust to affine variation caused by motion and
illumination changes, the proposed approach can withstand severe camera and
object motions. Furthermore local regions are selected across the entire frame
which makes the consistency measurement more robust to noise and spatial edits
than existing methods. A more detailed explanation of the shot cut algorithm
and examples with extreme imaging conditions can be found in [13].

2.2 Content Extraction and Indexing

We extract features from stable local regions throughout the shot, instead of key
frames. This is because the key frame method fails when sudden changes occur
in camera movement or illumination. Furthermore, features selected from one or
more key frames are not robust enough to adequately represent the scenes in a
shot.

The extracted local regions are tracked throughout the shot based on the
feature matches between adjacent frames. Some of these regions may disappear in
particular frames and then reappear later in the shot. This may happen because
of occlusion or failure of the MSER algorithm due to extreme conditions. We call
these tracks as discontinuous. A real example of a discontinuous track is given in
Fig 1 for a shot taken from the video sequence Tennis. Fig 1(a) shows the starting
frame and the rescaled frame part to highlight the selected region. Fig 1(b)
shows the heighlighted regions in the track. The region in question is tracked
from frame 585 to 588 and lost in frame 589 because of the movement of the face
away from the camera. However the region reappears in frame 608 and is tracked
until frame 613. Although these are two different tracks, they represent the same
region, thus giving the same content information. In a content extraction system,
these two tracks should be joined and considered as one track. This is achieved as
follows. Each new starting track at any point in the shot is compared with all the
existing tracks within that shot, to avoid possible repetition of the features due
to discontinuous tracks. This also enables tracking of regions through occlusions.
For example, consider a frame in the middle of a shot with n tracks, [t1.........tn];
here the length of the track ti is mi frames. Track ti goes through mi frames and
each point in the track contains a 128 element SIFT descriptor vector. Therefore
the ith track can be summarised as, [d1.........dmi ]. where d represents the SIFT
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descriptor. If a region descriptor, d, obtained in the current frame does not have
any matches, then it will be compared with the averaged region descriptor of all
existing tracks. For the ith track, the averaged descriptor, di, will be obtained as
follows, di = 1

mi

∑mi

i=1 di. The non matched region vector, d will be compared
with all existing averaged tracks to find the closest averaged track. If the distance
between d and the closest averaged track is less than a threshold then it will be
considered as a continuation of that track, otherwise a new track will be formed.
In the example shown in Fig 1, the new unmatched region in frame 608 matched
with the earlier track from frame 585 to 588 as shown in the figure. Therefore
these two tracks are joined together and will be considered as a single track.

Once a shot boundary is detected, the feature vectors in the stable tracks
throughout that shot will be averaged and stored. The stable tracks are selected
based on the length of the tracks through frames. We select a track if it goes
through at least 7 frames. If the total selected tracks is greater than 200 for any
shot, first 200 most stable tracks are selected. When a query image is presented to
the system, the local region descriptors are obtained for that image and compared
with the stored shot features. Based on this comparison, the best matched shots
will be selected and presented as the matches. If the best match value is less
than a threshold value, then no match will be possible.
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(a) (b)

Fig. 1. An example of a discontinuous region track through occlusions (a) Starting frame
of the track and the rescaled region for more clear view (b) Rescaled regions in the track.
The tracked region is lost in frame 589 because of the movement of the face away from
the camera. However, it reappears in frame 608 and joined with the earlier track.

3 Results

The proposed framework is applied to firstly video segmentation (see 3.1) and
secondly scene matching applications (see 3.2).

3.1 Video Segmentation

The size of the test data for the video segmentation experiments is around 43000
frames with 312 shot positions. The test data contains different kinds of video
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sequences, varying from movies, TV series, documentaries, sports, wildlife and
under water videos. Further details about the test data can be found on[13]. The
ground truth shot cut positions were manually defined.

To demonstrate the benefits of our approach, we compare the performance of
our algorithm (LIRB) with the following shot detection methods: Pair-wise pixel
comparison (PC)[1], Block-based histogram comparison (BH)[3], Likelihood ra-
tio (LR)[1], Average intensity measure[2], Global colour histogram (GCH)[1,3],
and Motion based correlation method (MB)[5]. The performance of all the al-
gorithms are compared using well established methods such as Precision-Recall
(PR) curves and harmonic mean of recall and precision[18].

Fig 2(a) shows the PR curves obtained for the whole data set. The applica-
tion of the algorithms to a wide range of media content is important as some
algorithms tend to work well with particular type of video and give poor re-
sults with other types. For each parameter set, the correctly detected, false and
missed number of shots are obtained over the whole data set and the PR curves
are plotted. A rescaled version of Fig 2(a) is given in Fig 2(b) to more clearly
show the performance near recall value 1. It is clear from these results that our
algorithm gives an almost ideal performance and outperforms the rest of the
methods. For our approach, the precision value is always greater than 0.98 for
any recall value. This is because our algorithm is robust to camera and object
movements and can withstand severe illumination changes and spatial editing.
Other algorithms fail in such conditions as illustrated by the Fig 2.

Fig. 2. (a) Performance-Recall curve for the whole data set used in the experiment.
(b) A rescaled version of Figure (a) to clearly show the curves near recall value 1.

A good detector should give high values for both precision and recall. A more
practical approach to experiment this is to use the harmonic mean (HM) of recall
and precision[18], which is defined as,

HM =
2P · R
P + R

(2)

This value varies between 0 and 1. A higher value (near 1) means good
performance in both recall and precision and a lower value means poor per-
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Table 1. Performance comparison based on harmonic mean. Algorithms are in the
decreasing order of performance. Correct - correctly detected shots, False - false alarms,
Miss - missed shots.

Algorithm Correct Miss FalseRecall precision Harmonic Mean
LIRB 312 0 6 1 0.9811 0.9905
MB 312 0 7 1 0.9781 0.9889
BH 312 0 66 1 0.8254 0.9043
GH 312 0 169 1 0.6486 0.7869
LR 312 0 221 1 0.5854 0.7385
PC 312 0 613 1 0.3373 0.5044
AIM 312 0 6807 1 0.0438 0.0840

formance for either recall or precision or both. In applications like video anno-
tation, missing a shot cut is more severe than having false alarms. Therefore,
for such applications, recall value should be 1. In Table 1, we compared the
precision and harmonic mean value for all the algorithms at this condition. As
seen in the table, our algorithm outperforms all other methods. Our algorithm
gives equally good results for both recall and precision values. In other words,
our algorithm detects all the shot cut positions while avoiding most of the false
alarms.

3.2 Scene Retrieval

We next evaluate the retrieval performance of our algorithm based on the stored
stable local features. Given a query image, related shots taken of the same scene
should be retrieved while avoiding other scenes. The shots may be taken under
different imaging or lighting conditions, such as different camera angles, zooming
positions and illumination changes. Furthermore a shot may cover a large area
varying from one place to another and the system should be able to handle these
variations. Scenes appearing in movies Run Lola Run and Groundhog Day are
used in scene retrieval experiments which is often used by other researchers. In
these movies, the same scenes were filmed a number of times in different imaging
conditions, making these ideal video sequences for scene retrieval experiments.
The ground truth of the similar scenes are selected manually throughout the
whole movies. If a similar place (building or road) appears in different shots,
we conclude them as similar shots. Examples of frames from similar shots are
given in Fig 3 (a)-(d). Each sub figure contains frames taken from similar shots.
As seen in the figure, the frames vary significantly both in terms of the imaging
conditions and the areas covered.

A frame which contains the scene in question is given as the query. The SIFT
features are extracted from the selected MSER regions throughout the frame
and compared with the features from all the shots. For normalisation the total
number of matched features are divided by the number of features obtained
from the query frame. If the normalised value is greater than a threshold, it is
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(a) (b)

(c) (d)

Fig. 3. Examples of frames taken in the same scene. Each of the frame in all the sub
figures is taken from different shots taken in the same scene. The frames are varying
by imaging conditions and covering different areas.

0 0.2 0.4 0.6 0.8 1
0.9

0.95

1

1.05

Recall

P
re

ci
si

on

2000 4000 6000 8000 10000
−0.4

−0.3

−0.2

−0.1

0

0.1

0.2

0.3

0.4

Query Frame No

N
or

m
al

is
ed

 R
an

k 
M

ea
su

re

(a) (b)

Fig. 4. (a) Average Precision-Recall curve obtained in scene matching applications.
10000 randomly selected frames were used in the experiment. (b) Normalised rank value
is plotted for all 10000 randomly selected frames used in precision recall experiment.
The rank value is 0 for all the 10000 frames which indicates that all the relevant shots
are retrieved as first matches for all the query frames.

presented as one of the matched shots and all the matched shots are ordered in
the descending order of normalised matched value.

We use the average PR curve and average normalised rank measure [11] to
evaluate the performance of our approach. Fig 4(a) shows the average PR curve.
We randomly selected 10000 frames (from movies Groundhog Day and Run Lola
Run) as the query image for the system and the matched shots are obtained.
The precision value is calculated as the ratio of the number of correctly retrieved
shots to the total number retrieved shots; the recall value is calculated as the
ratio of the number of correctly retrieved shots to the number of relevant shots in
the database. It is important to note that the scene in some of the selected query
frames may appear only in one shot. As seen in the Fig 4(a), our algorithm gives
a nearly perfect performance (precision value is more than 0.90 for any recall
value). Given an image as query, our algorithm picks up all the shots in the same
scene while avoiding any false alarms.
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The average normalised rank of the relevant shots can be defined as follows,

R̃ank =
1

NNrel
(
Nrel∑
i=1

Ri − Nrel(Nrel + 1)
2

) (3)

where N is the number of total shots, Nrel is the number of relevant shots and
Ri is the rank of the relevant shot. R̃ank is zero if all relevant shots are returned
first. The R̃ank measure varies between the range 0 and 1 with 0.5 corresponding
to random retrieval.

The rank measure is plotted for all 10000 randomly selected frames used in the
PR curve experiment, in Fig 4(b). As clearly seen in the figure, the rank value
is 0 for all these frames. This indicates that all the relevant shots are retrieved
as first matches for all the query frames.

4 Conclusions and Future Work

A novel framework for video annotation based on local region descriptors is pro-
posed. A new similarity measure is developed and the advantages are demon-
strated with accurate shot cut detection and scene matching. The proposed
method is robust to camera and object motions and can withstand severe illu-
mination changes and spatial editing. The performance is evaluated with differ-
ent kinds of video sequences and compared with existing methods. The results
demonstrate that our method provides significantly improved performance, es-
pecially when there are severe object motion, illumination and spatial editing,
compared to existing methods. The local regions are tracked throughout a shot
and the stable regions are used to form shot representation. The above shot rep-
resentation gives better results compared to the conventional key frame method
and excellent performance is shown in scene matching applications. Future work
will consider identifying individual objects in video sequences based on local
region descriptors and the current framework provides the foundation for this
extension.
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Abstract. Relevance Feedback (RF) is a useful technique in reducing
semantic gap which is a bottleneck in Content-Based Image Retrieval
(CBIR). One of the classical approaches to implement RF is feature re-
weighting where weights in the similarity measure are modified using
feedback samples as returned by the user. The main issues in RF are
learning the system parameters from feedback samples and the high-
dimensional feature space. We addressed the second problem in our pre-
vious work, here, we focus on the first problem. In this paper, we in-
vestigated different weight update schemes and compared the retrieval
results. We proposed a new feature re-weighting method which we tested
on three different image databases of size varying between 2000 and 8365,
and having number of categories between 10 and 98. The experimental
results with scope values of 20 and 100 demonstrated the superiority of
our method in terms of retrieval accuracy.

1 Introduction

The selection of features e.g. colour, shape, colour-layout etc. and their proper
representation e.g. colour histogram, statistical moments etc. are very important
for good system retrieval. However, the low level features (e.g. colour, shape)
used to represent an image do not necessarily represent the high level semantics
and human perception of that image. A solution towards this problem is hu-
man intervention in terms of Relevance Feedback [1], [2], [3]. For a given query,
the system first retrieves a set of ranked images according to a similarity metric,
which represents the distance between the feature vectors of the query image and
the database images. Then the user is asked to select the images that are relevant
or irrelevant (or non-relevant) to his/her query. The system extracts information
from these samples and uses that information to improve retrieval results. A re-
vised ranked list of images is then presented to the user. This process continues
until there is no further improvement in the result or the user is satisfied with
the result. In classical approach, there are mainly two ways to implement RF
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namely, query updating and feature re-weighting. In query updating method,
the components of the query vector are updated using the average of compo-
nent values of all relevant samples so that the new query point moves towards
the centre of relevant class. In feature re-weighting, the weight factors in the
similarity measure are modified using relevant samples. The essence of feature
re-weighting is to put more weights on the feature components that discriminate
well between relevant and non-relevant images and thus enhances retrieval and
to put less weights for the ones that do not help retrieval. Feature re-weighting is
found to be very suitable for large size databases and high dimensional feature
space [8]. Also, this method is simple to implement and produces fairly good
retrieval. However, in order to improve retrieval accuracy we need to use the
feedback samples carefully and intelligently. In MARS system [4], they used the
inverse of standard deviation of the feature component values for the relevant
samples. Most of the work reported in the literature used only relevant samples
[5], [6], [7]. In [8], Wu and Zhang proposed a discriminant factor that determines
the ability of a feature component in separating relevant images from the irrel-
evant ones. They showed improvement over the MARS system which used only
relevant images. Inspired by their work, we propose a modified weight factor
that demonstrated significant improvement over the method in [8]. Both of the
query update and the feature re-weighting approaches are based on vector model
which originally were used in text retrieval [1]. We used a combination of both
methods. We experimented with several weight updating schemes to re-shape
the similarity measure and compared the retrieval results.

Sections 2 and 3 describe the proposed approach and experimental results
respectively. Section 4 contains conclusions and future directions.

2 Methodology

For rest of the paper, we used the following nomenclature:

N : Number of images in the database
C: Number of semantic categories in the database

Nr: Scope i.e. the number of top retrieved images returned to the user
Q, I: Query image and Database image respectively

k: Number of iterations in RF
M : Number of components in the feature vector
wk

i : weight factor for ith feature component in kth iteration.

2.1 Feature Representation

In [9], we proposed a compact feature representation based on the elements of
Colour Co-occurrence Matrices (CCM) in Hue, Saturation, Value (H,S,V=16,3,3)
colour space. We chose HSV colour model as it is known to be perceptually uni-
form. A Colour Co-occurrence Matrix represents how the spatial correlation
of colour changes with distance i.e. pixel positions [10]. So, unlike colour his-
togram, colour co-occurrence matrix provides spatial information of the image.
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We observed that diagonal elements of CCMs are much more in number (about
80%) compared to the non-diagonal elements (about 20%). This observation is
in line with that reported in [11]. Also, we have noticed that most of the non-
diagonal elements are zero. From the original 148-dimensional feature vector,
we constructed a 25-dimensional feature vector with all diagonal elements and
Sum-Average [12] of all non-diagonal elements from H,S,V matrices. An increase
in feature dimension essentially means an exponential growth in the number of
training samples. This limitation, called the Curse of Dimensionality, is a well
known fact in Pattern Classification [13]. The reduction in dimension from orig-
inal higher dimension reduced online computation time and enhanced retrieval
accuracy. For more details, see our previous work reported in [9].

As different feature components have different ranges (or values), we normal-
ized them so that they lie within [0,1] and each component contributes equally in
the similarity measure. The ith normalized feature component, f

′
i is given by [9],

f
′
i =

fi,org − μi

3σi
, i = 1, 2, ....M . (1)

where fi,org is the original ith feature component, μi is the mean and σi is the
Standard Deviation (SD) of fi,org. These values are calculated over the entire
database of N samples. Under the assumption of Gaussian distribution of values,
the term 3σi ensures that at least 99% of the samples are within the range [−1, 1].
Any value that is < −1 is set to −1 and > 1 is set to 1. In order to map the
normalized values from [−1, 1] to [0, 1], we used the following formula:

fi =
f

′
i + 1
2

. (2)

2.2 Feature Re-weighting

In CBIR research, a number of distance measures have been used in the past
in order to measure the similarity (or dissimilarity) between the query image
and the database images. Each one of them has its own merits and demerits.
Minkowski distance, of which Manhattan (or City-block) and Euclidean dis-
tances are special cases, is probably the most widely used. We chose Manhattan
distance because it is computationally very simple and produces fairly good
results. Also, as our main focus of this article is on the RF strategy, whatever
strength or weakness the similarity measure has got, we assume that it will affect
the retrieval of different data sets more or less the same way.

The similarity between I and Q is given by the following weighted Minkowski
distance measure:

D(I, Q) =
M∑
i=1

wi ∗ |fiI − fiQ| . (3)

where fiI , fiQ are ith feature component of I and of Q respectively and wi is
weight factor. When there is no RF, equal weight values are used for each feature
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component. With RF, these weights are updated using feedback samples. First,
we used the following weight value:

weight − type1 : wk+1
i =

ε + σk
Nr ,i

ε + σk
rel,i

, ε = 0.0001 . (4)

Here, σk
Nr,i is standard deviation over the Nr retrieved images and σk

rel,i is the
standard deviation over the relevant images in kth iteration. If a feature com-
ponent has smaller variation over the relevant samples then it should get higher
weight as this represents the relevant samples better [4] in the feature space.
Similar weight factor is used in [5] and [6], however, there the numerator repre-
sented standard deviation over the entire database. In the numerator of eqn (4),
we used standard deviation over Nr as the variation over the entire database
remains unchanged with iteration and thus does not provide any extra informa-
tion. However, with each iteration a new set of images is likely to be retrieved
and a new σk

Nr,i obtained. A small value of ε is used to avoid computational
problem of σk

rel,i being zero when no similar image (other than the query itself
is retrieved) is retrieved. The value of ε is chosen to be 0.0001 so that it does
not affect the weight values significantly.
In[8], Wu and Zhang used both relevant and non-relevant images to update
weights. They used a discriminant ratio to determine the ability of a feature
component in separating relevant images from the non-relevant ones:

δk
i = 1 −

∑k
l=1 |ψl,U

i |∑k
l=1 |F l,U

i |
. (5)

where
∑k

l=1 |ψl,U
i | is the no. of non-relevant images located inside the dominant

range of relevant samples and
∑k

l=1 |F l,U
i | is the total no. non-relevant images

among the retrieved images, for the ith feature component. The dominant range
of a feature component is found by the minimum and maximum values from the
set of relevant samples. The value of δk

i lies between 0 and 1. It is 0 when all non-
relevant images are within the dominant range and thus, no weight should be
given for that feature component. On the other hand, when there is not a single
non-relevant image lying within the dominant range, maximum weight should
be given to that feature component. They used the following weight factor, for
details see [8]:

weight − type2 : wk+1
i =

δk
i

ε + σk
rel,i

. (6)

In order to maximize the benefits in separating relevant images from the
non-relevant ones, we introduced weight-type3 where we combined the above
discriminant ratio with the weight factor in eqn (4). This resulted in eqn (7)
and our experimental results also demonstrated the synergy of the weight-type
1 and weight-type 2.

weight − type3 : wk+1
i = δk

i ∗ ε + σk
Nr,i

ε + σk
rel,i

. (7)
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3 Experiment

To demonstrate the goodness of our weight factor we experimented with three
databases of different sizes and different number of semantic categories. All im-
ages are of 256 × 256 pixels size. An image in the retrieved list is considered
to be relevant if that image comes from the same category as the query image,
otherwise, non-relevant.

We used precision as a measure of system performance which is given by the
following formula:

precision =
No. of relevant retrieved images

No. of retrieved images
. (8)

3.1 Image Database and Ground Truth

1. ImageDB2000: This consists of 2000 images from 10 different categories
(Flowers, Vegetables and Fruits, Nature, Leaves, Ships, Faces, Fishes, Cars,
Animals, Aeroplanes). Each category contains 200 images. We used all 2000
images as query images and calculated performance in terms of Precision
after averaging over all query images.

2. ImageDBCaltech: From http://www.vision.caltech.edu website, we obtained
the Caltech-101 image database. This consists of 9144 images from 102 cat-
egories with 34 to 800 images per category. We omitted all grey scale images
including the categories Binoculars, Car-side, Camera and Yin-yang that
had mostly grey scale images. Finally, we experimented with 8365 images
from 98 categories. As query images, we chose 4 images randomly from each
category, thus a total of 392 query images. Results presented are obtained
by averaging results over 392 query images.

3. ImageDB2020: This consists of 2020 images from 12 categories. The number
of images per category varies from 96 to 376. We measured performance by
averaging performance over all 2020 images used as query.

3.2 Result Analysis

Table 1 shows the results for all three data sets for scope 20 and table 2 for
scope 100. In figure 1, figure 2 and figure 3, the improvement in precision from
0rf to 1rf are almost the same, however, the improvement in the next iterations
is much higher with our weight factor. For scope 20, the improvement in preci-
sion with weight-type3 compared to weight-type2 is 5.625 % for ImageDB2000,
1.365% for ImageDBCaltech and 4.52% for ImageDB2020. For scope 100, the
precision improvement with weight-type3 compared to weight-type2 is 10.426 %
for ImageDB2000, 1.089% for ImageDBCaltech and 5.23% for ImageDB2020.

The significant improvement in precision, for all three weight types, from
0rf to 1rf shows the impact of the use of relevance feedback mechanism. From
1rf to 5rf the improvement is much higher for weight-type3. In other words, the
convergence towards the highest possible precision value is higher for this weight
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Table 1. Improvement in Precision (%) from 0rf to 5rf, Scope = 20

weight factor 0rf 1rf 2rf 3rf 4rf 5rf
ImageDB2000 weight-type1 56.002 73.613 75.740 78.488 78.745 79.923

weight-type2 56.002 71.408 76.605 77.575 78.050 78.235
weight-type3 56.002 72.455 78.567 82.048 82.980 83.860

ImageDBCaltech weight-type1 11.811 13.801 14.732 15.242 15.523 15.689
weight-type2 11.811 13.724 14.592 14.707 14.758 14.834
weight-type3 11.811 13.801 15.089 15.714 16.110 16.199

ImageDB2020 weight-type1 50.280 63.777 66.381 68.545 68.765 69.639
weight-type2 50.280 61.399 65.567 66.653 67.037 67.252
weight-type3 50.280 61.990 67.757 70.250 71.002 71.772

Table 2. Improvement in Precision (%) from 0rf to 5rf, Scope = 100

weight factor 0rf 1rf 2rf 3rf 4rf 5rf
ImageDB2000 weight-type1 37.264 55.131 56.919 60.060 60.004 61.280

weight-type2 37.264 53.614 55.054 54.138 53.445 52.877
weight-type3 37.264 56.259 59.984 62.160 62.465 63.303

ImageDBCaltech weight-type1 5.526 7.640 8.033 8.607 8.556 8.755
weight-type2 5.526 7.571 7.982 8.133 8.066 8.077
weight-type3 5.526 7.793 8.406 8.936 9.074 9.166

ImageDB2020 weight-type1 34.315 48.811 50.579 52.686 52.990 53.611
weight-type2 34.315 47.467 49.717 49.967 49.787 49.363
weight-type3 34.315 48.735 52.299 53.862 54.126 54.593
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Fig. 1. ImageDB2000: Improvement in precision with RF at scope 20

factor. We reported results up to 5 iterations as after that there is no significant
improvement in precision.

It may be worth noting that the precision values for ImageDB2000 and Im-
ageDB2020 are in the range of 50% to 84% whereas for ImageDBCaltech, they
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Fig. 3. ImageDB2020: Improvement in precision with RF at scope 20

are in the range of 11% to 16%. This huge difference in precision is clearly ex-
plained by the well known result that in the C-category classification problem
the classification accuracy is of the order of 1

C for random allocation [13]. The
effectiveness of feature vector i.e the discriminatory power of feature vector and
the inherent separability of classes in the feature space considered are also very
important in determining overall precision.

4 Conclusions and Future Directions

To improve system performance with relevance feedback, we used the synergy of
weight-type1 and weight-type2 intuitively to obtain weight-type3. For all 3 image
databases, weight-type3 performed the best. The experimental results conformed
to our expectation. We have also discussed that the convergence towards the
highest possible precision value is higher with our weight factor compared to the
other two weight factors considered.
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Also, the number of semantic categories in the database plays an important
role in the retrieval results. Precision usually worsens as the number of categories
increases.

In reality, the number of samples per category as well as the number of feed-
back samples can be very small. The situation becomes worse in high dimensional
feature space. In feature re-weighting method, the calculation of standard devia-
tion used in the weight factor becomes inaccurate and thus, the class representa-
tion becomes poor. In our current research we are addressing this issue in order
to have better class representation and hence, more reliable retrieval results.
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Abstract. This article presents a method aiming at filtering objec-
tionable image contents. This kind of problem is very similar to ob-
ject recognition and image classification. In this paper, we propose to
use Adaptive-Subspace Self-Organizing Maps (ASSOM) to generate in-
variant pornographic features. To reach this goal, we construct local
signatures associated to salient patches according to adult and benign
databases. Then, we feed these vectors into each specialized ASSOM
neural network. At the end of the learning step, each neural unit is
tuned to a particular local signature prototype. Thus, each input image
generates two neural maps that can be represented by two activation vec-
tors. A supervised learning is finally done by a Normalized Radial Basis
Function (NRBF) network to decide the image category. This scheme
offers very promising results for image classification with a percentage of
87.8% of correct classification rates.

1 Introduction

In many computer vision applications such as multimedia data mining, pattern
recognition, image retrieval, etc., evaluating image content is fundamental. Recog-
nizing harmful images is very challenging in content-based filtering systems.

In the state-of-the-art, different approaches are proposed, focusing on skin
color detection. Forsyth et al. use geometric constraints for detecting naked
people [1] by reconstructing the human anatomic structure from skin areas.
The WIPE system [2] combines Daubechies wavelets, moment analysis and his-
togram indexing to provide semantically meaningful feature vector matching.
Based on the discrete probability distributions obtained from skin and non-skin
histograms, Jones and Rehg [3] filter images according to their skin pixel statis-
tics. Other studies [4,5] propose a pornographic image detection system based
on skin detection and Multi-Layer Perceptron (MLP) classification.

To avoid inherent skin detection problems, as illumination variations, back-
ground interferences, multiple figures, etc., we consider objectionable image fil-
tering as image classification problem in two categories: adult and benign. Image
� This work was carried out during the tenure of a MUSCLE Internal fellowship.
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classification consists in partitioning the input image space into a number of re-
gions separated by decision surfaces and labeled by image classes.

For a given image I, the ultimate goal is to search for a function f(·) → JI ,
I → J, where I is the image space and J the image label space. However, due
to the extremely high dimension of an ordinary image, a direct search of the
optimum function f(·) in the original image space I would generally not be
possible.

From this observation, we try to describe the image I in a more compact way
to reduce the dimension of data and obtain the most discriminant informations.
In this purpose, we are interested in generating invariant-feature descriptors by
using ASSOM neural networks [6].

Adaptive-Subspace Self-Organizing Map (ASSOM) is basically a combination
of a subspace method and a competitive selection and cooperative learning as
in the traditional SOM [6]. The single weight vectors at map units in SOM are
replaced by sets of basis vectors that span some linear subspaces in ASSOM. A
long-standing difficulty in the design of feature filters is the variation of input
patterns due to typical transformations such as translation, rotation and scaling.
By setting filters to correspond to pattern subspaces, some transformation groups
can be taken into account automatically.

The input to an ASSOM network is called “episode”, which is a sequence of
pattern vectors that spans some linear subspace. This sequence is contructed
by applying rotation, translation and scaling to the original local signatures. By
learning the episode as a whole, ASSOM is able to capture the transformation
kernels coded in the episode.

To construct these episodes, we focus our attention on regions of interest
(ROI) in the images. Based on some psycho-visual experiments [7], human vision
system executes saccadic eye movements between salient locations to capture
image content. Likewise, Tversky studies [8] showed that when we compare two
images, we detect common and distinct concepts between these regions.

Our method tries to reproduce this extraction and distinction concept with a
codebook learning strategy based on ASSOM algorithm. We firstly search salient
locations in the images to be compared. Local visual features are then extracted
from salient regions and projected onto a set of ASSOM-based learned visual
prototypes, resulting in activation vectors.

Finally, we use these activation features to classify the image in adult or
benign category with a NRBF neural network.

This method has been experimented for an adult content filtering method
where the correct classification rate reaches 87.8%. The database is composed
of 1, 110 adult images and 1, 200 benign images downloaded from Internet. The
second category, known to be the rest of the world, is mainly constituted of
landscapes, portraits and life scenes.

This paper is organized as follows: In Section 2, we first present our image
classification scheme based on ASSOM learning from ROI descriptions. Then,
Section 3 contributes to some experimental results on the proposed classification
schemes. And finally, conclusions are discussed in Section 4.
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2 Image Classification Based on ASSOM Learning and
Salient Regions of Interest

2.1 Multi-ASSOM Scheme (MAS)

As outlined in [9], a classification scheme is generally composed of three main
steps : pre-processing, feature extraction and classification. In this paper, we
mainly focus our attention on the two first items, the last being performed by a
NRBF neural network.
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Fig. 1. The construction of the feature vector yI from patches of the image I in MAS.
|J| ASSOMs compete on these patches and generate a sequence of winning ASSOM
index j∗

k , k ∈ {1, 2, . . . , K}. n(·) counts the number of winning times for each ASSOM.
The vector [n(1), . . . , n(j), . . . , n(|J|)]T forms the final feature yI , which is sent to the
NRBF neural network.

Our system architecture designs an ASSOM for each category, producing spe-
cific ASSOM units for different categories of image patches. This idea was ex-
plored in [10] in the recognition of handwritten digits and produced promising
results. But in their case, the image size is very small (25×20 pixels), permitting
a direct learning through ASSOM. In their work, 10 ASSOMs are employed, one
trained for each category of handwritten digits. For digit classification, a test
digit is sent simultaneously to all the 10 ASSOMs, which output 10 error values.
The ASSOM with the least reconstruction error determines the digit category.
An obvious deficiency here is that there is no interaction between the different
ASSOMs during the learning phase. An ASSOM learns the features of its own
category, however it does not learn to distinguish features of other categories.
The optimum decision surface is thus not guaranteed.

In our context, the dealt images have much larger sizes. So, we decide to use
a local approach by extracting round image patches at salient locations. RGB
patch informations are directly used to describe the local visual features.

Similar strategies have been developped in [11,12]. The principal differences
are that the bag-of-keypoints representation is built from a K-means quantization
and the classification is made by a Support Vector Machine(SVM).

Here, |J| ASSOMs are trained on these local descriptions, category by cat-
egory. J denotes the number of ASSOM. For filtering use, two ASSOM neural
networks are built for adult and benign classes.
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To construct the feature vector yI for the final NRBF classification of the
image I (See Figure 1), we operate as follows :

– For each patch xk, the |J| ASSOMs compete on it. The jth ASSOM produces
an output ‖x̂kj‖2 defined by:

‖x̂kj‖2 = max
i∈Ij

‖x̂kLi‖2 , (1)

where Ij is the set of indices of the modules in the jth ASSOM. In words,
‖x̂kj‖2 is the maximum value of the square of the orthogonal projection of
the patch xk on the subspaces of the modules in the jth ASSOM. The j∗kth
ASSOM with the maximal output wins that patch:

j∗k = arg max
j∈{1,2,...,|J|}

‖x̂kj‖2 . (2)

– A counter n(j∗k) corresponding to this ASSOM network is accordingly in-
creased by 1. When all the patches of the image I have been presented, the
array of ASSOMs produce |J| counters of the patches won by the respective
ASSOM. The feature vector is defined by:

yI = [n(1), . . . , n(j), . . . , n(|J|)]T , (3)

where the components are:

∀j ∈ {1, 2, . . . , |J|}, n(j) =
∑

k∈{1,2,...,K}
δ(j∗k , j) . (4)

δ(a, b) is the pulse function that takes the value 1 when a = b and 0 otherwise.

2.2 Wavelet-Based Salient Point Detection

According to the active vision mechanisms, the goal of salient point detectors is
to find perceptually relevant image locations. Many detectors have been proposed
in the literature [13,14,15]. The Harris detector [14] aims at locating salient
zones on corners by searching for the maxima of a function based on the local
autocorrelation matrix of the signal. The detector in [15] proposes to locate
salient points in high contrasted area. The salient point detector in [13] uses a
wavelet analysis to find pixels on sharp region boundaries.

Working with wavelets in our previous work [13] is justified by the consid-
eration of the human visual system for which multi-resolution, orientation and
frequency analysis is of prime importance. In order to extract the salient points,
a wavelet transform is firstly performed on the grayscale image. The obtained
wavelet coefficients are represented by zerotrees as introduced by Shapiro [16].
This tree is then scanned at a first time from leaves to the root to compute the
saliency value at each node. A second scanning occurs in order to determine the
salient path from the root to the locations on the original image, where the raw
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salient points are located. The salient points are listed in order and a threshold
τ , 0 < τ ≤ 1 is set to select the most salient points. By detecting salient points
from luminance information only, the points located on boundaries of highlights
or shadows are apt to be detected as salient. To remove false salient points caused
by lumination conditions, a gradient image is built by using the color invariants
proposed by Geusebroek et al. [17].

This salient point detector reaches photometric invariance by combining the
detection step with a recently proposed color invariance method [17]. Experi-
mental results in [13] show that the detected points are located on perceptually
relevant image areas. Based on the detected salient points, the authors went
further to design the salient signature that combines a color histogram with a
texture measure. The proposed salient point detector and salient signature are
applied to a contented-based retrieval system and the results are quite promising.

In this paper, we will combine the salient point detectors of our previous work
with the ASSOM feature selector. Consequently, the ASSOM networks can be
trained on small image patches centered on these salient points.

2.3 ASSOM Learning

As mentioned in the introduction, ASSOM is basically a combination of a sub-
space method and a competitive selection and cooperative learning as in the
traditional SOM. ASSOM differs from other subspace methods by permitting to
generate a set of topologically-ordered subspaces. That is to say, two units that
are close in the map will represent two feature subspaces closed in the total fea-
ture space. In ASSOM, the unit is composed of several basic vectors that expand
together a linear subspace. This unit is called “module” in an ASSOM neural
network. This method aims to learn data features, without assuming any prior
mathematical forms of their representation, such as Gabor or wavelet transforms,
which are frequently encountered in the traditional image analysis and pattern
recognition techniques [6]. In other words, the forms of the filter functions are
learned directly from the data.

The input to ASSOM is a group of vectors, called “episode”. The vectors in
each episode are supposed to be close up to affine transformations.
There are mainly two phases in a learning process of ASSOM:

1. For an input episode, locate the winning subspace from ASSOM modules ;
2. Adjust the winning subspace and its neighbor modules in order to better

represent the input episode.

For a linear subspace L of dimensionality H , one can find a set of basis
vectors {b1,b2, . . . ,bH}, such that every vector in L can be represented by
a linear combination of these basis vectors. Such sets of basis vectors are not
unique, however they are equivalent in the sense that they expand exactly the
same subspace. For convenience of mathematical measures, the basis vectors are
orthonormalized by the Gram-Schmidt process.

The orthogonal projection of an arbitrary vector x on the subspace L, notated
as x̂L, is a linear combination of its orthogonal projections on the individual basis
vectors, and can be computed by:
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x̂L =
H∑

h=1

(xTbh)bh. (5)

If x̂L = x, then x belongs to L, else we can define the distance from x to L
as ‖x̃L‖ = ‖x − x̂L‖, by using the Euclidean norm. When several subspaces
exist, the original space is separated from pattern zones and the decision surface
between two subspaces, for example L1 and L2, is determined by those vectors
x such that ‖x̂L1‖ = ‖x̂L2‖. By comparing the distances of a vector to all the
subspaces, we can assign this vector to the nearest subspace.

In Kohonen’s realization of ASSOM, the subspace is represented by a two-
layered neural architecture, as in Figure 2. The neurons in the first layer take
the orthogonal projections xTbh of the input vector x on the individual basis
vectors bh. The second layer is composed of a single quadratic neuron and makes
the output square sum from the first layer neuron.

The output of the whole neural module is then ‖x̂L‖2, the square of the
norm of the projection. It can be regarded as a measure of the degree of matching
of the input vector x with the subspace L represented by the neural module.
In the case of an episode, the distance should be calculated from the subspace of
the vectors in the episode and that of the module, which are generally difficult
to compute. Kohonen proposed another much easier but robust definition of
subspace matching : the energy (sum of squares) of orthogonal input vector
projections on the module subspace.

Once the first phase occurred, the winning module with its neighbors adjust
their subspaces to represent better the input subspace. A neighborhood function
h

(i)
c is defined on the rectangular or hexagonal lattice (See Figure 3), where c
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Fig. 3. Left: A rectangular topology. Right: A hexagonal topology. Each empty circle
represents a neural module as shown in Fig. 2. The gray areas represent the neighbor-
hood of the winning module indexed by c at a certain learning step.
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notates the index of the winning module and i the index of an arbitrary module
in the lattice. The neighborhood area defined by h

(i)
c shrinks with the learning

step. Through this cooperative learning, the map will end at a topologically-
organized status, where nearby modules have similar subspaces.

The classical Kohonen’s ASSOM learning algorithm works as follows:
For the learning step t,

1. Feed the input episode x(s), s ∈ S, where S is the set of indices of vectors
in the input episode. Locate the winning module indexed by c:

c = argmax
i∈I

∑
s∈S

‖x̂Li(s)‖2, (6)

where I is the set of indices of the neural modules in the ASSOM.
2. For each module i in the neighborhood of c, including c itself, and for each

input vector x(s), s ∈ S, adjust the subspace Li by updating the basis
vectors b(i)

h , according to the following procedure:
(a) Rotate each basis vector according to:

b(i)
h = P(i)

c (x, t)b
′(i)
h . (7)

In this updating rule, b(i)
h is the new basis vector after rotation and b

′(i)
h

the old one. P(i)
c (x, t) is the rotation operator matrix, which is defined

by:

P(i)
c (x, t) = I + λ(t)h(i)

c (t)
x(s)xT(s)

‖x̂Li(s)‖‖x(s)‖ , (8)

where I is the identity matrix, λ(t) a learning-rate factor that decreases
with the learning step t. h

(i)
c (t) is the neighborhood function defined on

the ASSOM lattice with the support area shrinking with t.
(b) Dissipate the components b

(i)
hj of the basis vectors b(i)

h to improve the
stability of the results [6]:

b
∼(i)
hj = sgn(b(i)

hj )max(0, |b(i)
hj | − ε), (9)

where ε is the amount of dissipation, chosen proportional to the magni-
tude of the correction of the basis vectors.

(c) Orthonormalize the basis vectors in module i.

3 Experiments

In our experiment, the MAS scheme is applied to adult image filtering. There
are respectively 733 adult images and 733 benign images in the training set of
the image database. The test database is composed of 377 adult images and 467
benign images. The training of each ASSOM for each category takes T = 200, 000
epochs. The subspace dimension is set to H = 4 and the dimension of the
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ASSOM arrays is N = 10 × 10. The radius of a image patch is r = 14.5 pixels
and thus the dimension of the input vector for the ASSOM arrays is 1, 971. These
parameters are chosen by experimental results on the training set.

For our experiments, we configure our ASSOM network with the following
rules to reach good learning results in terms of accurate input data representa-
tion [6]:

– λ(t) = T
T+99t forms a monotonically decreasing sequence;

– h
(i)
c (t) =

{
1, ||pc − pi|| < μ(t)
0, otherwise.

The Euclidian norm is chosen and pi is the 2D location for the ith neuron in
the network. μ(t) specifies the width of the neighborhood decreasing linearly
during time t from

√
2

2 N to 0.5 .

The classification performance on the training set is a true positive (TP) rate
of 88.5% at a false positive (FP) rate of 13.2%. The TP rate is defined as the
proportion of adult images that are correctly classified and the FP rate is the
proportion of benign images that are incorrectly classified as adult. On the test
set, the TP rate is 89.9% and the FP rate is 13.9%. The confusion matrix is
presented in the Table 1. Some examples of correct and incorrect classification
are then shown in Figure 4.

The performance is really promising, considering the value 0.9448 for the area
under the curve (AUC), drawn in the Receiver Operating Characteristics (ROC)
curve in Figure 5.

This multi-ASSOM architecture outperforms with 87.8% of correct classifica-
tion rates a single ASSOM scheme (85.9%) and a single SOM scheme (78.35%)1.

Thus, we can see that the competition between an adult ASSOM and a benign
ASSOM creates more precise feature vectors for NRBF classification. And the
ASSOM algorithm permits to extract more robust features than the basic SOM
method.

It is also very interesting to see the filters generated for the adult images
and the benign images in Figure 6. We can observe that for the adult images,
one of the basis vectors exhibit a orange color tone, and the other one shows
obvious orientations. Thus, each final subspace tries to represent the data feature
structure. That’s why, when an adult image is fed into our scheme the adult
ASSOM is stronger activated as shown in Figure 6.

Table 1. Confusion matrix of the MAS classification system with a ASSOM array of
dimension 10 × 10. In this table, A=Adult, B=Benign.

Classified as → A B
A 339 38
B 65 402

1 In our experiment, the best configuration for a single ASSOM scheme is : N =
10 × 10, H = 4, r = 14.5 ; and for a single SOM scheme : N = 20 × 20, r = 3.5.
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Fig. 4. The left column presents correctly classified test images. The right column
shows examples for misclassification.

Fig. 5. ROC curve of MAS on classification of adult and benign test images. Horizontal
axis represents the FP rate and vertical axis the TP rate.

(a) (b1) (b2)

Fig. 6. (a)The feature filters generated for adult images and benign images. Top row:
The filters generated for adult images. Bottom row: The filters generated for benign
images. First column: The first basis vectors. Second column: The second basis vectors.
The activation map represents the output energy for each module of adult ASSOM(b1)
and benign ASSOM(b2) when an adult test image is proposed to MAS.

4 Conclusion

In this paper, we proposed an original classification system using directly patch
information. Based on the three main properties of ASSOM - which are di-
mension reduction, topology preservation and invariant feature emergence -
our scheme filters images in a competitive way. This solution implemented for
content-based image filtering gives us very promising results. A further improve-
ment could be to distinguish model portraits from adult images, because this
case composes chiefly the false detection. To get efficiency, the adult class train-
ing can be achieved with an object-based approach in order to skip background
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interferences. Furthermore, MPEG7 descriptors may certainly make the perfor-
mances better than the simple RGB informations.
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Abstract. Aspect-based relevance learning is a relevance feedback
scheme based on a natural model of relevance in terms of image aspects. In
this paper we propose a number of active learning and interaction strate-
gies, capitalizing on the transparency of the aspect-based framework. Ad-
ditionally, we demonstrate that, relative to other schemes, aspect-based
relevance learning upholds its retrieval performance well under feedback
consisting mainly of example images that are only partially relevant.

1 Introduction

For both image and video retrieval, relevance feedback has become a key process
in iteratively adapting retrieval results to the user’s wishes; [1] and [2] give
recent reviews of the state-of-the-art of CBIR relevance feedback. In modern re-
trieval systems we are increasingly working with large numbers of heterogeneous
features. Image descriptions now consist of a combination of low-level features
(often various similarity spaces), of segmentation-based features, of learned clas-
sifications, and of high-level, possibly context-derived, metadata. The problem
that relevance feedback schemes must be able to deal with only few samples in
very high-dimensional feature space is thus ever more urgent.

The main inference task is to figure out which feature values, or feature value
combinations, lead to high relevance. This essentially comes down to analyzing
the clustering behavior of the example images provided in the relevance feed-
back cycles. However, as we have argued in [3], generalizing from the clustering
of the small number of available example images faces a number of serious chal-
lenges. First, there is an issue of misleading clustering. Typically there will be
many features that are not relevant but this does not mean that examples will
not cluster for such features: often they will, namely at feature values with high
prior probability. Additionally, selected examples are in practice often only par-
tially relevant, especially in the critical initial stages of a searching or browsing
session. This means that for the features that are relevant to the user, examples
often cluster only to a limited extent. We have shown that for these reasons
much can be gained by taking into account database feature value distributions,
as this allows us to assess the significance of example clustering. In [3] we pro-
posed aspect-based relevance learning, in which aspects are defined as feature
predicates serving as natural units of relevance, for which indeed the significance

H. Sundaram et al. (Eds.): CIVR 2006, LNCS 4071, pp. 211–220, 2006.
c© Springer-Verlag Berlin Heidelberg 2006



212 M.J. Huiskes

of associated example clustering can be quantified. This provides a principled
method to make sure that feature value regions are only selected as relevant if
evidence is sufficiently strong to support the hypothesis that clustering there is
not occurring by chance. In section 2 we briefly review this selection procedure,
as well as the construction of aspects.

This article has two main contributions. First, in section 3, we extend aspect-
based relevance learning with a number of active learning and interaction strate-
gies. Active learning is an increasingly studied topic in image retrieval (e.g.
[4,5,6,7]) which aims to reduce the number of images that need to be labeled
by the user by presenting him with images that are particularly informative to
the system. We propose a method for selecting such images in the aspect-based
framework. Furthermore, we discuss interaction strategies which aim to provide
the user with a set of tools to (i) obtain a clear insight in the system’s inference
process, and (ii) improve aspect data during retrieval sessions. All strategies have
been implemented in the “Aspect Explorer” retrieval system.

Second, in section 4, we present an experimental study analyzing how well
various relevance schemes uphold their retrieval performance under feedback
consisting mainly of example images that are only partially relevant. We com-
pare the performance of aspect-based relevance learning to various feature re-
weighting schemes as well as to SVM-based methods. Tests are performed using
a large commercial database of decoration designs for which a wide variety of
low-level and high-level features have been computed.

2 Aspect-Based Relevance Learning

In the following, we assume feedback example selection is implemented by pre-
senting images in a clickable selection display, consisting of a grid of thumbnail
images. The number of images inspected per cycle may be larger as the user can
leaf through the selection displays. The examples and counterexamples, selected
by the user as feedback, are collected in positive and negative example sets. At
each cycle of the feedback process the user updates the examples in the example
sets by either: (i) selecting new images as positive or negative examples, adding
them to their respective sets; (ii) removing images from the sets, i.e. the sets are
preserved from cycle to cycle unless images are no longer deemed representative
enough and are deleted. Based on the example sets a new relevance ranking is
determined for display in the next feedback cycle.

2.1 Aspect Selection

In [3] we treat images as sets of aspects, where we understand an “aspect” simply
as a property which an image either has or has not, and for which we intend to
resolve its effect on perceived relevance as a unit. Aspects can thus be explicitly
defined in terms of conditions on feature values, i.e. as derived binary features
that model a specific perceptual quality, but can also live solely in the “eye of
the beholder”. In aspect-based relevance learning the feedback data available at
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the end of each cycle is used foremost to establish the relevance effect (neutral,
positive or negative) of the various aspects.

The main idea is that we must find

Fig. 1. The significance of example clus-
tering depends on aspect image frequency.
Two aspects are shown with bars repre-
senting the prior distribution of aspect pos-
session (corresponding to the indicated pdb

values). For the second aspect the cluster-
ing of the two examples with the aspect is
more significant than for the first. Note how
the method deals with partial relevance:
clustering may be significant even if the ma-
jority of examples do not have an aspect.

those aspects for which the user has
actively selected more examples with
that aspect than may be expected to
arise by chance only. To this end, we
first define the aspect image frequency
pdb as the fraction of images in the
database having a certain aspect.
Given this frequency, we can model
the probability distribution of the
number of examples having an aspect
when that aspect is neutral, viz. by
assuming that it will approximately
follow the distribution of aspect oc-
currence in the database.

In the following we analyze the
positive example set; the negative ex-
amples are treated analogously. Let
n+ be the current total number of
positive examples, and N+ the num-
ber of positive examples that possess
an aspect. For each aspect, we con-
sider an independence hypothesis H+

0 ,
stating that the aspect is neutral to the user. Under this hypothesis we model
aspect possession of an example image as a Bernoulli variable with probability
pdb; consequently, the number of positives with given aspect can be modeled as
a binomial variable with parameters n+ and pdb.

An aspect is selected as positive only if the independence hypothesis can be
rejected based on an unexpectedly high number of example images with that
aspect. The p-value associated with the hypothesis is thus the probability of
finding N+ or more images with aspect in a set of n+ random images

p+(N+) =
n+∑

i=N+

(
n+

i

)
pi
db(1 − pdb)(n

+−i). (1)

We select only those aspects for which their p+-values are below a certain thresh-
old p+

0 . As Fig. 1 shows, this approach has the benefit that feature selection is
not just based on the clustering behavior of the examples. Rather, it analyzes
this clustering in its context, viz. the current database. In addition, by taking
into account feature value distributions, we are not dependent on negative ex-
amples to down-weight positives that cluster at aspects with low saliency. This
means negatives can be used to indicate which aspects are not desired, but are
not required for the sole purpose of getting sufficient data for classification.
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2.2 Aspect Construction

We can divide the methods for constructing aspects from features into super-
vised and unsupervised types. Unsupervised methods are, for instance, automatic
quantization of one-dimensional features and unsupervised clustering methods
for higher dimensional feature spaces. Supervised methods may use general clas-
sification methods such as SVMs, boosting or prototype-based methods to gen-
erate aspects based on sets of annotated sample images. Another supervised
method is supervised quantization, by which the user manually selects feature
value ranges of interest as aspects. Though unsupervised methods require less
work, in general we prefer supervised methods as they tend to lead to aspects
that are more perceptually meaningful. Note that binary or discrete features can
be converted directly into aspects. For more details, see [3].

3 Active Learning and Interaction

Figure 2 shows the Aspect Explorer retrieval interface.

Fig. 2. Aspect Explorer retrieval interface. Selected aspects are highlighted in green
(positive) and red (negative; not shown) in the aspect hierarchy on the left. The positive
example set is in the green section at the top; negatives in the red section at the bottom.
The top part of the selection display, the “relevance display” (RD) shows most relevant
images; the lower “information display” (ID) shows images deemed most informative
to the system; both displays can be leafed through to browse lower-ranked images.
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3.1 Relevance Ranking

The Aspect Explorer system implements the aspect selection scheme detailed
above. The main interaction takes place by selection of examples in the “rele-
vance display” (RD). The images displayed there have been determined directly
from the selected aspects through a greedy ranking algorithm. Let A+ and A−

be the index sets of accepted positive and negative aspects, respectively, then
the relevance reli for image i is defined as reli =

∑
j∈A+ Mij −∑j∈(A−/A+) Mij .

Here M is the aspect matrix with boolean variables Mij flagging possession of
aspect j for image i.

3.2 Active Learning

The RD shows images inferred to be most relevant to the user given the current
example sets. However, these images are not necessarily most informative to
the system for improving its retrieval results for the next cycle. Active learning
deals with methods to determine images, to be presented to the user for labeling,
which allow the system to learn fast. Since, in aspect-based relevance learning,
feedback data is used primarily for aspect selection, our aim is to find images that
may resolve the status of the most uncertain aspects. The resulting “informative”
images will be presented to the user in the “information display” (ID), see Fig. 2.
As both selection displays are accessible simultaneously, the ID is designed to
show images complementary to images in the RD.

The method proposed here constructs a ranking of images by informativeness
on aspects that are uncertain in the sense that their selection p+-values are close
to the threshold. For reasons described below, we focus on aspects with p-values
above the threshold, i.e. which have not yet been selected.

An aspect that is not yet selected, but shows promise given its p-value, may
be selected in the next cycle if a user selects one or more images with that
aspect as positive example. However, simply presenting the user with images
having a particular uncertain aspect is not useful as their appearance is generally
dominated to a large extent by aspects the user is not interested in. We found
that this may be resolved by presenting images that have the uncertain aspect, as
well as a relatively high relevance score. Closely related to this, we found that it is
important to take into account the aspect accumulation of the uncertain aspects.
The accumulation is defined as the fraction of images having the particular
aspect in the, say 50, top-ranking relevant images. It turns out that it is fairly
common for uncertain aspects to already be highly accumulated. The reason
is that uncertain aspects often show a correlation with selected aspects. Such
accumulated aspects are not interesting for constructing informative images as
the user already has sufficient access to such images in the RD.

We conclude that we must present informative images for uncertain aspects
that have not yet accumulated in the top-ranking images. To this end, we first
sort aspects according to an information score consisting of a weighted combina-
tion of the proximity of their p+-value to the threshold and their accumulation
fraction. We found that taking the top-5 of lowest scores provides a suitable set
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of uncertain aspects. Next, for each uncertain aspect we rank the images having
that aspect by relevance. The final information ranking is constructed by inter-
leaving the rankings of the uncertain aspects. Images with a high information
ranking may still occur in the top images of the RD. These are not repeated in
the ID but rather highlighted in the RD (in blue).

Experience with the Aspect Explorer system shows that the informative im-
ages, thus constructed, often provide interesting example images as they tend to
have promising aspects that are not yet available in the RD. The ID ranking can
thus be viewed as a less greedy ranking, for which more than just the selected
aspects have been taken into account. An example is shown in Fig. 2, where in
the example set there is some evidence that the user may be interested in light
colors. In the ID several relevant images with light colors are indeed suggested.

3.3 Advanced Interaction

For interaction scenarios where the emphasis is on ease of use of the interface, e.g.
letting customers browse a design collection in a shop, restricting the interface
mainly to selection of positive and negative examples from the relevance display
(RD) is probably the best choice. For expert users, we can use more advanced
features such as the ID, as well as provide insight into the workings of the system.
We also discuss a number of interaction strategies that allow the user to correct
the system, both at the aspect selection level and the image aspect data level.
The latter means that an authorized user may correct aspect data if this proofs
merited during the course of a retrieval session.

An important interface component, contributing directly to the transparency
of the inference process, is the aspect hierarchy tree, see Fig. 2; its structure
is described by a simple XML-file, providing aspect names and their grouping
relations. For example, all color aspects are organized in a color group which
contains subgroups for specific colors, which, in turn, contain the aspects mod-
eling the various levels of importance of that color. The groups serve to organize
aspects and to allow modification of the status of many aspects simultaneously.
The groups may be aspects themselves, e.g. the aspect “flower” is also a group
containing aspects such as “rose” and “tulip”.

The aspect tree is used to summarize the state of the inference engine at the
end of a feedback cycle in terms of the selected positive and negative aspects,
and to allow the user to give direct feedback on this state. Selected positive
aspects are highlighted in green, negatives in red. If desired, the user can provide
feedback directly in terms of the aspects, both through soft and hard selection.
Soft selection means the aspect is treated as if the selection had occurred from
passing the selection hypothesis test. Hard selection is stronger in that possession
of the selected aspect becomes binding, restricting the search to a subset of
database images having (or not having) the particular aspect. It is also possible
to manually “neutralize” aspects selected by the system.

As mentioned, the interaction design has been aimed at making it possible to
correct aspect values, whenever a situation is encountered during the retrieval
process which shows that a value is in error. We discuss two scenarios. As a first
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one, consider the situation that the evaluation of a certain aspect as positive,
negative, or neutral is surprising to a user. The user may then click this aspect
in the aspect tree. This will then highlight all images in the RD, ID and example
sets based on the possession of that aspect: green if it has the aspect, red if it
does not. Authorized users may then proceed to edit the aspect values in various
ways, e.g. by clicking an example image to toggle its value. Other methods use
image dragging or pop-up menus to move or copy the image to a different aspect.
In the second scenario the user finds an image with an unexpectedly high ranking
(to him). In such case, he may inspect its possession of selected aspects, either
in a dialog window or the aspect tree; and, again, edit if necessary.

A final useful interaction type is directed at improving aspects in batch-mode.
To this end, a separate tab is used to show a selection display divided in two
parts: one for images with the selected aspect, one for without; both may be
leafed through. This facilitates easy improvement of aspect data by dragging
images from one side to the other.

4 Query Simulation Experiments

The main job of a relevance feedback scheme is to produce a relevance ranking
of the database images, based on an analysis of the example sets obtained at
the end of a feedback cycle. To compare the performance of different schemes
we consider the quality of the rankings produced. We will do so for queries
represented by simulated example sets. The example sets are simulated in such
a way that it is clear what represents a good ranking. Performance is quantified
by means of precision-recall graphs for the target images.

(a) (b)

Fig. 3. Two simulated example sets, for target aspects “background, large” and “grey,
dominant”, generated according to the (a) full relevance scenario, and (b) partial rel-
evance scenario

We first select a number of target aspects. Each such aspect represents a fea-
ture value, or range of feature values, the user is actively interested in. The
target aspects are randomly sampled from aspects with a pdb value below a
given threshold. This assures that the target aspects are saliently present and
perceptually relevant. In this study we consider only positive aspects; we do
not simulate negative aspects. The target aspects directly correspond to a set
of target images, viz. those images in the database that possess all target
aspects.
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We consider two main scenarios for generating the positive example sets. In
the full relevance scenario we simply sample a subset of the target image set.
Fig. 3 (a) shows a generated example set of 4 target images for two target aspects
“background, large” and “grey, dominant”.

The second scenario is intended to test how well the relevance feedback
schemes can deal with example sets consisting of images that are only par-
tially relevant. In this partial relevance scenario we generate a fixed number of
images for each of the target aspects. The images are randomly sampled from
those images that have one target aspect, but do not have the remaining tar-
get aspects (or, as few as possible, if no such images exist). Fig. 3 (b) shows
such an example set for the same two aspects as before. Observe, for instance,
that the last 4 images are grey, but have relatively little background. Compared
to the first scenario, where the simulated example sets consist strictly of fully
relevant images, this scenario is at the other end of the feedback spectrum,
in the sense that feedback is provided here exclusively by means of partially
relevant images. In practice, example sets will usually be a mix of these two
extreme scenarios. For both scenarios, we test both with and without additional
simulated negative examples. Negative examples are randomly sampled from
the images that have none of the target aspects. This is mainly for the bene-
fit of the other learning methods as for the aspect-based method they are not
needed.

We compared the aspect-based relevance learning method (ARL) to a number
of other methods. Two are based on support vector machines, both implemented
using [8]. The first (1-SVM) is the one-class SVM method of [9]. The second is
a standard ν-SVM method for classifying positive and negative examples, see
for instance [10]. We tested both a Gaussian (2-SVM(g)) and a polynomial (2-
SVM(p)) kernel. Additionally, we considered feature re-weighting methods with
relevance ranking based on the moving query point mechanism ([11]). The rel-
evance ranking follows from the sorted distances of the images to the moving
query point, using two methods to determine the feature weights used in the
distance measure. The first (FRW1) uses feature weights that are inversely pro-
portional to the example feature value variance. The second (FRW2), proposed
in [12], uses a more advanced weighting scheme, particularly when also nega-
tive examples are available. For ARL we took p = 0.01 as the p-value selection
threshold, which is also the default threshold in Aspect Explorer.

Testing is based on aspects (ARL) and features (the other methods) for a large
commercial database of decoration designs. To characterize decoration designs we
have selected and developed a variety of features suitable for representing both
their global appearance (e.g. color, texture, complexity), as well as their elements
(shape, size, number, variation, spatial organization). Metadata descriptions in
terms of a hierarchy of 42 keywords (e.g.“geometric”, “flower”) are also used. A
detailed description of all features is provided in [13]. Features were computed
for 7078 images. From the 161 available features, a total of 585 aspects were
derived.
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4.1 Experimental Results

Fig. 4 shows precision-recall graphs based on the ranking of the target images for
the scenarios outlined above. For each run, 1000 simulations were performed. For
the simulations, random target aspects were sampled such that the number of
target images was always at least 10, and additionally, the selected aspects cor-
responded to different features. Only salient aspects with pdb value of at most
0.1 were considered as target aspects, and for each aspect 4 example images were
selected. Several variations to the experiments have been performed (e.g. taking
more example images, increasing the saliency threshold, using a differentminimum
number of target images, or leaving out various feature groups). These showed
roughly the same relative performance between ARL and the other methods.

(a) (b) (c)
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Fig. 4. Target image precision-recall graphs for (a) full relevance scenario, (b) partial
relevance scenario; (c) accumulation box-plots for the partial relevance scenario. The
top graphs show results for just positive examples; the bottom graphs for both positive
and negative examples.

In the full relevance scenario the aspect-based relevance feedback method
outperforms the feature re-weighting methods mainly because the re-weighting
methods assign too many features with high weights, which leads to poor preci-
sion. In the partial relevance scenario the performance of the feature re-weighting
methods further deteriorates due to additional difficulty in selecting the correct
features as clustering is less clear due to the partial relevance of the examples.
For the SVM methods it is interesting to notice that using a polynomial ker-
nel provides a much better performance in the partial relevance scenario than
the Gaussian kernel. Fig. 4 (c) demonstrates that ARL leads to a higher accu-
mulation of target aspects in the top ranking images. Shown are the average
accumulation fractions (defined in section 3.2) over the target aspects.
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5 Conclusion

We have demonstrated that, relative to other schemes, aspect-based relevance
learning upholds its retrieval performance well under feedback consisting mainly
of example images that are only partially relevant. As a result, the aspect-based
approach leads to a natural interaction where generally “what you click is what
you get”. When this is not the case this is often caused by mistakes in the
features or aspects. Several interaction strategies have been presented to correct
such mistakes on the fly. Finally, presenting the user with images based on an
active learning method was found to provide a useful extension to presenting
most relevant images. Such images can resolve uncertainty on whether an aspect
should be selected and, by their construction, often have aspects interesting to
the user not yet available in the RD.
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Abstract. The problem of face detection remains challenging because faces are 
non-rigid objects that have a high degree of variability with respect to head 
rotation, illumination, facial expression, occlusion, and aging. A novel 
technique that is gaining in popularity, known as Locally Linear Embedding 
(LLE), performs dimensionality reduction on data for learning and classi-
fication purposes. This paper presents a novel approach to the face detection 
problem by applying the LLE algorithm to 2D facial images to obtain their 
representation in a sub-space under the specific conditions stated above. The 
low-dimensional data are then used to train Support Vector Machine (SVM) 
classifiers to label windows in images as being either face or non-face. Six 
different databases of cropped facial images, corresponding to variations in 
head rotation, illumination, facial expression, occlusion and aging, were used to 
train and test the classifiers. Experimental results obtained demonstrated that 
the performance of the proposed method was similar and sometimes better 
when compared to other face detection methods, while using a lower amount of 
training images, thus indicating a viable and accurate technique. 

1   Introduction 

Human face detection has been researched extensively in the past decade due to the 
recent emergence of applications such as secure access control, visual surveillance, 
content-based information retrieval, and human/computer interaction. It is also the 
crucial first task performed in a face recognition system. Simply put, face detection is 
a two-class decision problem to discriminate facial patterns from background (“non-
faces”) at every location in an image. This is a challenging task because of the high 
degree of variability in factors that radically change the appearance of the face [1].  

This paper proposes an appearance-based method that detects faces subject to a 
variety of significant conditions present in a static 2D grayscale image defined in a 
space of dimension D. These conditions include extreme variations in head rotation, 
illumination, facial expression, occlusion and aging. The approach is predicated on 
the hypothesis that the LLE method will intrinsically model the face for each of the 
six individual variations if a specific database that emphasizes a single particular 
characteristic is used for training. Once the facial data are transformed into a lower-
dimensional space d, Support Vector Regression (SVR) is used to define a mapping 
from the input to the output space for these data. Thus, the SVR provides a new way 
to compute the location of a point in d-space, given its location in the input D-space. 
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We demonstrate experimentally that, if this very same SVR is used to map previously 
unseen non-face data, the latter will in general be clustered separately with respect to 
the specific facial data. An SVM is then used to classify new input patterns as being 
face or non-face.  Six such classifiers were trained using six different databases that 
were built using different sources. The six decisions were then fused to provide a final 
decision. Experimental results obtained on common image databases currently 
referenced in the literature demonstrated that the performance of the proposed method 
is similar and sometimes better when compared to other face detection methods.  The 
approach described in this paper has the advantage of using significantly less training 
images than other methods since LLE efficiently models the face space. 

2   Locally Linear Embedding (LLE) 

LLE was designed to solve the problem of many dimensionality reduction methods [2], 
such as PCA or Multi-Dimensional Scaling (MDS) [3], which would map faraway 
non-face images to nearby points in the face domain, creating distortions both in the 
local and global geometry. LLE succeeds by computing a low-dimensional embedding 
of high-dimensionality data assumed to lie on a non-linear manifold, with the property 
that nearby face images in the high dimensional space remain nearby, and similarly 
remain co-located with respect to one another in the low dimensional space.   

2.1   LLE Algorithm  

The LLE transformation algorithm is based on simple geometric intuitions, where the 
input data consist of N points Xi, Xi ∈ RD, i∈[1,N], each of dimensionality D, which 
were obtained by sampling an underlying manifold. As an output, it provides N points 
Yi, Yi ∈ Rd, i∈[1,N] where d<<D. The algorithm has three sequential steps: 

Step 1. Suppose an adequate number of data points have been acquired so that the 
underlying manifold can be considered to be “well-sampled”. Then each individual 
data point of this training set and its corresponding neighbors would be sufficiently 
close to lie within a locally linear patch on the manifold. “Well-sampled” for points 
on a D-dimensional manifold is assumed to mean that each data point has of order 2d 
neighbors 2, which roughly define a linear patch on the manifold. The K closest 
neighbors are selected for each point using the Euclidean distance.  

Step 2. The second step involves solving for the manifold reconstruction weights. 
Clearly, the local geometry of the patches referred to in Step 1 can be described by 
linear coefficients that permit the reconstruction of every point from a knowledge of 
its neighbors. In order to determine the value of the weights, the reconstruction errors 
are measured by the cost function:  
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where Xi  is a data vector and (W) sums the squared distances between all data points 
and their corresponding reconstructed points. The weights Wij represent the 
importance of the jth data point to the reconstruction of the ith element.  
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The most important aspect of this minimization is its respect for point symmetry; that 
is, any point is invariant to scale, rotation and translation. This property permits the 
weights to reflect the intrinsic geometric properties of each neighborhood. If the input 
data lie on a smooth, non-linear manifold of D-dimensions (d<<D), then there exists a 
linear transformation that maps high-dimensional coordinates in D-space to global 
internal coordinates in d-space. Because the reconstruction weights reflect intrinsic 
geometric properties, it is expected that the characterization of the local geometry in the 
original D-dimensional space will be replicated in a lower d- dimensional space. 
Furthermore, the Wij weights that were used to reconstruct a data point i in D-space will 
also be valid for reconstructing the embedded manifold in d-space.  

Step 3. The final step of the algorithm consists of mapping each high-dimensional Xi 
to a low-dimensional Yi, representing the global internal coordinates using a cost 
function which minimizes the locally linear reconstruction errors: 
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It is clear that the coordinates Yi can be translated by a constant displacement without 
affecting the overall cost, (Y). This degree of freedom is removed by requiring the 
coordinates to be centered at the origin, such that Yi=0. The optimal embedding, up to 
a global rotation of the embedding space, is found by computing the bottom d + 1 
eigenvectors of the matrix M. The bottom eigenvector of the matrix is the unit vector 
with all components equal, and represents a free translation mode of eigenvalue zero. 
This eigenvector is ignored as it enforces the constraint that the embeddings have zero 
mean. The remaining d eigenvectors form the d embedding coordinates found by LLE.  

2.2   Measure for the Intrinsic Dimensionality d 

A straightforward manner for estimating the quality of the input-output mapping in 
terms of the selected intrinsic dimensionality d is to evaluate how well the high-
dimensional structure is represented in the embedded space. The residual variance , 
defined by the distances between pairs of data points, can be used for this purpose. It 
is given by  = 1 - r2

DxDy , where r2
DxDy is the standard linear correlation  coefficient 

taken over all entries of DX  and DY. DX and DY represent matrices of the Euclidean 
distances between pairs of points in X (input points in D-space) and Y (output points 
computed by LLE in d-space). Therefore, the lower the residual variance, the better 
the high-dimensional data is represented in the embedded space. The best value of the 
dimension of d-space, dopt, can therefore be found by the absolute minimum of  such 
that dopt = argmin

d
(ρ) . 

2.3   Selecting the Neighborhood Size K 

In [4], the authors present a method for determining the number of neighbors K by 
using the number of significant reconstruction weights used in LLE. The optimal 
value for K is determined on the basis of the stability of the resulting embeddings. 
The number of significant weights W(K) is recorded for each K, K ∈ [1, Kmax], where 
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Kmax is pre-selected as the maximum possible value. The percent increase of the 
number of significant weights is defined as: 

100
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and can be plotted against K. When I(K) stops decreasing consistently with increasing 
K, the authors in [4] conclude that K is large enough to capture most local contexts 
and the resulting embedding space is relatively stable. Therefore, the value of K was 
chosen to satisfy this condition. 

When obtaining the reconstruction weights Wij in Step 2 of the LLE algorithm for 
each neighbor Xj of a data point Xi, the corresponding point Xj is considered to 
contribute significantly to the reconstruction of Xi, if the parameter Wij satisfies Wij / 
Wij > 0.001. The cutoff value of 0.001 was chosen by the authors on the basis of the 
stability of the outcome. If this value is too small, the results may be overly sensitive 
to noise in the data.  

2.4   Forward Mapping Using Support Vector Regression (SVR) 

Wang et al. [5], in their work on multi-pose face synthesis, have proposed  
an analytical method based on nonlinear regression to perform mapping from one 
space to another. Their objective was to determine a backward analytical mapping 
from the embedded space to the original space. However, this approach can also be 
adapted for the forward mapping problem. Suppose the observation data consist of Xi, 
(i =1,2..N) , where i is the sample index and N is the number of samples Xi∈RD, 
Xi=[x1,x2,…,xD]T, where xi∈R(i=1,2,..D). The projection of Xi by the LLE algorithm is 
Yi , Yi ∈ Rd, where d is the dimensionality of the embedded space. Suppose each 
dimension of the embedded data Yi  can be regressed  by: 

[ ] [ ] )()(),...,(),(,...,, 2121 XFXfXfXfyyyY T
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Equation (4) provides a means of mapping new points in D-space to an embedded 
lower-dimensional d-space after the embedding of each of the six feature databases 
has been learnt using LLE with the specific training data. The following algorithm 
describes how the fi(X) are determined: 

Step 1: Using a training set, apply LLE to project the facial images to a d-dimen-
sional space, as described in Sections 2.1-2.3. The training set of facial images is 
chosen to emphasize a common characteristic (such as head rotation in 3D) and 
therefore points in the training set should share a similar structure in the observation 
D-space. The training databases used in our experiments are each parameterized by a 
different facial attribute, as described in Section 3. Thus, the fi(X) functions can model 
the process of dimensionality reduction for the category of  faces represented  by each 
training set. 

Step 2: The function fi(X) is defined by the regression model: 

=

+==
N

j
jijii bXXkXfy

1

),()( α  (5) 

where Xj, (j=1,2..N) are the training data, N is the number of samples in the data set, 
and k(X, Xj) is the kernel function.  
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As described in [5], the optimal kernel when using SVR, as well as its 
corresponding parameters, must be determined in order to provide the best functions 
for mapping new sample points. Experiments in this study showed that the Radial 
Basis Function (RBF) kernel was the best for regressing the mapping models. The 
proper form for fi(X) can be found using training sets with a sufficient number of 
facial images. In order to obtain useful information for function and parameter 
selection, a cost function must again be defined to evaluate regression performance. 
The entire database is divided into two different sets, one for training ( 1) which is 
used for estimating the optimal parameters, and one to evaluate the performance ( 2). 
The squared-error function is defined as: 
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where Yj ∈ j=1,2,..N2 and N2 is the number of samples in the test set. The optimal 
kernel parameters are determined using this cost function. 

Step 3: Once the proper kernel function and parameters are computed, they are 
considered as the a-priori knowledge. Then the optimal values of the parameters ij 
and b in Eq. (5) are obtained using SVM regression. For each of the six attribute 
databases, this gives the set of d functions fi(X), which denote the forward mapping 
from a high-dimensional D-space to d-space. The analytical mapping Y=F(X) enables 
new images to be mapped into an embedded space using SVR. Given a new sample, 
Xnew, in D-space, the corresponding point in the lower-dimensional d-space can be 
computed by the learnt functions: 
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3   Face/Non-face Classification in d-Space Using Support Vector 
Machines 

The analytical mapping to d-space for faces can also be used to map non-faces, even 
though the latter were not involved in the training process to this point. The 
expectation for the non-faces is that they will cluster in a different region of d-space, 
separate from the faces. The two categories can be classified by employing an SVM. 
In this section we briefly sketch the SVM algorithm and its motivation. 

Appearance-based methods that employ Support Vector Machines (SVMs) are 
rooted in learning algorithms, and have attracted much attention recently in the field 
of face detection, mostly because they have yielded fast and fairly robust empirical 
results as well as offering excellent discriminability capabilities. The basic insight 
behind SVM is that linear classification in the input space can be replaced by 
projecting the data to a higher-dimensional space in the hope of achieving a superior 
separating plane for the training data. This is achieved by using the so-called "kernel-
trick" [6] in which the inner product <x,xi> is replaced by a kernel function k(x,xi) in 
Eq. (8). Since the data vectors are involved only in this inner product, the 
optimization can be performed in the resulting d-dimensional feature space. The 
classification weight vector is also defined in this feature space and will thus typically 
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no longer correspond to an image represented by a single vector in the input space.  
The resulting decision functions are of the more general form: 
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where yi are the desired outputs for the inputs xi, i are Lagrange multipliers and b is a 
variable which ensures all constraints in the problem are respected. Figure 1 is a 
schematic representation of the proposed LLE face detector. 

 

Fig. 1. Schematic representation of the proposed LLE face detector 

4   Experiments 

Six different facial databases were created corresponding to six feature challenges: a 
Frontal Database (DB1), a Head Pose Database (DB2), an Illumination Database 
(DB3), an Occlusion Database (DB4), an Expression Database (DB5), and an Aging 
Database (DB6) were used in this research, giving a total 2436 cropped images. Figure 
2 gives sample facial images from each set along with their source from the Internet. 
Non-face images for training and testing were taken from the Viola-Jones DB [7].  

A pre-processing stage is first applied to normalize and resize all of the training 
images. Illumination compensation was achieved by using the phase-only image 
obtained by FFT [12]. Then, all of the training input images (X) in the input D-
dimensional space (D=1024) for each database were individually embedded in a 
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Fig. 2. Sample images in the six facial databases corresponding to six feature challenges 

lower d-dimensional space using the LLE algorithm. This created a set of embedded 
points (Y) in d-space for each database. This mapping was then regressed using the 
analytical SVR method presented in Section 2.4.  The six regressed models (each with 
a different value for d) were then used to obtain a d-dimensional representation of 
non-face images by mapping the latter into each of the six d-spaces. The final step 
was to train a classifier to distinguish between face and non-face images in each of the 
six d-dimensional spaces given by LLE. Thus, regression and classification models 
were obtained for each of the six databases in order to embed and classify new sample 
images. In the proposed face detection system, each of six SVM classifiers outputs a 
probability P that the input image is a face. The six probabilities P1, P2, P3, P4, P5, 
and P6 are obtained for each input image. In this paper, the method of fusion used 
was the sum of the probabilities, so that P=P1+P2+P3+P4+P5+P6, as in [13]. 

To obtain the best results, experiments were first conducted on each individual 
attribute database to obtain the optimal parameters for the LLE (how many K number 
of neighbors and the best magnitude of d?) and SVM methods (the cost C and the 
parameters for the Radial Basis Kernel Function). The first experiment varied K while 
embedding in two dimensions (d=2). It turns out that the choice of K is independent 
of the intrinsic dimension d (see [14] for details). The objective was to determine the 
best single value of K for all six databases. For each value of K, the increase in the 
number of significant reconstruction weights I(K) was recorded, as defined in Section 
2.3. Results showed that the increase in the number of significant weights fell under 
0.5% when K=10, thus indicating that the evolution has stabilized and the embedding 
space is well distributed. The next experiment used residual variance  to determine 
the optimal d-space for each of the six databases, where d=[1,N], N=30.       

The following test addressed the mapping of images (face and non-face) into the 
embedded space with K=10. This mapping is performed using the SVR analytical 
mapping. Optimal parameters for the RBF kernel (the C and  parameters) associated 
with each database were determined using cross-validation. In this study, a “grid-
search” on C and  was performed, where pairs of (C, ) were tested and the one with 
the best cross-validation accuracy was selected. Cross-validation consists of dividing 
the training data into N (N=10 was chosen) disjoint parts of equal size. For each part, 
a model is created from the N-1 other folds and evaluated on the remaining fold. 
Optimal cross-validation accuracy was obtained when C=200 and =0.02. Note that a 
separate analytical mapping model is required for each database based on the 
individual value of d for that particular database. 

The next experiment evaluated the detection accuracy of the SVM classifier 
described in Section 3 using a Leave-One-Out (LOO) procedure [15]. This classifier 
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distinguishes between frontal faces in ambient illumination and non-face images in 
the LLE space. Non-face images for training and testing were taken from the Viola-
Jones database [7]. Experiments were carried out to study the sensitivity of the 
ultimate face detection performance to the size of the non-face database. It was found 
that a bootstrap method with 100,000 non-face images produced the best results and 
these were employed in the experiments reported in this paper.  

The last experiment used an RBF kernel for SVM classifier training and cross-
validation was performed to determine the optimal C and  parameters for the two-
class problem. Given these optimal parameters, a full comparison between the 
method reported in this paper and a PCA face detection approach (based on the 
Karhunen-Loeve Transform) was performed. Experiments on each of the six 
attribute database classifiers showed that the proposed LLE method outperforms the 
PCA approach in each case (Table 1). In particular, it demonstrates the inability of 
the PCA method to cope with variations in head pose (DB2), which is clearly not 
the case for LLE (see [14]).  

Table 1. Optimal parameters and detection results for all six facial feature challenges. FPR 
(false positives rate); FNR (false negatives rate); TPR (true positives rate); TNR (true negatives 
rate). A comparison of the detection accuracy between LLE and PCA is also presented. 

DB d K TPR TNR FPR FNR Accuracy LLE Accuracy PCA 
DB1 3 10 91.1 99.9 0.1 8.8 99.1 98.2 
DB2 25 10 96.5 99.2 3.4 0.8 98.9 94.4 
DB3 7 10 100 100 0.0 0.0 100 98.1 
DB4 15 10 97.6 100 2.3 0.0 99.7 97.1 
DB5 20 10 97.6 100 2.3 0.0 99.6 97.2 
DB6 7 10 97.0 100 2.9 0.0 99.6 97.1 

5   Face Detection Results 

The proposed LLE face detector was tested on the images from the MIT-CMU 
database [16]. The resulting ROC curve was plotted along with two other results 
obtained by the Rowley-Kanade system [16] and the Viola-Jones method [7], which 
have also been tested on the MIT-CMU database. These curves provide an 
opportunity to assess and compare the performance of the proposed LLE method to 
other techniques.  

The images were scanned at multiple scales and locations. Good results were 
obtained by increasing the size of the scanning window by a factor of 1.2 at 
successive scales. For each size, the detector sequentially visited all image locations 
and the extracted windows were input to the LLE face detector. Sequential locations 
in an image were obtained by shifting the window by  pixels. The scale s of the 
scanning window affects this shifting process: for example, if the scale of the detector 
is set at s1, then the window should be shifted by s1 . The choice of  affects both the 
speed as well as the accuracy of the detector. The authors in [7] showed that =1.5 
provided a significant speedup with only a slight decrease in accuracy. In our 
experiments, 75,081,800 sub-windows were scanned to test the MIT-CMU database.  

The ROC curves in Figure 3 shows that the proposed LLE face detection method 
clearly outperforms the Rowley-Kanade system, which is based on a set of neural 
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Fig. 3. ROC curves (log scale on the horizontal axis) for the proposed LLE face detector, the 
Rowley-Kanade system [16] and the Viola-Jones method [7] (on the MIT-CMU DB) 

networks, and compares very well with the Viola-Jones face detection method. For a 
detection rate of 90%, the proposed method generates 71 false alarms, compared to 
the best system presented by Rowley-Kanade in [16] with 167 false alarms. When 
comparing at a detection rate of 97%, the LLE method in this paper generates 3750 
false alarms, compared to 6520 for the Viola-Jones method. Finally, the proposed 
LLE method yields a slightly lower Equal Error Rate (EER) compared to the Viola-
Jones method (0.08 versus 0.09) (see Figure 3). Furthermore LLE used less than half 
the number of positive training images used by Viola-Jones (2436 versus 4916), 
indicating the capability of LLE to efficiently model the face space.  Some examples 
of the performance of LLE on the MIT-CMU database are shown in Figure 4.  

It is important to note that perhaps the comparison between LLE and Viola-Jones 
is not quite appropriate. This database was used in order to make a comparison with 
the other methods but clearly it does not demand as high a performance level as our 
LLE method is capable of achieving. This is because of LLE’s use of classifiers 
specifically directed at particular facial image features. 

 
 

 

 

 

 

Fig. 4. Results using the proposed LLE face detector 
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6   Conclusion 

This paper presents the first face detection method that applies the LLE algorithm to 2D 
facial gray scale images to obtain their representation in a sub-space under six different 
conditions. These were represented by six different databases of cropped facial images, 
corresponding to variations in head rotation, illumination, facial expression, occlusion 
and aging. The databases were used to train and test six SVM classifiers which 
characterized patterns of pixels in images as being either face or non-face.  

The paper evaluates the feasibility of using the combined efficacy of the six SVM 
classifiers in a two-stage face detection approach.  Experiments conducted on the 
MIT-CMU database show that the results compare very well to other popular face 
detection methods. This research has demonstrated that face detection accuracy using 
LLE is similar and or even better than other well-established methods, while, for 
example, using less than half the number of positive training images used in the 
Viola-Jones method, thus showing the proposed method is viable for face detection. 
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Abstract. In this paper, we present a ROI (Region-Of-Interest)-based medical 
image retrieval system that is considering combination of feature descriptors 
and initial weights for similarity matching. For semantic ROI segmentation, we 
create attention window (AW) to remove the meaningless regions included in 
the image such as background and propose a quad-tree based ROI segmentation 
method. In addition, in order to improve the retrieval performance and consider 
human perception, initial weights for feature distances are also proposed. From, 
several experiments, we demonstrate that the ROI-based method having 
different initial weights shows the better performance than previous related 
methods. 

1   Introduction 

In a medical field, huge medical images are being digitized as one database with the 
PACS (Picture Archiving Communication System) and many researches have been 
focusing on medical image retrieval. Medical image has different meaning according 
to the eye of the observer and has different color structure according to a dyeing 
material. Furthermore it has one or more ROIs (Region-Of-Interest), which have 
important information, and has monotonous background. MPEG-7 Descriptor 
describes specific feature information of the image and it affects the retrieval 
performance according to the characteristic of the image. Furthermore because it 
extracts features and calculate the similarity from overall images, it cannot retrieve 
medical image efficiently due to the effect of non-ROI parts. Therefore it is necessary 
to extract ROIs and describe features efficiently through the combination of each 
descriptor.  

There are several medical image retrieval systems using MPEG-7 descriptors. 
CONTEXT [1] retrieval system represented contours and textures by a vector in order 
to obtain an effective method for content-based image indexing. Brodatz textures and 
medical images were used to evaluate retrieval performance. The homogeneous 
treatment reserved to both contour and texture information made the algorithm 
elegant and easy to implement and extend. PARIS (Personal Archiving and 
Retrieving Image System) [2] is a personal photograph library, which includes 
amount of consumer photographs, metadata description based Dozen Dimensional 
Digital Content (DDDC) extended MPEG-7 multimedia description schema. Cell 
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Bank System [3] was designed for retrieving breast carcinoma images. This system 
constructed numeric data of extracted color and texture features of objective 
properties and then stored them in XML type for MPEG-7 based retrieval standard 
system. In addition, this system can be used in various applications include breast 
carcinoma diagnosis, cell characteristic analysis and pathological image training via 
internet. 

In this paper, we present a ROI-based medical image retrieval system using MPEG-
7 descriptors. Our ROI-based retrieval system segments multiple ROIs coarsely 
according to the both attention window and quad-tree, then it extracts color, texture 
and shape features. Extracted feature vectors are all combined and each ROI has 
initial important weights for similarity matching according to their saliency intensity.  

Figure 1 shows system architecture of the proposed methods.

 

Fig. 1. System architecture of the proposed methods 

2   ROI Detection Based on Human-Perception 

In general, because object-based image segmentation is beyond current computer 
vision technique and an object is a group of the related regions, we detect ROIs 
without image segmentation. To do this, we first create an Attention Window within 
an image by using both luminance map and saliency points. Itti et al. [4] proposed a 
saliency-based visual attention model and select the most salient area with a WTA 
(Winner-Take-All) competition. In this paper, we only use luminance feature map 
among several feature maps to detect ROIs. In medical images, since the intensity is 
the unique component while color can be changed according to the dyeing material, 
we do not use color feature map. To generate luminance map ( L ), different sized 
filters }1313,1111{ ××∈s  are applied to the 1/2 down-sampled gray image L. The filter 

estimates the center-surround difference between the center-point and the surrounding 
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points within the filter scale s and this difference yields the feature map. In Equation 
(1), L(s) is the luminance difference map of a down-sampled image between the 
center-point and the surrounding points with the filter sizes 11x11 and 13x13. When 
using Equation (1), two feature maps are produced from two filters. These maps are 
then summed and normalized into one feature map L , which is then up-sampled to 
the size of the original image and smoothed with a Gaussian filter to eliminate any 
pixel-level noise and highlight the neighborhood of influence for the output.  

)(
2

1

}1313,1111{ ××∈
⊗=

s

sLL  (1) 

In order to create accurate AW, we also extract the saliency points as well as 
luminance map. Saliency points are a set of “interesting points” within an image that 
exist in both a corner-like area and a high signal variation occurrence area. We use a 
wavelet based saliency point detection method [5] to extract saliency points where 
severe variations occur in an image such as corner and edge.  

2.1   Attention Window Creation 

After generating the luminance map and extracting the saliency points, the AW needs 
to be created, which removes useless regions from the image, such as background, 
thereby reducing the amount of processing time required for segmenting ROIs. As 
such, the size of the AW is important. In this paper, we propose a top-down AW 
shrinking method that uses both the luminance map and saliency points. The initial 
size of the AW is determined as three quarters of the image then this size is reduced 
until it meets predefined conditions. The initial size of the AW was determined by 
experiment, where the largest ROI in the experimental database was found to be less 
than three quarters of the image size. To determine the proper location of the AW, the 
window with the maximum number of saliency points for the full image is initially 
chosen then the size of the AW is shrunk to the approximate size of the ROI one pixel 
at a time. That is, if the boundary position (x, y) of the AW is not the saliency point 

PS  and if the luminance map value 
mL of the boundary position (x, y) is under the 

predefined threshold 
mLT , the size of the AW is repeatedly shrunk from the original 

AW until it meets the optimal condition from left to right and up to down. 
The predefined threshold is estimated based on the mean of 

mL  within the AW. 

Top-down AW Shrinking 
CAW: Center of AW 
1. Initialize the size of AW 

AWx = 3*width/4; 
AWy = 3*height/4; 

2. Find the candidate position of AW 
AW = Max (SUM (Sp)); 

3. T_Lm = Mean_of_Lm; 
4. Repeat 

Shrink one boundary pixel of AW 
Decide a new CAW at center position of AW 
Until Lm_of_xy <T_Lm && Value_xy != Sp 

5. Decide the final position of AW 



234 M. Seo et al. 

Figure 2-(c) gives some examples of final AWs. In the case of multiple ROIs, the 
AW that contains all objects is chosen. After the AW is established, ROI 
segmentation based on quad-tree is applied.  

 
(a)                 (b)                 (c)                 (d) 

Fig. 2. ROI segmentation results (a) input image (b) luminance map (c) Attention Window (d) 
segmented ROIs 

2.2   ROI Segmentation Based on Quad-Tree 

Even though image segmentation is one of the first steps used in an image analysis, 
extracting semantic ROI automatically and precisely is still beyond the reach of 
current computer vision due to the uncontrolled nature of images. Therefore, we use 
the quad-tree in order to segment coarse ROIs in a shorter time within the AW by 
using luminance map. Quad-tree was used for image segmentation in previous 
researches [8-9].  

Unlike the previous researches, we only segment ROIs within the limited AW and 
use the luminance map as a condition of image decomposition. The segmentation 
steps and conditions are follows: 

(1) The average of luminance map is calculated within the AW and the AW is 
divided into 4x4 scale1 sub-blocks. The average is used for threshold to divide 
next sub-blocks.  

(2) For each sub-block, if the average of luminance map of each sub-block is over 
the threshold, then sub-block is decomposed into four scale2 sub-blocks again 
and otherwise that sub-block is removed. That is, if the average of luminance 
map is below, it means that the sub-block has a lower chance to contain salient 
regions.  

(3) This process is repeated at scale3.  
(4) Finally, scale3 sub-blocks merged into adjacent big sub-blocks and they are 

removed, if they are far from major regions.  

Figure 3 shows the process of proposed segmentation method. 
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Fig. 3. ROI segmentation steps using a quad-tree 

3   MPEG-7 Visual Descriptors 

There are several visual descriptors defined by MPEG-7 to describe color, texture, 
shape of images and video. Color descriptors describe the color distribution, color 
layout and spatial color structure of an image and show invariant characteristic for 
image rotation, cropping and distortion. In texture descriptors, an image can be 
considered as a mosaic of homogeneous textures so that these texture features 
associated with the regions can be used to index the image data. Shape descriptors can 
be used in trademark and e-commerce, where it is difficult to use a text index to 
specify the required shape of the object. In this paper, we use three MPEG-7 
descriptors [6] such as Color Structure Descriptors (CSD) for color, Edge Histogram 
Descriptors (EHD) for texture and Region Shape Descriptor (RSD) for shape from 
extracted one or more ROIs.  

3.1   Color: Color Structure Descriptor (CSD) 

Color Structure Descriptor (CSD) represents color distribution of the image similar to 
a color histogram and the local spatial structure of the color. This feature about color 
structure makes the descriptor sensitive to certain features to which the color CS is 
blind.  Specifically, the CSD is a 1D array of eight bit-quantized values as (2) 

},...,1{),( MmmhCSD s ∈=  (2) 

Where M is chosen from the set {256, 128, 64, 32} and where S is scale of the 
associated square structuring element.  

In this paper, compact 32 bins of CSD are used to describe ROI region. Also, 
extracted feature vector can be defined as a valid form of MPEG-7 DDL (Description 
Definition Language) as Figure 4.  
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Fig. 4. XML structure for color structure descriptor 

In order to compute the similarity between one region of query and one region of 
reference of database, distance accumulates as (3).  

=
−=

31

0
)()(),( )()(),(_

i
rcqcRQ iRCSDiQCSDrcqcCSDDiff  (3) 

Where qc and rc are one region of query and one region of reference, respectively. 
And )()( qciQCSD and )()( rciRCSD  mean i-th feature vectors representing the qc 

region of query and the rc region of reference. 

3.2   Texture: Edge Histogram Descriptor (EHD) 

The EHD represents the local edge distribution of edges in each divided sub-image. 
The image is defined by dividing the image into 4*4 sub-images.  

In this paper, 1100 image-blocks are used to extract local edge histogram. 80 bins 
of EHD describe ROI of the medical images. Extracted feature vector can be defined 
as a valid form of MPEG-7 DDL (Description Definition Language) as Figure 5.  

 

Fig. 5. XML structure for edge histogram descriptor 

In order to compute the similarity using EHD between one region of query and one 
region of reference of database, distance accumulates as (4).  

=
−=

79

0
)()(),( )()(),(_

i
rcqcRQ iREHDiQEHDrcqcEHDDiff  (4) 

Where qc and rc are one region of query and one region of reference, respectively. 
And )()( qciQEHD and )()( rciREHD  mean i-th feature vectors representing the qc 

region of a query and the rc region of a reference.  

3.3   Shape: Region Shape Descriptor (RSD) 

For shape descriptor, we use an Angular Radial Transform (ART). The ART 
descriptor is defined as a set of normalized magnitudes of complex ART coefficients.     
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To keep the size to a minimum, quantization is applied to each coefficient and 35 
magnitudes are used for ART descriptor [6].  The distance ( RSDDiff _ ) between 
shape of ROI (qc) and shape of reference region (rc) is calculating using an L-1 norm. 

|)()(|),(_ )(

34

0
)(),( rc

i
qcRQ iMiMrcqcRSDDiff −=

=

 (5) 

Where 
)()( qciM  and 

)()( rciM  mean magnitude of query and reference, respectively. 

 

 

Fig. 6. XML structure for shape descriptor 

4   Similarity Matching 

To evaluate the similarity between two images, their feature vectors must be 
normalized over a common interval to place equal emphasis on every feature score 
since the single distance may be defined on widely varying intervals [7]. Three 
feature vectors (color, texture and shape) are normalized as soon as features are 
extracted from segmented ROIs, before they are used for distance estimation. For 
feature normalization, the Gaussian normalization method is used. 

After ROIs are extracted, three feature vectors for descriptors are also extracted.  
Then, one ROI in the query image has 1: N distances (for example, in Figure 7, Q1 
against Ref1, Ref2, and Ref3) and only one region that have the smallest distance less 
than a pre-filtering threshold, is added to a candidate reference set cR (in Figure 7,

}3,1{ efRefRRc = ). Therefore, even though some regions are inserted in target image, if 

their features are not almost the same with query ROI, the number of candidate 
reference set is the same or less than the number of query set. In addition, if one 
region is labeled as a candidate region, it is removed from candidate reference set to 
avoid selecting twice at one time.  

After ROIs and their reference set are determined, we estimate the initial important 
weights (

iw ) for feature distance according to their saliency. To determine the 

saliency between ROIs, we use the luminance map, which is one of characteristics of 
 

 

Fig. 7. An example of finding a candidate reference set 
cR . Because Ref2 has the shorter distance 

than Ref2 and Ref3, it is added to 
cR . Ref3 is added to 

cR according to the same manner.  
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human perception. We first calculate the variation 
iv  of each ROI using luminance 

map i. The higher variance means the more important ROI. Then, the relative weights 
for feature distance are estimated by following Equation (6).  

=
=

N

i
iii vvw

1

)exp()exp(  (6) 

Where N represents the number of ROI. The exponential weighting is more sensitive 
to changes in local feature, and gives rise to a better performance improvement. 
Finally, each three-feature distance (Equation (7)) is linearly summed into a single 
measure (S) with their weights (8). 

iiii RSDDiffEHDDiffCSDDiffDiff ___ ++=  (7) 

=
⋅=

N

i
ii Diffw

N
tqS

1

)(
1

),( . (8) 

5   Experimental Results 

In our retrieval system, the actual matching process is to search for the k elements in 
the stored image set closest to the query image. After a ROI (or ROIs) is segmented, 
the user queries an image that he/she wants to search. The user can choose just one 
ROI or multiple ROIs simultaneously. A user can choose color, texture and shape 
feature constraints in order to search regions more precisely. From the calculated 
distance, the final distance is estimated by Equation (8) and the top k-nearest images 
are displayed in ascending order of the final distance ),( tqS . Figure 8 shows the user 
interface of the proposed ROI-based medical image retrieval system. 

We have performed extensive experiments using a set of 3459 bio-images covering 
plant cells, animal cells and histology taken from microscope without pre-selected 
categories. The experiment is carried out on 28 query images (1~10: plant cells, 
 

 

Fig. 8. User interface of the proposed ROI-based medical image retrieval system supporting 
dynamic feature descriptors 
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11~19: animal cells, 20~28: histology). Each query image has 14 ground-truths. The 
ground-truths are a set of visually similar images for a given query image. To measure 
the retrieval accuracy, we use NMRR (Normalized Modified Retrieval Rank) and 
ANMRR, which is average version of NMRR instead of Precision/Recall [6]. NMRR 
considers error between vectors and evaluates order simultaneously and takes a value 
between 0 and 1. If ANMRR and NMRR values lie close to 0, the performance is 
better and the performance is worse as it approaches 1. 

The experiments are carried out on thirty cell images. First, we compare the 
retrieval performance between a proposed ROI-based method having the same feature 
weights with common CBIR methods [1-3] using full image. Two methods are using 
the same feature descriptors.  

Query image

N
M

R
R

ROI Based Full Image Based [1-3]
Query image

N
M

R
R

Different Initial Weight Same Initial Weight
 

Fig. 9. Performance comparison between 
proposed ROI-based method and full 
image-based method 

Fig. 10. The NMRR comparison between 
proposed system with the different initial 
weights and proposed system with the same 
initial weights 

As we can see from Figure 9, because a ROI-based method removes the 
meaningless background and retrieve images based on only important regions, it 
shows better performance. Furthermore, when only one dominant ROI is extracted, 
the retrieval performance is more efficient because it decreases the error originated 
from background. However when multiple ROIs are extracted, the performance is 
almost same with the full image-based method.  

Second, we compare the proposed method using three descriptors with proposed 
method using individual feature descriptor to find out which feature descriptor is most 
appropriate for medical image. Table 1 shows the combinational representation of 
features makes image retrieval more efficient and robust even though individual features 
are attractive for image retrieval descriptors. Among three individual descriptors, EHD 
shows the best performance and RSD shows the worst performance. However, EHD 
shows the irregular retrieval performance according to the change of size of ROIs while 
CSD shows the regular performance regardless of the variation of ROI size. 

Third, we test that our initial important weights have an affect on retrieval 
performance when multiple ROIs are segmented. As we can see from Figure 10, 
proposed initial weights shows better retrieval performance because it gives semantic 
initial weights to each ROI and improves the final distance towards a reasonable 
direction. 
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Table 1. Average performance comparison between ROI with three descriptors and ROI with 
individual descriptors 

Method ANMRR 

ROI + Three Descriptors 0.3347 
ROI + CSD 1-Descriptor 0.4641 
ROI + EHD 1-Descriptor 0.4475 
ROI + RSD 1-Descriptor 0. 5082 
Full image with CSD+EHD 
Descriptors [1-3] 

0.3906 

6   Conclusion 

This paper presents a ROI-based medical image retrieval system that is considering 
combination of feature descriptors and initial weights for similarity matching. For 
semantic ROI segmentation, we proposed AW, which is based on salient point and 
saliency map. In addition, in order to improve the retrieval performance considering 
human perception, initial weights for feature distances are also proposed. From, several 
experiments, we found out that the combination of three feature descriptors shows the 
best performance than using individual feature descriptor. In future, we will focus our 
research on more precise ROI segmentation method regardless of the kinds of medical 
images and relevance feedback method capturing the user’s intension more precisely. 
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Abstract. Rushes footage are considered as cheap gold mine with the
potential for reuse in broadcasting and filmmaking industries. However,
it is difficult to mine the “gold” from the rushes since usually only min-
imum metadata is available. This paper focuses on the structuring and
indexing of the rushes to facilitate mining and retrieval of “gold”. We
present a new approach for rushes structuring and indexing based on
motion feature. We model the problem by a two-level Hierarchical Hid-
den Markov Model (HHMM). The HHMM, on one hand, represents the
semantic concepts in its higher level to provide simultaneous structuring
and indexing, on the other hand, models the motion feature distributions
in its lower level to support the encoding of the semantic concepts. The
encouraging experimental results on TRECVID′05 BBC rushes demon-
strate the effectiveness of our approach.

1 Introduction

In the broadcasting and filmmaking industries, rushes is a term for raw footage,
which is used to generate the final productions such as TV programs and movies.
Only a small portion of the rushes is actually used in the final productions. The
“shoot-to-show” ratio, such as in BBC TV, ranges from 20 to 40. The pro-
ducers see these large amount of raw footage as cheap gold mine. The “gold”
refers to stock footage which is the “generic” clips with high potentials for reuse.
However cataloguing the stock footage is a tedious task, since rushes is unstruc-
tured and relatively inaccessible with only a minimum metadata such as pro-
gram/department name and date. Therefore, it becomes necessary to develop
techniques for the structuring, indexing and retrieval of rushes.

In the past decades, researches on video representation and analysis are mainly
founded on edited videos, e.g., news, sports and movies. The edited videos are
highly structured. More importantly, multiple modalities such as textual, audi-
tory and visual modalities are available for analysis in edited videos. The perfor-
mance of most state-of-the-art video retrieval systems (e.g, Informedia project
[1]) depends on the fusion of these modalities, especially the textual information
which mainly comes from the captions and speech transcripts by OCR and ASR
respectively. In contrast to edited videos, rushes are characterized by unstruc-
tured, natural sounds only and few or no on-screen texts. Thus little textual

H. Sundaram et al. (Eds.): CIVR 2006, LNCS 4071, pp. 241–250, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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information can be acquired from rushes. These characteristics present a new
aspect of research challenge for rushes retrieval.

In TRECVID′05 [2], several rushes retrieval techniques have been presented
in the pilot task of BBC rushes exploration. All of them are mainly based on
visual information as other modalities are absent or difficult to obtain. Allen and
Petrushin [3] indexed the rushes shots by “visual words” which are the cluster
centroid of color, texture and color+texture. The approach proposed by Foley
et al [4] considered the color and texture features extracted from each keyframe,
as well as the color, texture and shape of the semi-automatically segmented
objects. The system allows the user to select features from either frame or ob-
ject for retrieval. Snoek et al [5] re-attempted their MediaMill system, which
is originally trained to index the 101 high-level concepts for news, to analyze
the BBC rushes. These approaches basically port the retrieval system developed
originally for edited videos directly to the rushes domain. Some issues peculiar
to in rushes are not addressed, such as how to detect and manage the redundant
footage due to low visual quality or unwanted motion. Ngo et al [6] attempted
to solve this problem from the motion point of view. They tested three different
approaches, Finite State Machine (FSM), Support Vector Machine (SVM) and
Hidden Markov Model (HMM) for the characterization of BBC Rushes.

The main focus of this paper is to locate and index the stock footage. We
consider three semantic categories: stock, outtake and shaky. The concept stock
represents the clips with intentional camera motion which have the potential
for reuse, such as capturing an event with still camera and rotating the camera
for a panoramic view. In contrast, those clips with intermediate camera motion,
which are very likely to be discarded in the final production, are denoted as
outtake. Examples include a zoom to get more details and a pan to change to
another perspective. Beside those two extreme cases, we add another category,
shaky, to represent the shaky artifacts which may be discarded or used for special
effects such as to show a emergent situation. For rushes indexing, shot is usually
regarded as the basic unit [3,4,5]. However, since the rushes are raw footage
without editing, a shot may consist of different semantic concepts. Thus, in
order to index rushes effectively, the temporal structure of rushes needs to be
carefully analyzed so that the basic unit can be a subshot, and each subshot
contains only one semantic label.

The problem of structuring and indexing is intertwined in rushes. The dif-
ficulty comes from the following two aspects. One aspect is that the motion
features of the three semantic categories are highly overlapped. For example, a
pan motion may come from a stock of side view on a moving vehicle, or a outtake
of perspective change, or a shaky of one part of swing. The other aspect is that
structuring and indexing rely on each other. Indexing requires the investigation
of the temporal structure. As mentioned, an unstructured shot in rushes may
be too long to be an appropriate unit for indexing. On the other hand, it is also
infeasible to structure the videos without knowing the underlying characteris-
tic of frames. For example, structuring only by motion cannot obtain satisfied



Hierarchical Hidden Markov Model for Rushes Structuring and Indexing 243

performance due to the indiscriminate motion features of the three semantic
concepts.

In this paper, we propose a new approach for structuring and indexing the
rushes footage by Hierarchical Hidden Markov Model (HHMM) [7,8,9]. HHMM
is the generalization of HMM with hierarchical structure. We use a two-level
HHMM to encode the three semantic categories and model the sequential changes
of their underlying motion features. Higher-level substates represent the semantic
concepts, stock, outtake and shaky. Each of these substates is a sub-HMM that
has its own substates in the lower level to describe the distribution of the motion
features and their transitions. This hierarchical model, on one hand, can alleviate
the feature overlap problem by taking into account the temporal constraint. For
instance, an outtake pan can be distinguished from a shaky pan by considering
that a shaky pan is very likely to have reverse motions before and after. On
the other hand, the higher-level substates, which address the semantic concepts,
make it possible to simultaneously structure and index the rushes on the whole
sequence. The simultaneous decision on the whole sequence provides a way to
decouple the interdependency between structuring and indexing.

The remaining of this paper is organized as follows. Section 2 describes our
approach for rushes structuring and indexing. We first extract the motion fea-
tures as the observation for each subshot. A two-level HHMM is then applied to
model both the high-level concepts and the low-level motion features to struc-
ture and index the rushes. Section 3 presents the experiment results. Finally,
Section 4 concludes the paper and discusses future work.

2 Rushes Structuring and Indexing by Hierarchical
HMM

Figure 1 illustrates our two-level HHMM structure. On the top is the root state
which is an auxiliary substate to make the structure representable by a single
tree. The first level is a sub-HMM which has three substates to represent stock,
outtake and shaky respectively. Each substate is also a sub-HMM which is further
decomposed into several substates in the lower level. Basically a substate in
this level models certain aspect of low-level feature to support the encoding of
semantic concepts at the higher level. For each semantic concept, we use six
substates, left, right, up, down, in and out, to model the six major movements
respectively in horizontal, vertical and depth directions. Notice that the substates
in each sub-HMM are fully connected. For the simplicity of presenting the figure,
we do not show the edges in Figure 1.

In order to facilitate structuring and indexing, a shot in rushes should be par-
titioned into shorter unit, i.e. subshots. In practice, the subshot string of a shot
forms an observation sequence for HHMM. The subshot should not be too long
so as not to mix different semantic concepts. Meanwhile, it should not be too
short in order to extract robust motion feature. In this paper, we investigate two
kinds of subshot: fixed and adaptive. The former one is obtained through equal
partitioning of a shot into segments of fixed length. Adaptive subshots, on the
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Fig. 1. An illustration of an HHMM of two levels. Solid ellipses denote the substates,
while dotted ellipses denote the sub-HMMs of the HHMM structure.

other hand, are obtained by dividing a shot into segments each with consistent
motion [10]. Both types of subshots have their strength and weakness. The fixed
subshot is easy to obtain in practice, but with inaccurate subshot boundary and
motion feature. Intuitively, adaptive subshot may have better performance due
to good boundary and motion feature. However, since subshot segmentation by
motion itself is a research issue, false and missed detections would introduce un-
der or over segmented subshots that prohibit the finding of underlying semantic
labels. For both fixed and adaptive schemes, over-segmentation at early stage
can be remedied by HHMM if two adjacent segments have the same semantic
labels. Under-segmentation, however, cannot be dealt with by HHMM.

2.1 HHMM Representation

A state in an HHMM actually consists of a string of substates from top to bottom
levels. To denote the substate string from top to level d, we use a bar notation,

kd = q1:d = q1q2 · · · qd, (1)

where the subscripts denote the hierarchical levels. We drop the superscript d for
abbreviation when there is no confusion. Let D denotes the maximum number of
levels and Q denotes the maximum size of any sub-HMM state spaces in HHMM.
Then a HHMM can be specified by the following parameters,

Θ = {A, B, Π, E}. (2)

Explicitly, A denotes the transition probabilities (
D⋃

d=1

Qd−1⋃
k=1

{ad
k}), where ad

k is

the transition matrix at level d with configuration kd−1. B is emission parameter
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which specifies the observation distributions. We assume that the motion fea-

tures comply with Gaussian distribution N(μ, Σ), then B = (
QD⋃
i=1

{μi, Σi}). Sim-

ilarly, let πd
k and ed

k denotes the prior and exiting probabilities at level d, then

Π =
D⋃

d=1

Qd−1⋃
kd=1

πd
k and E =

D⋃
d=1

Qd−1⋃
kd=1

ed
k are the prior and existing probabilities for

HHMM model.

2.2 Motion Feature Extraction

To obtain the observation sequence for HHMM, we extract three dominant mo-
tions, pan, tilt and zoom from each subshot. The inter-frame motion features
are firstly estimated from each two adjacent frames. We apply Harris corner
detector to extract the image feature points, xt, from the frame t. Their corre-
sponding points, xt+1, in the next frame t + 1, are estimated by the Singular
Value Decomposition (SVD) of the 3D tensor structure [10]. Those matched
point pairs in each frame pair are assumed to comply with a single camera mo-
tion model. Since the dominant features for rushes structuring and indexing is
pan, tilt and zoom, 2D camera motion model is sufficient for the representa-
tion of these three motion features. Therefore, we use the 2D 6-parameter affine
model described as,

xt+1 =
[
a11 a12
a21 a22

]
xt +
[

v1
v2

]
,

where [a11, a12, a21, a22, v1, v2]T are estimated from the matched points in the
frame pair using the robust estimator LMedS [11]. RANSAC is not used due
to the requirement of inlier threshold which is not easy to set. The parameter
v1 and v2 characterize the pan and tilt respectively, while the parameter a11
and a22 describe the zoom motion. We extract a 3-dimensional motion feature
vector f = [v1, v2, z = (a11 + a22)/2] for each two adjacent frames. A sequence
of motion vector, {f}, is then obtained from the frame sequence in a subshot.
To suppress the outliers, we use the median, instead of average, motion vector
as the observation for a subshot, that is,

o = median{f}. (3)

Then a T -subshot string of a shot forms an observation sequence for HHMM,
denoted as O = (o1, o2 · · · on · · · oT ).

2.3 HHMM Parameter Learning by EM Algorithm

Given an observation sequence O = (o1, o2 · · · ot · · · oT ), the task of parameter
learning is to find Θ∗ that maximize the likelihood L(Θ). This is estimated by
the Expectation-Maximization (EM) algorithm as in traditional HMM. Given an
old parameter Θ and the missing data K = (k1, k2, · · ·kt · · ·kT ), the expectation
of the complete-data likelihood of an updated parameter Θ̂ is written by
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L(Θ̂, Θ) = E(log p(O, K|Θ̂)|O, Θ) (4)

=
∑
K

p(K|O, Θ) log p(O, K|Θ̂) (5)

∝
∑
K

p(O, K|Θ) log p(O, K|Θ̂) (6)

The E-step estimates the expectation L(Θ̂, Θ), and the M-step finds the value
Θ̂ that maximizes the likelihood.

We define the probability of being in state k at time t and in state k′ at time
t + 1 with transition happens at level d, given O and Θ, as

ξt(k, k′, d)
def
= p(kt = k, kt+1 = k′, e1:d

t = 0, ed+1:D
t = 1|O, Θ). (7)

Similarly, we define the probability of being in state k at time t, given O and Θ,
as follows

γt(k)
def
= p(kt = k|O, Θ). (8)

In E-step, these two auxiliary variables are estimated by forward and backward
algorithm [8]. Then by marginalizing and normalizing the auxiliary variables ξ
and γ in M-step, we can get the updated model parameter L̂ as follows,

π̂d
q (i) =

T−1∑
t=1

∑
q′

∑
q′′

ξt(q′, qiq′′, d − 1)

T−1∑
t=1

∑
q′

∑
q′′

∑
i

ξt(q′, qiq′′, d − 1)
(9)

êd
q(i) =

T−1∑
t=1

∑
q′

∑
k′

∑
d′<d

ξt(qiq′, k′, d′)

T−1∑
t=1

∑
q′

γt(qiq′)
(10)

âd
q(i, j) =

T−1∑
t=1

∑
q′

∑
q′′

ξt(qiq′, qjq′′, d)

T−1∑
t=1

∑
q′

∑
q′′

∑
j

ξt(qiq′, qjq′′, d)
(11)

μ̂k =

T∑
t=1

otγt(k)

T∑
t=1

γt(k)
(12)

Σ̂k =

T∑
t=1

(ot − μk)(ot − μk)T γt(k)

T∑
t=1

γt(k)
(13)
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2.4 Structuring and Indexing by Viterbi Algorithm

Our final goal is to structure and index rushes with the three semantic categories.
Instead of deciding the subshots once at a time, such as using SVM, HHMM can
perform simultaneous structuring and indexing upon the whole subshot string.
Given an observation sequence of a shot, O = (o1, o2 · · · ot · · · , oT ), we apply
Viterbi algorithm [8] to obtain the underlying optimal state sequence, K∗ =
(k∗

1 , k∗
2 · · · , k∗

t , · · · , k∗
T ). Each k∗ actually has two variables to indicate the sub-

states of semantic label and motion feature in the two-level HHMM. The final so-
lution is found the higher-level variable string, K1∗ = (k1∗

1 , k1∗
2 · · · , k1∗

t , · · · , k1∗
T ),

which forms the indices of the semantic concepts for a shot. Meanwhile, the
variations in the variable string K1∗ indicate the locations of the semantic con-
cept boundary. Therefore, by using Viterbi algorithm on the subshot string,
the simultaneous structuring and indexing for a rushes shot can be efficiently
achieved.

3 Experiments and Results

We randomly select 60 videos (about 400k frames or 4.5 hours) from BBC rushes
of TRECVID′05 corpus to evaluate our approach. The videos are manually struc-
tured and indexed with the semantic labels: stock, outtake and shaky. We divide
the videos equally into two set: 30 videos for training and 30 videos for testing.

We partition each video into shots by [12] and each shot is further decomposed
into subshots. For fixed subshot, we empirically set the fixed duration to one
second. For adaptive subshot, we use the motion-based finite state machine [10]
to partition shot into subshots. Each subshot, both fixed and adaptive, is labeled
with the three categories based on the ground truth manually marked by human
subjects. The two-level HHMM are then trained with EM algorithm. Since only
the higher-level labels are available, this is a mixed learning procedure. In other
words, the learning at higher level is supervised, while the learning at lower level
is unsupervised. For abbreviation, we name the HHMM of fixed and adaptive
subshots as F-HHMM and A-HHMM respectively.

We compared the proposed HHMM with our previous work presented in
TRECVID′05 [6]. In [6], we experimented three approaches: Finite State Machine
(FSM), Hidden Markov Model (HMM) and Support Vector Machine
(SVM). Table 1 summaries and contrasts the properties of different approaches.
FSM and HMM models are flattened HHMM with only the higher level. FSM
is actually a simplified HMM that the fuzzy transitions in HMM become de-
terministic. SVM, instead of modeling feature distribution, discriminates the
three semantic concepts by hyper-plane in feature space. Therefore, from the
structure’s point of view, HHMM has a two-level hierarchical structure, while
the others are flattened. We use Radial Basis Function (RBF) as the kernel
for SVM. Meanwhile, Gaussian distribution is used as kernel function in HMM
and HHMM. Inside the FSM states, thresholding is used to determine which
category an observation belongs to. We applied adaptive subshot detection for
FSM and A-HHMM, while using fixed subshot for the others. Notice that we use
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Table 1. Comparison of different method’s properties

Subshot #Structure #Feature Kernel
FSM adaptive flattened 3 threshold
SVM fixed flattened 9 RBF
HMM fixed flattened 9 Gaussian

F-HHMM fixed hierarchical 3 Gaussian
A-HHMM adaptive hierarchical 3 Gaussian

nine-dimensional feature for HMM and SVM. Besides the three motion features
(Section 2.2), we also use the motion variations as additional features in order
to improve the discriminative power of a flattened structure. The details can be
found in [6].

3.1 Rushes Indexing

Table 2 and Table 3 show the indexing results of the training and testing videos
respectively. The results are evaluated based on the number of frames being
correctly or wrongly classified. The results show that HHMM outperforms the
other approaches. Overall, we have about 96% accuracy on stock, 40% on out-
take and 60% on shaky in the testing set. The results of SVM indicate that the
feature distributions of the three semantic concepts severely overlapped among
each other. Thus even the classification accuracy on training set is pretty low.
SVM assumes that the observations are independent and neglect the temporal
relationship between subshots. For example, a shaky tilt is more likely to be
followed by a reverse tilt in the same shaky segment rather than an outtake
tilt. By exploiting the temporal relationship, HHMM presents some improve-
ment compared to SVM. Through experiments, hierarchical HMM shows better
performance than flat HMM, particularly the accuracy of shaky is significantly
improved. The reason perhaps lies in the fact that the movement of shaky arti-
facts usually has patterns such as swinging between left and right. The temporal
relationship of the shaky can be captured by HHMM as a unique sequential pat-
tern for recognition. The improvement of outtake, nevertheless, is less obvious
than shaky. An outtake is usually a single movement, such as a zoom to get
details or a pan to get another side of the scene. Thus the amount of sequential
information to be captured by HHMM is limited. The sequential pattern of a
shaky can be more distinctive if the turning points of motion are correctly lo-
cated. This is why A-HHMM has better shaky accuracy than F-HHMM since
the adaptively segmented subshots have more expressive power in describing the
temporal structure of the shaky segments.

3.2 Rushes Structuring

The results of structuring are basically assessed based on the accuracy of the
subshot boundaries between the three categories. However, compared to shot
boundaries, the subshot boundaries are fuzzy and the exact locations (in term
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Table 2. The indexing accuracy on the training video set

Stock Outtake Shaky
Recall Prec. Recall Prec. Recall Prec.

FSM 0.815 0.981 0.802 0.118 0.011 0.050
SVM 0.827 0.990 0.701 0.162 0.715 0.239
HMM 0.927 0.970 0.329 0.137 0.311 0.339

F-HHMM 0.977 0.980 0.602 0.512 0.440 0.497
A-HHMM 0.976 0.983 0.648 0.551 0.546 0.515

Table 3. The indexing accuracy on the testing video set

Stock Outtake Shaky
Recall Prec. Recall Prec. Recall Prec.

FSM 0.756 0.968 0.844 0.128 0.000 0.000
SVM 0.778 0.975 0.456 0.120 0.362 0.182
HMM 0.909 0.929 0.375 0.196 0.043 0.067

F-HHMM 0.959 0.953 0.489 0.342 0.328 0.523
A-HHMM 0.962 0.963 0.408 0.427 0.624 0.597

Table 4. The structuring accuracy in both training and testing video set

Training Testing
Recall Prec. Recall Prec.

FSM 0.614 0.282 0.593 0.279
SVM 0.769 0.281 0.763 0.289
HMM 0.461 0.419 0.395 0.379

F-HHMM 0.615 0.712 0.610 0.605
A-HHMM 0.707 0.725 0.582 0.611

of frame) are not easy to identify even with careful human inspection. In the
experiments, a subshot boundary is counted as correct as long as we can find
a matched boundary in the ground-truth within 1-second time frame. In our
ground-truth, there are 83.4% of boundaries for transitions between stock and
outtake, 16.3% between stock and shaky and 0.3% between shaky and outtake.
Table 4 shows the structuring results in both training and testing set. From the
table, we can find that HHMM has the best results with about 70% accuracy
in training set and 60% in testing set. Compared with other approaches, the
precision has more obvious improvement than the recall. This shows that by
considering the hierarchal relationship among the features, we can remarkably
remove the false alarms while retaining the correct boundaries.

4 Conclusion and Future Work

In this paper, we have presented a novel approach for rushes structuring and
indexing, which is one key component to mine the “gold” in rushes for film
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producers. By taking into account the sequential patterns of the motion fea-
tures, the proposed two-level hierarchical hidden Markov model is capable of
modeling statistical mapping from low-level motion features to high-level se-
mantic concepts: stock, outtake and shaky. Experimental results show that our
approach significantly outperforms other methods based on SVM, FSM and
HMM. Currently, we only utilize motion features. Other indicators such as the
visual qualities of a film and the cues derived from multi-modal features can be
incorporated to further improve the accuracy of locating stock footage.
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Abstract. The use of local features in computer vision has shown to be
promising. Local features have several advantages including invariance to
image transformations, independence of the background, and robustness
in difficult situations like partial occlusions. In this paper we suggest
using local integral invariants to extract local image descriptors around
interest points and use them for the retrieval task. Integral invariants
capture the local structure of the neighborhood around the points where
they are computed. This makes them very well suited for constructing
highly-discriminative local descriptors. We study two types of kernels
used for extracting the feature vectors and compare the performance of
both. The dimensionality of the feature vector to be used is investigated.
We also compare our results with the SIFT features. Excellent results
are obtained using a dataset that contains instances of objects that are
viewed in difficult situations that include clutter and occlusion.

1 Introduction

One of the main difficulties in computer vision is to identify objects despite of
the changes that may affect the appearance of the object. Possible changes in-
clude rotation, translation, changes in scale, changes in illumination conditions,
and partial object occlusion. Moreover, objects are usually located in cluttered
scenes. It is very important to take these facts into account when designing
real-world applications. One of the well-known approaches that deal with ob-
ject and image retrieval is the use of color histograms [1]. The use of color
histograms is simple and fast but it works mainly for non-cluttered scenes or
for pre-segmented objects. In [2], Schiele and Crowley proposed using multidi-
mensional receptive field histograms for object recognition. The histograms are
constructed from the responses of a vector of local linear neighborhood opera-
tors such as gradients, Laplacian, Gabor filters, and Gaussian derivatives. This
method is also problematic when dealing with clutter and partial occlusion.
Local invariant features computed around interest points have several inter-
esting characteristics. First of all, they are invariant to image transformations
like rotation and translation. They are also robust to partial occlusion, clutter,

H. Sundaram et al. (Eds.): CIVR 2006, LNCS 4071, pp. 251–260, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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and changes in the background, as only corresponding local features in different
scenes should match. This also eliminates the need for any prior segmentation.
Schmid and Mohr [3] were among the first to use local image descriptors for the
retrieval task. They have used rotation-invariant local feature vectors based on
derivative-of-Gaussian local measurements. To identify the interest points, they
have used the well-known Harris corner detector [4]. Gout and Boujemaa [5]
extended this work to color images using color differential invariants. The fea-
ture vectors used in these methods have low dimensionality and are not highly
distinctive. Lowe [6] has introduced the SIFT features that are invariant against
similarity transformations. The feature vector used in SIFT consists of gradient
orientation histograms summarizing the content of a 16× 16 region around each
point. In this paper we explore the use of local integral invariants for the purpose
of retrieving objects located in complex scenes. Integral invariants capture the
local structure of the neighborhood around the points where they are computed.
Global versions of these features have proven to be robust to independent motion
of objects, articulated objects, and topological deformations [7]. In addition to
their invariance to Euclidean motion, we explain how it is possible to earn local
similarity-invariant features. We study two types of kernels that are used to gen-
erate integral invariants. The effect of the dimensionality of the feature vectors
is also investigated. A comparison with the SIFT features is also considered.

The paper is organized as follows. In section 2 a summary of the integral
invariants is given. Extending the features to be scale invariant is described in
section 3. Section 4 gives an overall look on the setup of the system. Results are
summarized in section 5 and a conclusion is given in section 6.

2 Integral Invariants

Following is a brief description of the calculation of the rotation- and translation-
invariant features based on integration. The idea of constructing invariant fea-
tures is to apply a nonlinear kernel function, f(I), to a gray-valued image, I, and
to integrate the result over all possible rotations and translations (Haar integral
over the Euclidean motion):

T[f ](I) =
1

PMN

M−1∑
n0=0

N−1∑
n1=0

P−1∑
p=0

f(g(n0, n1, ϕ = p
2π

P
)I) (1)

where T[f ](I) is the invariant feature of the image, M, N are the dimensions of
the image, and g is an element in the transformation group, G (which consists
here of rotations and translations). Bilinear interpolation is applied when the
samples do not fall onto the image grid. The above equation suggests that in-
variant features are computed by applying a nonlinear function, f , to a circular
neighborhood of each pixel in the image, then summing up all the results to get
a single value representing the invariant feature. Using several different kernel
functions builds up a feature space. To preserve more local information, one can
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remove the summation over all translations. This results in a map T that has
the same dimensions of I:

(T [f ] (I))(n0, n1) =
1
P

P−1∑
p=0

f

(
g

(
n0, n1, ϕ = p

2π

P

)
I
)

. (2)

Two types of non-linear kernel function, f , are considered. Invariant features
can be computed by applying the monomial kernel, which has the form:

f(I) =

(
K−1∏
k=0

I (xk, yk)

) 1
K

. (3)

Integral invariants are computed using the monomial kernels by multiplying a
constellation of pixels in the circular neighborhood of the center pixel and then
averaging the local results. One disadvantage of this type of kernels is that it is
sensitive to illumination changes. The work in [8] defines another kind of kernels
that are robust to illumination changes. These kernels are called the relational
kernel functions and have the form:

f(I) = rel (I (x0, y0) − I (x1, y1)) (4)

with the ramp function

rel (x) =

⎧⎨⎩
1 if x < −ε
ε−x
2ε if −ε ≤ x ≤ ε

0 if ε < x
. (5)

Feature calculation using the relational kernels is similar to using the monomial
kernels. In the case of the relational kernels, two pixels are compared using
the rel-function instead of multiplying them. This kind of kernels is based on the
Local Binary Pattern (LBP) texture features [9], which map the relation between
a center pixel and its neighborhood pixels into a binary pattern. Equation 5
extends the LBP operator to give values that fall in [0, 1]. This is done in order
to get rid of the discontinuity of the LBP operator which makes the features
sensitive to noise. For more detailed theory about integral invariants, please
refer to [7].

3 Scale Invariance

The integral invariants in the form described in Section 2 are invariant to Euclid-
ean motion only and are therefore sensitive to scale changes. Extending the prin-
ciple of integral invariants to be scale invariant is not easy due to the fact that
compact groups are needed, whereas scaling is unbounded [10]. However, if the
local scale of each interest point can be determined, we can establish local fea-
tures that are scale invariant by adapting the local support (the patch size on
which the kernel function acts) of the kernels used to the local scale of the point
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around which they are evaluated. This way, the patch that is used for feature
extraction covers always the same details of the image independent of the scale,
which consequently means that the extracted feature vector is scale invariant.
To achieve this, we use the difference-of-Gaussian (DoG)-based point detector
introduced by Lowe in [6], which localizes points in scale and space.

4 Setup

4.1 Dataset

To run the experiments, 11 different objects were chosen. Model images for the
objects were recorded. For the purpose of testing, each object was photographed
18 different times resulting in images that show each object in 18 different place-
ments. The placements include rotation, scaling, illumination changes, partial
occlusion, and combination of two or more of these situations. All shots were
taken in different complex and cluttered backgrounds. The images have a reso-
lution of 480 × 640 pixels and are stored in JPEG compressed format.

4.2 Feature Extraction

Using the DoG-based detector, the interest points in an image are identified.
The detector gives the location and the scale of each candidate point in subpixel
resolution. The number of extracted points is between 500 and 2000 depending
on the image content. To extract the local integral invariants, we use a set
of two-point kernel functions. For an interest point located at (n0, n1), each
kernel function manipulates (multiplies in the case of monomials or subtracts and
compares in the case of relationals) two points that lie on the circumferences of
two circles of radii r1, r2, respectively, where r2 ≥ r1. A phase shift, θ, between
the two points is considered. The radii are adapted to the local scale of each
interest point as described in section 3. An example of kernel application is
shown in Figure 1. Having a set of V kernel functions, fi, a V -dimensional
feature vector around each interest point, (n0, n1), is constructed using:

F(i)
∣∣
(n0,n1) = 1

P

∑P−1
p=0 fi

(
g
(
n0, n1, ϕ = p 2π

P

)
I
)
, i = 1...V.

4.3 Retrieval Process

The feature vectors are saved in the database with a pointer to the model image
to which they belong. In the retrieval process, a query image is presented to
the system. The features of the image are extracted as described above. Each
individual feature vector from the query image is compared using the Euclidean
distance measure with all the other feature vectors stored in the database of the
model images. A kd-tree structure [11] is used to speed up the search. Corre-
spondences between the feature vectors are found based on the method described
in [12] which allows for robust matching based on a confidence measure that de-
pends on a uniqueness value assigned to each feature vector. A voting scheme
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n1

n0

Fig. 1. Evaluation of the monomial kernel f (I) = I (0, 3) .I (6, 0). The grayvalue of a
point on a circle of radius r = 3 around (n0, n1) is multiplied by the grayvalue of a
point on a circle of radius r = 6. Notice the phase shift of π/2 between the two points.
Points that do not fall on the grid are interpolated. The same calculation strategy is
also valid for the relational kernel function, f (I) = rel (I (0, 3) − I (6, 0)), substituting
multiplication with subtraction.

is applied to determine the object model that corresponds to the query image.
If a match between a vector from the query image and another from a model
image is fired, the model image gets a vote. Finally, the model image that gets
the maximum number of matches wins the voting scheme and is returned as the
best match to the query image.

4.4 Performance Measures

In addition to the recognition rate, we use two other measures to evaluate the
quality of recognition: the number of matches and the match precision. The
match precision gives an indication of how good the matching is, by giving the
ratio of correct matches to the total number of matches in the image:

Match Precision =
Number of correct matches
Total number of matches

× 100%. (6)

Given two images that contain the same object, a match between a point, p1,
in the first image and a point, p2, in the second image is considered as a cor-
rect match if the error in the relative location of the two points is less that a
threshold, τ :

‖p1 − Hp2‖ < τ, (7)

where H refers to the homography. We set τ = 3 pixels following [13].

5 Results

5.1 Monomial vs. Relational Features

The robustness of the features against intensity changes is an important aspect.
Local characteristics should not change when lighting conditions change. Mono-
mial type kernels are very sensitive to changes in the intensity since they work
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directly on the raw grayvalue of the pixels. Consider the following equation that
describes the affine change in intensity value, I(x, y):

γ(I(x, y)) = aI(x, y) + b. (8)

Considering a simple monomial kernel that multiplies two grayvalues, I(x1, y1)
and I(x2, y2), the result is simply M = I(x1, y1)I(x2, y2). If the image was ex-
posed to change in illumination conditions such that the equation above applies,
then we have:

M ′ = γ(I(x1, y1))γ(I(x2, y2))
= a2I(x1, y1)I(x2, y2) + b[a(I(x1, y1) + I(x2, y2)) + b]
= a2M + bγ(I(x1, y1) + I(x2, y2)).

So the result will be scaled by a factor of a2 and shifted by a factor that is
equal to the scaled affine change of the sum of the two grayvalues. The behavior
of relational kernels, on the other hand, is different. They are robust against
intensity changes as they consider relations between grayvalues of the pixels
rather than the raw values themselves. A relational kernel function applied to
I(x1, y1) and I(x2, y2) will give a result of R = rel(δ), where δ = I(x1, y1) −
I(x2, y2) and rel is the fuzzy relation defined in Equation 5. When the intensity
changes according to Equation 8, then:

R′ = rel(γ(I(x1, y1)) − γ(I(x2, y2)))
= rel(aδ).

=

⎧⎨⎩
1 if δ < −ε/a
ε−aδ
2ε if −ε/a ≤ δ ≤ ε/a

0 if ε/a < δ

Clearly, the result is invariant against the shift in the mean luminance. The
effect of the scaling parameter, a, depends on the threshold value, ε, used in
the ramp function, rel. As ε approaches zero, a smaller range of δ values will be
affected by the scaling parameter a. If ε is set equal to zero, then we return to the
LBP step operator [9] which is totally invariant to exact monotonic gray scale
transformations but sensitive to disturbances. So ε is chosen to achieve a good
compromise between the robustness against noise and the robustness against
gray scale changes. In our experiments, ε = 0.098 (I(x, y) ∈ [0, 1]) was found to
give very good results. Two tests were carried out on the database. Once with
monomial type features and another with relational type features. In each case,
43 kernels were used to extract a feature vector around each interest point. The
results shown in Table 1 depict the tremendous difference in the performance
between both types of features. Not only the recognition rate of the monomial
features is very low, but also the number of matches per image is small and the
percentage of correct matches is low.

Trying to enhance the performance of the monomial-based features, the fea-
ture vectors were normalized such that they have a zero mean and a unit vari-
ance. A remarkable enhancement in the performance was observed after the
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Table 1. Comparison between the results of the tests based on monomial and relational
features

Recognition rate Avg. # of matches Avg. match precision
Monomial Features 30.15% 9.94 60.31%
Relational Features 98.99% 72.34 91%

Table 2. Results after normalizing the monomial feature vectors to zero mean and
unit variance

Recog. rate Avg. # of matches Avg. match precision
Monomial Features (norm.) 89.45% 36.56 82.1%

Relational Features 98.99% 72.34 91%

Fig. 2. Some query results using relational features

normalization as can be seen in Table 2. Nevertheless there is still a big gap be-
tween the performance of the relational-based features and the monomial-based
features. Figure 2 shows different example queries for different instances of some
objects in the database using relational features. The left part of each exam-
ple shows the query image of a complex scene that contains an instance of one



258 A. Halawani and H. Tamimi

20 40 60 80 100 120
40

50

60

70

80

90

100

# of Dimensions of Feature Vector

R
ec

og
ni

tio
n 

R
at

e 
%

(a) Recognition rate

20 40 60 80 100 120
40

50

60

70

80

90

100

# of Dimensions of Feature Vector

A
ve

ra
ge

 M
at

ch
 P

re
ci

si
on

 %
(b) Avg. match pre-
cision

20 40 60 80 100 120
0

10

20

30

40

50

60

70

80

90

# of Dimensions of Feature Vector

A
ve

ra
ge

 N
um

be
r 

of
 M

at
ch

es

(c) Avg. number of
matches

20 40 60 80 100 120
0

1

2

3

4

5

6

# of Dimensions of Feature Vector

T
im

e 
(s

)

(d) Avg. recogni-
tion time

Fig. 3. Performance as a function of vector dimensionality

object. Different situations like object occlusion, rotation, scaling, and intensity
change are shown. The result, expressed by the model image that won the voting
scheme, is shown to the right. The outline of the detected object is also shown on
the query image. For the sake of clarity, not all matches between the query and
the model are displayed. Only randomly selected matches that do not overlap
are shown. In the rest of the experiments only relational-based feature vectors
are used.

5.2 Dimensionality of the Feature Vectors

Usually, high-dimensional feature vectors convey more information about the
local characteristics of a point and lead to better results but at the expense
of the storage requirements and the computation and matching complexities.
Several experiments were run using feature vectors with dimensionality that
ranged between 14 and 127 dimensions. In each case, the recognition rate, the
average number of matches and the average match precision were observed.
Figure 3 shows the results. The recognition rate and quality (number of matches
and match precision) go up as the dimensionality increases. The average match
precision shows that, in most cases, most of the matches are correct matches.
Only for low dimensionality the average match precision is under 90% (about
82% for dimensionality = 14). It reaches about 95% for 127-dimensional vectors.
The time needed for recognition depends on the dimensionality of the feature
vector in addition to the number of interest points (the number of feature vectors
consequently) found in each image. The average recognition time as a function
of the vector dimensionality is shown in Figure 3(d). Utilizing feature vectors
with dimensionality of about 40 gives a good compromise between recognition
rate and quality from one side and complexity and storage from the other side.

5.3 Comparison with SIFT

We report here the performance achieved when using the well-known SIFT fea-
tures. Table 3 summarizes the results. More matches and higher match precision
are obtained using SIFT. However, the recognition rate achieved using SIFT is
the same as that achieved using the relational integral invariants.

It should be noticed that the dimensionality of the used integral invariant vec-
tors (43 dimensions) is much less than that of SIFT (128 dimensions). Moreover,
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Table 3. Results using SIFT features

Average Average
Recognition rate # of matches match precision

SIFT 98.99% 151.8 96%
Rel. Integral Invariants 98.99% 72.34 91%
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Fig. 4. Precision-Recall graph using 400 queries of the COIL-100 database

in SIFT, about 15% of the points have multiple feature vectors corresponding
to multiple orientations assigned to these points. This leads to more storage
and matching requirements. This is not the case for the integral invariants. An
important advantage of the integral invariants over SIFT is their capability of
exploiting color information when needed. SIFT is extracted using grayscale in-
formation only. The integral invariants can be extracted from color information
by simply applying the kernel functions to the different channels of the color
space. To demonstrate this, we carried out some experiments on the COIL-100
database of color objects. In this database, images of 100 different objects were
taken at pose intervals of 5 degrees resulting in 72 poses per object. Exploiting
color information in such a database is a big plus as the number of points de-
tected in the images of the database is very small (not more than 10 for some
objects). Moreover, some objects in the database are similar but with different
colors. We tested the performance of the different methods in retrieving objects
using 400 query images (4 per object). Figure 4 shows the results in terms of
the precision-recall performance measures. The best results were achieved us-
ing the color-based integral invariants. SIFT comes in the second place and the
grayscale-based integral invariants come third.

6 Conclusion

In this paper we have investigated the use of integral invariants to extract local
feature vectors around interest points for the purpose of retrieving objects in
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complex scenes. The features are by definition invariant to Euclidean motion
and can be made similarity invariant by adapting the support of the kernels
used to the local support of the interest points. Two types of features were
discussed; relational type and monomial type features. Much better results in
terms of recognition rate and quality were achieved using the relational type
features as they are robust against intensity changes, which is not the case with
the monomial type features. Tests were conducted using test images of objects
against cluttered backgrounds and in difficult situations like partial object oc-
clusion and intensity changes. Several experiments considering the feature vector
length were conducted and it was found that vectors with about 40 dimensions
give a good compromise between performance and complexity. We compared
our work with the SIFT features. The main advantages of the integral invariants
over SIFT is the lower dimensionality and the ability to use color information if
needed.
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Retrieving Shapes Efficiently by a Qualitative
Shape Descriptor: The Scope Histogram
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Abstract. Efficient image retrieval from large image databases is a chal-
lenging problem. In this paper we present a method offering constant
time complexity for the comparison of two shapes. In order to achieve
this, we extend the qualitative concept of positional-contrast by 86 new
relations describing the position of a polygon w. r. t. its line segments. On
this basis a histogram of the relations’ frequencies is computed for each
shape. A useful property of our approach is that, due to the underly-
ing concept of positional-contrast, it can be intuitively decided whether
its combination with other features is promising. Especially, retrieval re-
sults of about 64% are achieved in the MPEG test with constant time
complexity.

1 Introduction

Recent developments show an increasing spread of digital technologies in many
areas of economic, scientific, and even personal life. This process often comes
along with the application of large image databases. Their management re-
quires feasible search technologies. While a great deal of work addresses is-
sues concerning segmentation, grouping, and feature extraction, less emphasis
has been put on the representation of extracted objects so as to support effi-
cient retrieval processes. In this paper we will concentrate on this latter topic
bringing forward results in the context of qualitative representations which ad-
vance image and video retrieval systems in that they allow objects to be indexed
concisely.

While colour and texture have been successfully applied to retrieval systems,
shapes pose major difficulties (cf. [11]). Being able to resort to many polygonal
approximation algorithms [13], and forming quite a compact description for two-
dimensional outlines even with little influence on the perception of shape [2],
we shall focus on the description of polygons. We use especially [12], thereby
choosing a scale-invariant approximation error of one percent of a polygon’s
perimeter.

For the search of objects in image databases there are concurrent requirements
to be satisfied: On the one hand users demand for adequate responses matching
their query, on the other hand users require responses within an appropriate
period of time. While the first requirement is well fulfilled for polygons [9], the
second one still remains a major difficulty for large image databases due to the
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time complexity needed when searching for and comparing many objects. Use-
ful are therefore approaches that are based on simple features which only need
constant time complexity when comparing objects. Although these features are
rather limited for the purpose of object classification, they can be combined in or-
der to improve retrieval results. Examples for such features include moments [8],
compactness [3], radius ratio [4], and aspect ratio [3]. In this paper, we propose
yet another feature which equally concisely characterises single objects, namely
scope histograms, extending the approach which has been introduced in [6]. It
shows, that in the MPEG test our new approach outperforms the approaches
mentioned above, although still allowing to compare objects with constant time
complexity. Due to its completely different representation, it is promising to
combine our new approach with the other numerical features. This allows re-
trieval results of about 64% to be achieved in the MPEG test, staying behind
[9] only twelve percentage points. However, they propose a much more complex
approach in order to obtain better results, requiring O(mn3) for comparing two
outlines.

In the following section we will shortly review previous work on which scope
histograms are based. In Sect. 3 we introduce our new approach, which offers
constant time complexity for comparing two shapes. Afterwards, in Sect. 4 the
approach is compared and combined with others, and finally, we give a short
summary in Sect. 5.

2 Characterising Shapes Using Positional-Contrast

The notion of positional-contrast [6] is based on the extension of the 13 qualita-
tive relations between time intervals [1] to two dimensions. In order to distinguish
two-dimensional positions between line segments qualitatively, e. g. positions be-
tween line segments of polygons, [6] uses the orientation grid which has been
suggested by [15]. The orientation grid is induced by a line segment connecting
two points and it consists of three lines: One line passes both points, the other
two lines are oriented orthogonally w. r. t. the first one. Each of them passes one
of the two reference points. This divides the plane into six sectors, allowing a
third point to be located within this grid. Not only single points, but also line
segments can be described by their relative position to another reference segment
which induces the orientation grid. Every line segment is defined by a start and
an end point. Since each of these points can be located in any of the six sec-
tors of the orientation grid, there exist 62 = 36 arrangements between two line
segments that can be distinguished qualitatively. According to [5], this number
can be reduced to 23, due to symmetries and the omission of intersections. The
remaining 23 distinguishable bipartite arrangements, in short BA23, are depicted
on the left hand side of Fig. 1. The relations’ mnemonic labelling is shown in the
centre of Fig. 1.

Applying BA23, it is not only possible to characterise the relative position of
two single line segments. Moreover, one can describe the complete course of the
polygon w. r. t. a reference segment. This is accomplished by a sequence of n BA
relations describing each of the n line segments, one after another [7]:
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Fig. 1. Left: Example arrangements of BA23 relations. Centre: The relations’ mnemonic
labels. Right: Iconic representation of the sets describing the relations’ scopes.

Definition 1 (Course). x is a line segment of a simple, closed polygon P . Its
course C(x) describes all BA relations between all lines of P and x:

C(x) ≡ (xy0 , . . . , xyn−1), xyi ∈ BA, i = 0, . . . , n − 1

Up to now, a polygon has only been characterised w. r. t. one of its line segments.
In order to gain a complete characterisation, it has to be described w. r. t. each
of its segments. In doing so, we obtain a matrix containing n2 relations. Thus,
space complexity for this description is quadratic, O(n2). Time complexity for
the comparison of two polygons which are described this way is even higher.
Due to the fact that every matrix can be built up by starting with different
reference lines, and that two matrices might be different in size (the second
polygon comprises m line segments), time complexity for the comparison of two
of these descriptions is O(mn3). In the following section we shall learn how space
and time complexity can be reduced.

3 Reducing Time and Space Complexity

In the following, we elaborate on how time and space complexity of the approach
described in the preceding Sect. 2 can be reduced. In our case, space complexity
depends on the number of relations, which are needed in order to characterise
a polygon. By time complexity we address the cost required for comparing two
polygons. In order to reduce the complexity of our description, we start with
proposing a new definition for the scope of polygons, which has been introduced
in [7]. Later on, this will enable us to compute a histogram of all the scopes
which are derivable from a polygon. Since two histograms can be compared
with constant time complexity by computing the sum of the distances of their
corresponding entries, we obtain a description offering both constant time and
constant space complexity. Note that the number of entries in the histogram does
not depend on the number of line segments of the polygons but on the number
of scopes conceivable, which is a fixed number.



264 A. Schuldt, B. Gottfried, and O. Herzog

As seen before, a sequence of n relations is needed in order to describe a
polygon’s course, C(x), by characterising the position of each of its n segments
w. r. t. x. In proceeding this way we obtain a detailed description of the polygon
with n2 relations. This level of detail is not always needed. Instead, it often suf-
fices to describe the position of a polygon as a whole w. r. t. a reference segment;
Figure 2 illustrates this. While the courses of the depicted polygons are quite
different, both courses have the same position w. r. t. their highlighted reference
segments: They are solely located in the left half of the orientation grids induced
by their respective reference segments.

p0

p1

q0

q1

Fig. 2. Two different polygons, both located solely in the left half of the orientation
grids induced by their respective reference segments

Instead of taking n relations as before, we now get along with a single relation
in order to characterise the polygons. Thus, space complexity for this description
is constant. When applied to both polygons depicted in Fig. 2, we obtain the
same description, i. e. they cannot be distinguished. At first glance, this seems
to be a major loss of information. Although the difference of both polygons
is obvious for humans, they would be indistinguishable according to our new
description. As we shall see below, this problem can be solved by describing
polygons not only w. r. t. one of their line segments. It is rather necessary to use
each line segment as a reference segment, inducing the orientation grid to each
line segment, one after another. Doing this, we observe that the left polygon in
Fig. 2 always lies on the left w. r. t. its reference segments. By contrast, the right
example results in many different descriptions.

Hitherto, we described the position of polygons rather at a conceptual level,
for instance, having denoted the relation in the preceding example “left”. In the
following, it is necessary to determine a set of relations which is adequate for
our purposes. The BA23 relations introduced in Sect. 2 do not fulfill this require-
ment. Segments characterised by them only pass through up to four sectors of
the orientation grid. Instead, a subset of BA23 containing only atomic bipar-
tite arrangements is worth to be further examined. We classify a BA relation
as being atomic if it either is located in one single sector or if it passes exactly
one of the orientation grid’s singularities connecting two adjacent sectors. This
holds for twelve relations, namely Bl, BOl, Dl, FOl, Fl, Fm, Fr, FOr, Dr,
BOr, Br, as well as Bm. In the following, these relations will be referred to as
BA12 ⊂ BA23.
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3.1 Scope of Bipartite Arrangements

Using the atomic relations identified above, the position of all BA23 relations can
be characterised w. r. t. the reference segment. For this purpose, each relation is
represented by the set of BA12 relations describing its position. In the following,
this set is referred to as the relation’s scope σ. The scope of each of the twelve
atomic relations is rather simple. It contains only the respective BA12 relation
and no further relations. More interesting are the scopes of the remaining non-
atomic relations, namely BOml, BCl, Cl, FCl, FOml, FOmr, FCr, Cr, BCr,
and BOmr. Since we deal with sets, these scopes can simply be considered as
unions of atomic scopes. For instance, the position of Cl is determined by the
set {Bl, BOl, Dl, FOl, Fl}. Each scope can be visualised by twelve circles, each
of which being located in accordance to its respective atomic relation in the
orientation grid. A circle is depicted opaque if its BA12 relation is member of
the scope, transparent otherwise. The right hand side of Fig. 1 depicts this iconic
visualisation for all BA23 relations.

3.2 Scope of Courses

After having defined the scopes for BA23 relations, we are now prepared to
determine the scope of a polygon’s course, i. e. for the whole polygon. As seen
before, the scope of non-atomic relations can simply be determined by combining
their respective atomic relations using the well-known union operation for sets.
Extending this to obtain the scope of the complete polygon is straightforward.
For the time being, we consider the scope σ′ simply as being determined by the
union of the scopes of all relations ri contained in the course C(x):

σ′(C(x)) ≡
n−1⋃
i=0

σ(ri), ri ∈ BA23 (1)

Every course of a simple, closed polygon describes a connected sequence of seg-
ments. However, while the scopes depicted on the right hand side of Fig. 1 form
gapless chains of atomic relations, this does not hold for every scope determined
using (1). This observation can be illustrated by taking a closer look at the left
hand side of Fig. 1. These visualisations of the BA23 relations show that two
relations which pass singularities of the orientation grid can follow each other
without being interrupted by the relation in the sector in between. For example,
BOl can be followed directly by FOl without Dl in between. However, one could
argue that Dl has nevertheless been passed through and therefore should be con-
sidered in the resulting scope. In order to achieve this, the following auxiliary
function is used:

close(σ′) = {sel(σ′, 1), sel(σ′, 2), . . . , sel(σ′, 12)} (2)

This function itself uses another auxiliary function:

sel(σ′, i) =

⎧⎪⎨⎪⎩
BA12(i) if BA12(i) ∈ σ′

or BA12(i−1) ∈ σ′ ∧ BA12(i+1) ∈ σ′ ∧ odd(i)
{ } else

(3)
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In order to arrive at a scope having all gaps closed, (2) uses (3) twelve times. The
parameters of (3) are the preliminary scope σ′ determined with (1) as well as a
number from one to twelve. These numbers denote the atomic relations according
to their position in the scope as depicted in Fig. 1. Starting with Bl, ending with
Bm this allows to denote the atomic relations by BA12(1) to BA12(12) instead
of their mnemonic labels. Equation (3) first checks whether an atomic relation is
part of the preliminary scope. If so, its return value is the atomic relation itself.
A second case handles the situation if, instead of the relation itself, both of its
adjacent relations are contained in the preliminary scope. If the relation itself
additionally has an odd number, it fulfills the condition of being located in one
single sector and being left out by its neighbours. In this case, (3) also returns
the respective atomic relation. Otherwise it returns an empty set. Applying (2)
we get the final definition for the scope of courses:

Definition 2 (Scope). x is a line segment of a simple, closed polygon and C(x)
is its course. The set of atomic relations describing the position of C(x) is called
the scope of the course, in short σ(C(x)). It is defined by:

σ(C(x)) ≡ close

(
n−1⋃
i=0

σ(ri)

)
, ri ∈ BA23

Since every scope is a set of up to twelve atomic relations, in theory 212 = 4096
different scopes can be distinguished. As outlined above, the scopes realised by
simple, closed polygons always form a gapless chain of atomic relations. This re-
striction leads to an extremely confined number of scopes that actually exist. Each
of these chains can contain up to twelve atomic relations. Those chains contain-
ing only up to eleven relations can start at each of the twelve atomic positions. If
a scope contains all twelve relations its starting point is irrelevant. This scope is
referred to as the universal scope. Altogether 11 · 12+ 1 = 133 gapless scopes can
be distinguished. However, it can be observed that 47 of these 133 scopes cannot
be realised by simple, closed polygons. This is due to the fact that a realisation
of these scopes would require a mathematically negative order of the polygon’s
points. By restricting ourselves to polygons with a mathematically positive order-
ing, only 133 − 47 = 86 scopes can be realised by simple, closed polygons.

To summarise, we are now able to qualitatively characterise the position of
any simple, closed polygon w. r. t. a reference segment by a set of twelve atomic
relations. This means, that space complexity for this description is constant in-
stead of linear (as before), when characterising a polygon by the position of each
of its segments. Thus, we are also able to characterise the polygon w. r. t. all of
its segments with linear space complexity instead of quadratic space complexity,
as before. In the following section we will see how to reduce this complexity even
further.

3.3 Scope of Polygons

In Sect. 2 we recognised that matrices are permutable and that two matrices
may not have the same size, which is the reason for the high runtime complexity
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when comparing two polygons on the basis of this description. In principle, the
same holds for a polygon characterised by n scopes as described in Sect. 3.2:
The sequence of scopes is permutable and may not have the same length for
two polygons. These observations are related to the fact that we deal with an
ordered sequence of scopes.

Instead of dealing with ordered sequences, we shall now discard this ordering:
The qualitative partitioning into classes by the 86 scopes allows a histogram of
frequencies to be computed (Fig. 3). Thus, instead of being linear, space com-
plexity for this description is constant now, since only the frequencies of a fixed
number of 86 scopes are to be described. In order to achieve a certain invariance
against different approximation results, it makes sense to weight the histogram’s
entries by the relative length of the respective reference segments. Time com-
plexity also decreases by this procedure, since the distance of two histograms can
easily be computed by the sum of the distances of their corresponding entries.
Thus, we are now able to characterise polygons with constant space complexity.
Furthermore, it is possible to compare two polygons simply by considering the
histograms of their scopes. In the following Sect. 4, we shall learn which retrieval
results can be achieved by this method.

100.0% 50.0% 50.0% 41.9% 41.5% 16.6%

Fig. 3. Three simple scope histograms and their respective polygons. Left: The square’s
histogram contains only one entry, since all of its line segments have the same scope
relation. Centre: Due to the polygon’s regularity, the star’s histogram consists of two
entries with equal frequency. Right: The bell’s scope histogram contains three entries.

4 Comparison with Other Approaches

In order to measure the retrieval performance of our method a comparison to
other approaches has been carried out. As an evaluation method, we use the
well-known core experiment CE-Shape-1 [10] for the MPEG-7 standard, which
allows a comparison of approaches to be accomplished by taking into account
only their retrieval results. Part B tests the capability of similarity-based re-
trieval techniques with a database of 1400 images: These images are semantically
grouped into 70 classes of various shapes, each class containing 20 objects. Each
image is used as a query, all other images in the database are ordered w. r. t.
their similarity by the approach under consideration. For each query the number
of images belonging to the same class are counted in the first 40 results. Since
every class contains 20 instances, the maximum number of correct matches is
20 for each single query. Altogether, the total number of correct matches for
all 1400 queries is 28000. As explained in [10], a retrieval rate of 100% is not
possible using only shape knowledge, since some classes contain objects, which
are semantically similar but differ significantly regarding their shape. Conversely,
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using a hypergeometric distribution, it is easy to show that a random ordering of
the search results achieves about 2.86% in the MPEG test. This is a lower bound
showing how much better an approach is in comparison with mere chance.

Since the scope histogram offers constant time complexity for the comparison
of two objects, first of all it makes sense to compare it to other approaches
also having this property. This holds for the seven invariant moments proposed
by [8]. Applying [14], these moments can directly be computed for polygons
like our approach. Even simpler are quantitative numeric features characterising
polygons by a single numeric value. An example is the compactness as defined by
[3], which corresponds to the ratio 4πA

P 2 of area and perimeter. Further examples
are the radius ratio Rmin

Rmax
of the minimum enclosing circle and the maximal

contained circle [4] as well as the aspect ratio Hr

Wr
of the minimal enclosing

rectangle [3]. Performing the MPEG test for the approaches described before
leads to the results listed in Table 1: It shows that the numeric features, namely
compactness, radius ratio, and aspect ratio, which characterise a shape by one
single number gain results approximately between 16% and 24%. This is already
significantly better than when ordering the shapes randomly, which achieves not
even three percent correct matches. Even better results can be achieved using
the seven Hu moments. Their results are at least ten percentage points better
as they retrieve about 34% of the total number of correct matches. The scope
histogram introduced in this paper outperforms all other examined approaches
and retrieves about 46%. To conclude, using the scope histogram it is possible to
achieve a retrieval result which is about 16 times better than a random ordering.
Furthermore, our approach outperforms the other examined approaches which
also offer constant time complexity.

Table 1. Classification results of compactness (CO), radius ratio (RR), aspect ratio
(AR), Hu moments (HU), and scope histogram (SH) for CE-Shape-1 Part B

CO RR AR HU SH

21.86 16.82 24.12 34.13 45.52

After having examined the retrieval results for the scope histogram, the ques-
tion arises, whether its results can be improved by combining it with one or
more of the other approaches with constant time complexity. Table 2 lists the
classification results for some of these combinations. It shows that by combining
all numeric features, namely compactness, radius ratio, and aspect ratio, a re-
sult of about 52% can be achieved; including the Hu moments, we obtain 54%;
the scope histogram in combination with the Hu moments, 54%; the scope his-
togram in combination with the three numeric features, we achieve 64%. When
taking all five features together into consideration we achieve a retrieval result
of approximately 64%. When comparing the retrieval result of all features (AL)
with all but the Hu moments (NS), we learn that the Hu moments do not sig-
nificantly improve the results. By contrast, a comparison of the retrieval results



Retrieving Shapes Efficiently by a Qualitative Shape Descriptor 269

of all features (AL) and all features excluding our scope histogram (NH) shows
that the scope histogram improves the results by about ten percentage points.
Eventually, it is worth mentioning that a retrieval result of about 64% is only
about twelve percentage points less than the results achieved by the correspon-
dence of visual parts of [9] (which is 76.45%), that has a significantly higher time
complexity of O(mn3) for the comparison of two objects.

Table 2. Classification results for combined features: All numeric features (NF), all
numeric features and Hu moments (NH), all numeric features and scope histogram
(NS), Hu moments and scope histogram (HS), and all these features together (AL)

NF NH NS HS AL

51.58 53.99 63.75 53.81 64.26

As mentioned above, when performing the complete MPEG test, 1400 queries,
each consisting of 1400 comparisons of two objects, have to be processed. Al-
together, this results in nearly two million comparisons. In our Java implemen-
tation it takes only about 20 seconds to perform the MPEG test for the scope
histogram on a computer with Windows XP and an AMD mobile Athlon proces-
sor with about 1.5 Gigahertz.

5 Discussion

Using the orientation grid we describe objects by the configuration of their parts,
i. e. we obtain self-referring descriptions. In doing so, a certain robustness can
be achieved regarding changes of the viewpoint. Our approach is particularly
suitable for rigid objects, since they do not change w. r. t. the configuration of
their parts. Nevertheless, there exist many areas in which the approach is ap-
plicable, that is, there are many domains which deal with rigid artificial objects,
and it is the notion of positional-contrast which allows us to intuitively decide
whether two object categories can be distinguished. Robustness against noise
in the underlying image data is realised by applying approximation algorithms
and by using a qualitative approach, completely abstracting from exact quan-
titative data. Furthermore, it is worth mentioning that the application of an
intrinsic reference system brings in invariance against scale, translation, as well
as rotation.

Coming to a conclusion, we introduced a new approach offering constant space
complexity for the description of a polygon by its scope, which is its relative posi-
tion w. r. t. one of its line segments. By computing the frequencies of all occurring
scopes, it is also possible to describe the whole polygon with constant space com-
plexity. This histogram representation also allows two objects to be compared
with constant time complexity. The evaluation results show that our new ap-
proach outperforms other approaches which also offer constant time complexity.
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Furthermore, due to the underlying concept of positional-contrast it can be intu-
itively decided, whether it is worth combining it with other approaches, namely
with those ones which are not based on the description of the configuration of
their parts (e. g. square measures, roundness, etc. — not to mention texture and
colour). This combination leads to retrieval results of about 64% in the MPEG
test.
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Abstract. This paper relates learning rare concepts for multimedia re-
trieval to a more general setting of imbalanced data. A Relay Boost
(RL.Boost) algorithm is proposed to solve this imbalanced data problem
by fusing multiple features extracted from the multimedia data. As a
modified RankBoost algorithm, RL.Boost directly minimizes the ranking
loss, rather than the classification error. RL.Boost also iteratively sam-
ples positive/negative pairs for a more balanced data set to get diverse
weak ranking with different features, and combines them in a ranking en-
semble. Experiments on the standard TRECVID 2005 benchmark data
set show the effectiveness of the proposed algorithm.

1 Introduction

The easy video capturing functionalities, rapid increasing of computing, com-
munication and storage capabilities have fostered research to enable semantic
retrieval over large video corpora. However, the semantic gap has to be bridged
for semantic multimedia retrieval. A promising approach to bridge this gap tries
to learn a large vocabulary of generic concepts using machine learning techniques
and to establish a mapping between the learned concepts and video semantics.
This approach has provided good results in recent TRECVID benchmarks [1].

Generic multimedia concept learning, which is referred to as concept detection
in TRECVID benchmark, uses labelled positive and negative instances to train
a classifier. Usually negative instances are abundant while positive instances are
often rare. This occurs frequently either because the concept is rare or because
manual annotation being an expensive process is carried out only on a limited
data set. In the learning community, it is called the imbalanced data problem [2].

Concepts are often modelled with classifiers whose optimization objective is
the classification error rate not the ranking measure. Unfortunately, they do not
coincide under the imbalanced data settings [3]. Algorithms which are designed
to minimize the error rate may not lead to the best possible ranking measure.
This disparity enforces ranking based performance measures, such as Average
Precision (AP), for learning concepts. However, this important aspect is still
overlooked by recent approaches, even the most successful concept detection

H. Sundaram et al. (Eds.): CIVR 2006, LNCS 4071, pp. 271–280, 2006.
c© Springer-Verlag Berlin Heidelberg 2006



272 D. Wang, J. Li, and B. Zhang

systems in TRECVID 2005, such as [4] and [5]. The former simply increases
the cost factor for the positive instances and the latter samples only 20% of the
negative instances.

Meanwhile, it is still difficult for the low-level visual features, e.g. color his-
togram, alone to sufficiently represent the semantic concept. Multiple features
provide different, usually not self-sufficient views for describing the same concept.
So they should be searched for diverse instances under different representations,
in the hope of counterbalancing the imbalanced data.

In this paper, we address the rare concept detection task by resorting to
the more basic imbalanced data problem and fuse information from multiple
features for it. As a modified version of RankBoost [6], our algorithm, Relay
Boost (RL.Boost), directly minimizes the ranking loss, not the classification
error. Furthermore, the algorithm iteratively samples important instance pairs
to build weak rankings (defined in Section 3.1) by using different features, and
produces a ranking ensemble. The difference between RL.Boost and RankBoost
is that RL.Boost does not search all features with the sampled data set for the
best weak ranking due to the formidable computational cost otherwise. We call
this algorithm by Relay Boost since these features are chosen in a style similar
to the runners in a relay race.

The rest of the paper is organized as follows. Sect. 2 surveys related work from
both the imbalanced data and the information fusion perspectives. In Sect. 3,
RL.Boost is introduced from three aspects of sampling method, classifier en-
semble scheme and multiple feature usage. Sect. 4 demonstrates experimental
results, and Sect. 5 discusses the algorithm and concludes our study.

2 Related Work

2.1 Imbalanced Data

A usually adopted approach towards solving the imbalanced data problem is
to bias the classifier so that it pays more attention to the instances in the mi-
nority class1. Biased classifier can be obtained, for example, by increasing the
misclassification cost of the positive class relative to the negative class [7].

Another approach is to preprocess the data set by under-sampling the major-
ity class or over-sampling the minority class. Both of these sampling techniques
aim at decreasing the overall level of class imbalance in order to create a balanced
data set. Advanced sampling techniques like SMOTE [8] are developed. How-
ever, these over-sampling techniques make too optimistic an assumption that
the areas among nearest positive instances are occupied by positive instances.

A third approach is related to boosting. Boosting algorithms iterative increase
the weights associated with the incorrectly classified examples and decrease those
associated with the correctly classified ones. Rare classes are more error-prone
than common classes [9,10]. It is reasonable to believe that boosting may improve
their classification performance because, overall, it will increase the weights of
1 We assume the positive class is the minority class hereafter.
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Fig. 1. The processing pipelines for concept detection. The upper part is the basic
pipeline and the lower part is the one used by RL.Boost.

the examples associated with rare classes. AdaCost [11], RareBoost [12] and
SMOTEBoost [13] are three boosting variants for imbalanced data. See [2] for
comprehensive review of the imbalanced data problem.

The RankBoost [6] algorithm is known for boosting the weak ranking func-
tions into a much stronger one. Though not explicitly stated, it is suitable for
imbalanced data since it directly minimizes the ranking loss.

2.2 Information Fusion for Concept Detection

An excellent review for concept detection is given in [14]. The common ba-
sic framework, which relies on information fusion, comes as follows: build base
classifiers independently using different features and take the weighted result
as the final output. This common processing pipeline is reproduced and shown
in upper part of Fig. 1. Many different kinds of low-level features are used,
including visual features, audio features, textual features, and so on. Support
Vector Machines (SVMs) are frequently used to build base classifiers for dif-
ferent features for its generalization capability under small sample size. Then
these classifiers are fused in two steps of feature specific fusion and cross me-
dia, cross feature fusion. This widely accepted fusion scheme is called late fusion
since fusion follows classification. Methods for setting weight to each classifier is
discussed in 3.4.

The early fusion contrasts the late fusion[15]. It combines the features first and
then trains a classifier using the combined feature. Other contrasting schemes like
flat/hierarchical fusion, local/global fusion are also possible. See [1,15] for more
references on these different schemes. However, these schemes do not explicitly
investigate into the imbalanced data problem. In addition, they do not optimize
a ranking measure but a classification accuracy in fusion.

3 The RL.Boost Algorithm

In this section, we first present the necessary notations and definitions, and then
introduce the algorithm. The sampling method, ranking ensemble and multiple
feature usage are discussed subsequently. A heuristic method for choosing feature
for each iteration is also discussed in Sec 3.5.
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3.1 Notations and Definitions

We follow the discussion on RankBoost in [6] and use similar notations. Let X
be a set called the domain or instance space. Elements of X are called instances.
These are the objects that we are interested in for ranking, e.g. video shots in
the concept detection task. We assume that n features denoted f1, . . . , fn are
given and each feature fi is a space in which the instances reside. Each instance
xi can be represented as xi = (xi1, . . . , xin), where xis ∈ fs is the instance xi

represented in feature fs.
Let D(x0, x1) ≥ 0 denote the importance that x1 should be ranked higher

than x0. A pair x0, x1 is defined to be crucial if D(x0, x1) > 0. If there is no
preference between them, we set D(x0, x1) = 0. We also set D(x0, x1) = 0 if the
reversed pair x1, x0 is crucial and D(x1, x0) > 0 since the reversed pair provides
the same information. In practice, D is normalized with

∑
x0,x1

D(x0, x1) = 1
so that D is a valid distribution.

A special form of D(x0, x1) can be introduced for bipartite problems where
there exist disjoint subsets X0 and X1 of X such that, formally, for all x0 ∈ X0
and all x1 ∈ X1, we have that D(x0, x1) = 1/(|X0| · |X1|), and D(xi, xj) = 0
otherwise. For bipartite problems which only cares ranking all instances in X1
above all instances in X0, a label yi is assigned to each instance so that yi = +1
iff x ∈ X1 and yi = −1 iff x ∈ X0. Thus, a correspondence is established between
the original data label and crucial pairs for ranking and these terms are used
interchangeable. In this scenario, D(x0, x1) can be decomposed as D(x0, x1) =
v(x0)v(x1) for all crucial pairs x0, x1 where v(x) = 1/|X0| if x ∈ X0 and v(x) =
1/|X1| if x ∈ X1.

The learning algorithm that we study attempts to find a final ranking H
with a small weighted number of crucial-pair misorderings, a quantity called
the ranking loss and denoted rlossD(H). Formally, the ranking loss is defined
as rlossD(H) =

∑
x0,x1

D(x0, x1)[[H(x1) ≤ H(x0)]] = Pr(x0,x1)∼D[H(x1) ≤
H(x0)] where [[π]] is defined to be 1 if predicate π holds and 0 otherwise.

AP is defined as the performance measure for the ranked list of instances
returned. At any given index j, let Rj be the number of relevant instances in
the top j instances. Let Ij = 1 if the jth instance is relevant and 0 otherwise.
AP is defined as 1

R

∑j=1
S

Rj

j Ij where R is the number of true relevant instances
in a set of size S; L the ranked list.

3.2 The Algorithm

RL.Boost is a modified version of RankBoost.B in [6]. Its key idea lies in it-
eratively sampling instance pairs for different features and combine them in a
ranking ensemble. In short, It runs through three stages during the training
process, namely initialization, iteration and combination. The sketch of the al-
gorithm is summarized in Fig. 2 and explained as follows. In the initialization
step, v1 is set. In the relayed iterations that follow, Dt is computed as

Dt(x0, x1) = vt(x0)vt(x1) (1)
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Algorithm: Relay Boost
Given: disjoint subsets X0 and X1 of X .
Initialize:

v1(xi) =
1/|X1| if xi ∈ X1

1/|X0| if xi ∈ X0

For t = 1, . . . , T

– Train weak learner with sampled instances from distribution Dt (as defined by
(1)) and feature fst .

– Get weak ranking ht : X → R.
– Choose αt ∈ R.
– Update:

vt+1(xi) =
vt(xi) exp(−αtyiht(xi))/Z1

t if xi ∈ X1

vt(xi) exp(−αtyiht(xi))/Z2
t if xi ∈ X0

where Z1
t and Z2

t normalize vt over X1 and X0:

Z1
t =

xi∈X1

vt(xi) exp(−αtyiht(xi)), Z0
t =

xi∈X0

vt(xi) exp(−αtyiht(xi)).

Output the final ranking:H(xi) = T
t=1 αtht(xist).

Fig. 2. The RL.Boost algorithm

for all crucial pairs. The crucial pairs are sampled according to Dt. It is easy to
verify that Dt+1(x0, x1) = vt+1(x0)vt+1(x1) if Dt(x0, x1) = vt(x0)vt(x1) holds.
Then, a separate procedure, the weak learner is called with a certain fst of these
sampled instance pairs to produce a weak ranking ht which is a real-valued
function and defines an ordering of all instances. ht(x1) > ht(x0) means that
instance x1 is preferred to x0 by ht. However, if there is only one feature, this
feature is used all the time. Finally, these weak rankings are linearly combined.

Though the learner can be any ranking optimizing algorithm, we simply use
SVMs with probabilistic output for easy comparison with other state-of-the-
art approaches. LIBSVM [16] implementation is used. However, incorporating
ranking optimizing learner is important for future work.

The pipeline for concept detection by RL.Boost is also shown in Fig. 1.
The three steps in the common processing pipeline are unified in one simple
step of cross feature RL.Boost fusion. From the information fusion perspec-
tive, RL.Boost is neither pure early feature fusion [17] nor pure late classi-
fier fusion. It unifies both feature specific fusion and cross-feature fusion in the
process of producing weak rankings and thus greatly simplifies the processing
pipeline.

3.3 Sampling for Weak Ranking

To avoid heavy training burden otherwise, a sampling scheme which samples
crucial pairs instead of instances with respect to Dt is introduced. Rejection
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sampling [18] is a sampling scheme to draw examples independently from a
distribution D. In rejection sampling, examples from D are obtained by first
drawing examples from D, and then accepting the examples with probability
proportional to D. Assuming a uniform distribution D, we generate a set of cru-
cial pairs St = {(x0, x1)} which are drawn independently from current ranking
loss Dt by running the rejection sampling scheme using Dt and D. There are two
reasons for the sampling. Firstly, |St| can be much smaller than |X | and can be
fed into weak learner for more efficient ranking. Secondly, St can be used when
the weak learner does not accept weights for pairs in X .

We have the following theorem to upper-bound the ranking loss.

Theorem 1. Assuming the notation of Fig. 2 and without sampling in each
iteration, the ranking loss of H is rlossD(H) ≤∏T

t=1 Zt.

where Zt = Z0
t Z1

t < 1. The detailed proof can be found in [6]. For the sampling
version, theorem 1 also holds with a series of slightly different Zt due to the sam-
pling induced error variance. Similar analysis applies to the test generalization
error [6]. We omit it here for space limitation.

3.4 Weak Ranking Ensemble

Two ensemble methods are often used, namely, average ensemble (AE) and lin-
early weighted ensemble (LWE). For the general form of the ranking ensemble
output H(xi) =

∑T
t=1 αtht(xist ), or similarly the late classifier fusion output,

AE simply sets each αt = 1/T when no more information about classifiers is
available. This is a robust but conservative ensemble method. Also, numeri-
cal methods can be adopted to decide each αt [6] and heuristic grid search is
equally possible [4]. However, a more efficient and principled formula is presented
below.

Since we are interested in ranking loss, αt should be chosen so as to optimize

rlossD1(H). Following theorem 1, αt can be easily derived as αt = 1
2 ln
(

1+r
1−r

)
,

where r =
∑

i vt(xi)yiht(xist) [6]. This αt minimizes an upper bound of Zt

so that Zt ≤ √
1 − r2. Note that the expression of r differs subtly from the

similar expression of AdaBoost in that different normalization factors are used
for different classes. Another difference from AdaBoost is the paired sampling
technique.

3.5 RL.BOOST with Multiple Features

When multiple features are present, a certain feature fst is selected in each
iteration t. This differs from the original RankBoost algorithm in that the weak
ranking has to be determined online by training SVMs. The computational cost
will be heavy if we search all features for the best ranking, especially when the
number of features are large. So we just list the features in the increasing order of
their ranking loss under D1 and use them one-by-one circularly in the iterations
to reduce the search time.
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From the boosting perspective, this heuristic is surely suboptimal. From the
information fusion perspective, however, this heuristic is within a principled ap-
proach and simplifies the state-of-the-art fusion pipeline greatly. Not only the
intra-feature and inter-feature fusion are unified in one step, but also the com-
bining weights can be given in a principled way. See Fig. 1 for comparison. Also,
a very weak ranking ht resulting from using a suboptimal feature at iteration t
will at least not hurt the performance since αt will be small. ht is very weak if
its ranking does not coincide with the importance defined by Dt induced by vt.
This results in a small r =

∑
i vt(xi)yiht(xist) and subsequently a small αt.

4 Experiments

In this section, experiments are carried out on TRECVID 2005 (TV05) data set.
TV05 contains 170 hours of video. A standard keyframe set of about 170, 000
keyframes are drawn. Please refer to [1] for more details about the data set. 9 out
of 10 benchmarking concepts are chosen for our experiments2. For each concept,
we only use the images annotated consistently by two independent viewers for
training, excluding the conflicted or skipped images. The imbalance ratio3 is
calculated as the size ratio of positive/negative instances. As shown in Table 1,
nearly all of them are heavily imbalanced.

Three visual features are extracted for each keyframe. They are 166 dimen-
sional Global Color Histogram (CH) in HSV space, Haar Moments Grid (HMG)
which is localized texture variances in Haar wavelet subbands and Color Mo-
ments Grid (CMG) which is the first 2 moments for localized color, both ex-
tracted from a 4×3 grid.

AP is taken as the benchmark measure. Mean AP (MAP) is also calculated
to provide a average performance measure over all benchmarking concepts.

4.1 Experiments on Different Sampling and Ensemble Methods

We start with the experiment on different sampling and ensemble methods. Only
CMG feature is used so that the counting factors are only sampling and ensemble
methods. Four methods are compared, namely using all data for training, ran-
domly sampling the data with AE ensemble, AdaBoost ensemble and RL.Boost
ensemble. They are abbreviated as ALL, RAN, ADA, RLB respectively. How-
ever, here the AdaBoost ensemble is heuristically modified to apply the sampling
technique only on the negative class while keeping all positive instances for each
iteration. Otherwise the positive instances being small in size may have strongly
skewed error distribution and thus breach the iterations hereafter. This heuris-
tic helps the algorithm performance but surely lacks theoretical soundness. All
ensemble methods run 9 iterations, an arbitrarily chosen number. An initial com-
mon sub-sampled data set, in which the negative instances is double sized of the
2 “Prisoner” is not a visual concept. So it is excluded since only visual feature are

used in the experiments.
3 It differs from the standard calculation in [1] because we only use images annotated

consistently, either positive or negative.
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Table 1. Results for different sampling and ensemble methods with the CMG feature

Build. Car Fire Flag Maps Mount. Sports Walking Water MAP improved
imbalance 6.51% 3.80% 0.25% 0.50% 0.97% 0.37% 2.68% 1.92% 0.97% - -

ratio
ALL 0.330 0.213 0.041 0.030 0.369 0.258 0.367 0.154 0.270 0.226 0%
INI 0.290 0.133 0.021 0.025 0.387 0.140 0.231 0.103 0.187 0.168 -

RAN 0.364 0.186 0.033 0.039 0.383 0.164 0.258 0.153 0.225 0.200 -
ADA 0.394 0.234 0.034 0.043 0.392 0.264 0.364 0.161 0.302 0.243 7.64%
RLB 0.406 0.249 0.037 0.042 0.391 0.284 0.386 0.173 0.303 0.252 11.82%

improved 23.16% 17.02% -11.62% 39.67% 6.11% 10.32% 5.32% 12.36% 12.11% 11.82% -

positive ones, is used for all iterative methods for fairness. For easy comparison,
this initial result is also shown as INI. Then in each iteration, St is generated by
sampling so that |St| .= 2|X1| and the positive instances and negative instances
are equally numbered 4. See Table 1 for details. For SVMs, Gaussian kernel is
used and both the variance γ and trade-off factor c are determined by a grid
search on a cross-validation set in the INI iteration and kept fixed afterwards.
Some concepts are abbreviated for display. See [1] for definitions and original
spellings.

As shown in Table 1, ADA and RLB outperform ALL with 8% and 12%.
RLB outperform ALL in 8/9 concepts. However, the “Fire” concept need more
investigation. Maybe our parameter selection process is too crude for this con-
cept with many representation variations. Although sometimes ADA achieves
comparable performance with RLB, RLB is more stable and achieves the same
AP earlier than ADA in dynamic iterations as shown in Fig. 3. Comparing ALL
and RLB shows that sampling crucial pairs together helps in the imbalanced
data settings, but simply random sampling (RAN) does not. Comparing ADA
and RLB shows that minimizing rank loss is more preferable than minimizing
classification error in the imbalanced data settings.

4.2 Experiments on Single Feature and Multiple Features

RL.Boost with the three individual features is also compared with RL.Boost
with all three features. RL.Boost runs 3 iterations for each individual feature.
The results are denoted as RLB.feature as shown in Table 2. The only dif-
ference between RLB.CMG in Table 2 and RLB in Table 1 is the iteration
number. RLB.CMG with only 3 iterations is comparable with RLB with 9 it-
erations. Using the relay method for multiple features, RL.Boost runs 9 itera-
tions with all three features in their individual MAP order. Shown as RLB.M in
Table 2, it outperforms the best individual feature RLB.CMG by 17%. There-
fore, the proposed RL.Boost algorithm achieves its best performance when mul-
tiple features are incorporated. This verifies that using multiple features boosts
the ranking performance when they are combined in a principled way. Also
the best result for each concept in TRECVID 2005 is shown as BEST. RLB.M

4 |St| is not strictly equal to 2|X1| because of the rejection scheme.
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Table 2. Experimental results for ensemble using different features

Build. Car Fire Flag Maps Mount. Sports Walking Water MAP
RLB.CMG 0.398 0.208 0.026 0.047 0.393 0.258 0.359 0.442 0.201 0.259
RLB.HMG 0.306 0.171 0.043 0.046 0.355 0.208 0.337 0.157 0.274 0.211
RLB.CH 0.154 0.058 0.013 0.010 0.348 0.091 0.179 0.071 0.091 0.113
RLB.M 0.492 0.319 0.074 0.071 0.413 0.332 0.447 0.237 0.333 0.302
BEST 0.511 0.369 0.129 0.141 0.526 0.458 0.521 0.344 0.493 0.388
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Fig. 3. Dynamic performance of some methods (best view in color)

achieves 78% of BEST using three low-level image features only while
excluding the conflicting instances. However, many results in the BEST run,
e.g. result of “Flag”, are obtained using advanced techniques such as Random
Graph Matching [5].

An illustration of the dynamic behavior of some methods is given in Fig. 3
with three randomly chosen concepts. Clearly, RLB.M outperforms all others
while RLB behaves more stable than ADA though them have similar AP in the
last run.

5 Conclusion

To sum up, this paper relates learning rare concept in multimedia with the more
general imbalanced data problem, and proposes RL.Boost to solve it. RL.Boost
differs from previous approaches in that it minimizes the ranking loss, not the
classification error. RL.Boost iteratively samples crucial pairs of instances and
explores multiple features for better ranking performance in a principled fusion
style. All these three factors are beneficial to rare concept detection. These as-
sertions are verifies by the large-scale experiments on the standard TRECVID
2005 data set.

There are at least four directions for future work. Adopting some ranking
optimizing weak learner may do better. Combining more features of different
type, such as fine-grided regional and temporal features, into this algorithm will
help. Extending this algorithm to the retrieval scenario is worthwhile. Finally
yet importantly, comprehensive comparison with other algorithms will provide
us more insight into this algorithm.
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Abstract. Most of the researchers have used spatio-temporal relations for re-
trieval in video. It’s just trajectory-based or content-based retrieval. However, 
we seldom retrieve information referring to semantics. So, in this paper, we 
propose a novel approach for motion recognition from the aspect of semantic 
meaning. This issue can be addressed through a hierarchical model that explains 
how the human language interacts with human motions. And, in the experiment 
part, we evaluate our new approach using trajectory distance based on spatio-
temporal relations to distinguish the conceptual similarity and get the satisfac-
tory results.  

1   Introduction 

During the last decade, the emerging technology for video retrieval is mainly based 
on the content. However, semantic-based video retrieval has become more and more 
necessary for the humans especially the naïve users who can only use the human 
language during retrieval. So, semantic-based video retrieval research has caused 
many researchers’ attentions. 

Since the most important semantic information for video is based on video motion 
research which is the significant factor for video event representation, there has been 
a significant amount of event understanding research in various application domains. 
One major goal of this research is to accomplish the automatic extraction of feature 
semantics from a motion and to provide support for semantic-based motion retrieval. 
Most of the current approaches to activity recognition are composed of defining mod-
els for specific activity types that suit the goal in a particular domain and developing 
procedural recognized by constructing the dynamic models of the periodic pattern of 
human movements and are highly dependent on the robustness of the tracking[10]. 
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Spatio-temporal relations are the basis for many of the selections users perform 
when they formulate queries for the purpose of semantic-based motion retrieval. Al-
though such query languages use natural-language-like terms, the formal definitions 
of these relations rarely reflect the language people would use when communicating 
with each other. To bridge the gap between the computational models used for spatio-
temporal relations and people's use of motion verbs in their natural language, a model 
of these spatio-temporal relations was calibrated for motion verbs. 

In the previous works, the retrieval using spatio-temporal relations is similar trajec-
tory retrieval, it’s only the content-based retrieval but not semantic-based. So, in this 
paper, we put forward a novel approach for mapping the similarity between different 
motion events(actions) to the similarity between semantic indexes based our new 
motion model. And, in the experiment part, we evaluate our new approach using tra-
jectory distance based on spatio-temporal relations to distinguish the conceptual simi-
larity and get the satisfactory results.  We compare the similarity between motions 
with similarity between trajectories based on low-level features described by spatial 
relations in video. 

2   Overview for Motion Description 

Our proposed abstraction scheme of event in video is as follows. From a video clip, 
various regions in frames are identified. By using region aggregation, visual objects 
are constructed and identified. Spatial relations of visual objects in a frame are exam-
ined by using bounding contours. 
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Fig. 1. Abstraction scheme for motion description in video 

Spatio-temporal events are the syntactic summary of spatial-relations of visual ob-
jects in an interval.  Shot is an abstracted description of spatio-temporal events with 
respect to semantic and syntactic aspects. The highest abstraction level is the video 
clip. It describes the semantic or syntactic summary of shots. In each level, there are 
corresponding conceptual descriptions. For instance, a region in a frame has a corre-
sponding conceptual interpretation such as "large blue circle", "brick-textured circular 
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region", etc. In the visual object level, a type or name (i.e., automobile, John Smith) 
may be assigned to a visual object. The concept mapping procedure in this level re-
quiring complex machine vision technology is not yet mature. Therefore, we enter 
into manual annotation. 

Conceptual description of spatial relation refers to an semantic interpretation of 
what happens in a certain frame with respect to spatial relations among visual objects 
Conceptual description of a spatio-temporal event may include information such as 
"who is (are) doing what during an interval". Conceptual description at the penulti-
mate level tends to describe a topic. In this paper, we focus on level 3 and level 
4(computable level) to combine primitive level with semantic level. 

3   Similarity Measure Based on Trajectory 

In the video data, the trajectory of a moving object plays an important role in video 
indexing for content-based retrieval. The trajectory can be represented as a spatio-
temporal relationship between moving objects, including both their spatial and tempo-
ral properties. User queries based on the spatio-temporal relationship are as follows: 
“Find all objects whose motion trajectory is similar to the trajectory shown in a user 
interface” or “Finds all shots with a scene that person enter the building ”[5]. 

There have been some researches on content-based video retrieval using spatio-
temporal relationships in video data. Most of the researchers retrieve information by 
directional relation, topological relation. John Z. Li et al.[4] represented the trajectory 
of a moving object as eight directions. And based on the representations for moving 
objects’ directions, they measure similarity using distance of directional relations 
between the trajectory of object A and that of object B. Also, Pei-Yi Chen[9] measure 
velocity similarity by six possible velocity trends.  

D J

O L

M E

S A

C L I N

F A

Fig. 2. The graph on topological relations 

The figure2 Shows the graph that represents distance among topological relations 
proposed by Chang[8]. The each node means spatial relation(SA=same, CL=is-
inCluded-by, IN=Include, OL=overlap, ME=meet, DJ=Disjoint, FA=Far away). 
Modeling topological relations is accomplished using a neighborhood graph. The 
topological relation models attribute the same values at each edge of the neighbor-
hood graphs. The table 1 describes the distance between topological relations. As it 
shows, distance between same topological relations is 0, the distance between differ-
ent topological relations is measured by count edge using the shortest distance.  
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Table 1. The distance between topological relations 

 FA DJ ME OL CL SA IN 
FA 0 1 2 3 4 5 4 
DJ 1 0 1 2 3 4 3 
ME 2 1 0 1 2 3 2 
OL 3 2 1 0 1 2 1 
CL 4 3 2 1 0 1 2 
SA 5 4 3 2 1 0 1 
IN 4 3 2 1 2 1 0 

Considering the relations between two objects, we can measure the distance be-
tween them. In the table1, suppose we ignore the difference between FA and DJ, they 
are the same. So, the maximum distance among these relations is 4. In order to change 
the motion’s distance into similarity, we adopt the following method like the formula 
shows:  

],[tan),( 21max21 mmcedisSmmsim −=  (1) 

Where, 
1m and 

2m  mean motion to compare. 
maxS is the largest value in similarity 

matrix about topological relations.  
However, most of the researches represent relation based on trajectory of moving 

object. They cannot describe recognition concept or meaning of motion. So, we can-
not retrieve meaning or concept based information through natural language because 
the researches are not going enough. In this paper, we represent semantic of moving 
objects in video using motion verbs. The basic idea of proposed method is that we 
build hierarchical structure on motion verbs by spatio-temporal relations.  Also we 
classify motion verbs using our model. 

4   Semantic Representation for Motion 

Our final goal is to provide the basis for describing high-level motion verbs using 
natural-language terms in video retrieval. Specifically, we are concerned the represen-
tation of motion verbs based on spatial relations.  

 

Fig. 3. Semantic representation of motion based on spatio-temporal relations 

We apply our modeling which was combined the topological with directional rela-
tions to represent the semantic states based on the motion verbs which belong to the 
51 classes by Beth Levin[3]. The figure 3 shows semantic representation of motions 
defined by the basic elements of motion verbs. Specifically, semantic level observable 
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corresponding to objects of interest are mapped directly to general concepts and be-
come elemental terms. This is possible because the semantic meaning of each seman-
tic level observable is clearly defined, and can be mapped directly to a word sense. 
Moving objects, including moving people, are mapped to verbs. The remaining se-
mantic level information are used as contextual search constraints as described below. 
This formalism provides a grounded framework to contain motion information, lin-
guistic information and their respective uncertainties and ambiguities. 

Table 2. Selected mappings from visual information to semantic terms 

Visual information Element Attribute 

object person(noun) - 

surrounding - none, indoor, outdoor 

motion 

motion verbs

go through

go into go out
 

- 

motion speed - none, slow , fast 

motion direction - north, south, west, east 

Elemental terms are very general, and provide entry points for searching motion 
concept which can be tagged with attribute values indicating that they are visible, 
capable of motion, and usually located indoors or outdoors. And certain visual infor-
mation is mapped to attributes and is called attribute terms. As our case, we will in-
troduce motion verbs and visual information to mapping from low-level features to 
the semantic-level. We define hierarchical description about motion. Figure 4 shows 
us that ‘go into’ and ‘go out’ are subclasses of motion word ‘go through’ which was 
set with IS_A relation. But they are different in direction and speed.  
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surrounding: everywhere
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direction:right to left

or vice  versa

object: person
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direction: right to left
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.....
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.....
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.....
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.....
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PART-OF
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PART -OF PART-OF PART-OF PART -OF PART -OF

 

Fig. 4. Hierarchical semantic description for motion verbs 
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In figure 4, we represent hierarchical structure using both IS_A relation and 
PART_OF relation. IS_A is the interrelationship which is used to represent speciali-
zation(concept inclusion). A concept represented by

jC is said to be a specialization of 

the concept represented by 
iC  if 

jC  is a kind of 
iC . In PART_OF relation, a Concept 

is represented by 
jC  is PART_OF a concept represented by 

iC . if 
iC has a 

jC (as a 

part) or 
jC  is a part of  

iC .  

We can closely research on hierarchical structure of motion verbs. In the future 
works, it can be applied to semantic retrieval or indexing. Such as direction changes 
create the events like; person ‘goes right side’ or ‘goes left side’, or ‘goes away’ or 
‘arrives’. And velocity changes create the events person ‘stops’ or ‘walks’ or ‘starts 
running’. 

5   Evaluation 

As stated above, we omit tracking and detecting work in this section. We define a 
region that describes a non-moving object, while a line is used to describe the trajec-
tory of a moving object. In order not to hurt accuracy of the experiment results, we 
consider the WordNet as our research object which is used to compare with our 
model. WordNet describes relations among concepts using human knowledge. 

/

move, go, . . .

IS_A  IS_A 

. . .. . .
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      . . .
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Fig. 5. Hierarchical structure about motion domain in WordNet 

WordNet is a freely available lexical database for English whose design is inspired 
by current psycholinguistic theories of human lexical memory. English words are 
organized into synonym sets, so-called synsets, and each represents one underlying 
lexical concept. The nominal part of WordNet can be reviewed as a tangled hierarchy 
of hypo/hypernymy relations among synsets. The relations between synsets are se-
mantic ones and the relations between words are lexical. Verbs are divided into 15 
files in WordNet, largely on the basis of semantic criteria. The figure 5 shows hierar-
chical structure of verbs in motion domain [1]. 
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5.1   Similarity Measure Based on Semantic Level 

There are many features for similarity measure between trajectories. In this experi-
ment, we measure similarity based on low-level features that use only spatial relations 
which are described in section 3. We got the similarity values by the method which 
considers the spatial relation according to temporal change. 

However, considering motion verbs similarity measures based on the semantic 
level, there are two widely accepted approaches for measuring the semantic similarity 
between two concepts in hierarchical structure such as WordNet; the node-based 
method and the edge-based method. But the edge-based method is a more natural and 
direct way of evaluating semantic similarity in hierarchical structure.  

In the edge-based method, we get the distance measure between ic and jc accord-

ing to the shortest path. And then we need to change from distance between ic and 

jc  to similarity. 

)(

1
),(

ij

ji LD
ccSim

>−−

=  (2) 

where, )( ijLD → is a function that returns a distance factor between ic  and jc . The 

shorter the path from one node to the other, the more similar they are. So, the distance 

between two nodes, ic  and jc , is in inverse proportion to their similarity.  

The figure 6 shows the proposed hierarchical model with the PART_OF relations 
between verbs in vertical direction which are presented by topological relations. We 
compare our model with motion model in WordNet with the IS_A relations for com-
puting the similarity between them.  

 

Fig. 6. Hierarchical structure about motion domain in our model 

Measuring similarity between motion verbs, we don’t consider link type. For ex-
ample, the shortest path between ‘go to’ and ‘arrive’ is 3, and the value of the dis-
tance factor is 3. So we get 0.33 as the similarity value. 
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5.2   Experiment 

In the previous works, we describe similarity measure both from high-level and low-
level point of view. To evaluate our model that has the good representation for the 
semantic information, we made a total of 30 motion verbs and motion phrases by the 
motion classification[3]. The table 3 shows us the similarity values based on Word-
Net, trajectory and our model. 

Table 3. Word pair semantic similarity measurement 

Word pair 
Similarity 
based on 
WordNet 

Similarity 
based on tra-

jectory 

Similarity 
based on our 

model 
go_to arrive 0.25 3.5 0.33 
approach depart 0.2 3.5 0.2 
go_to go_into 0.25 2.2 0.33 
approach leave 0.25 4 0.2 
go_to cross 0.25 2.7 0.33 
go_to come_back 0.2 2.7 0.33 
approach go_back 0.25 2.7 0.33 
arrive depart 0.25 3 0.2 
reach enter 0.33 2.5 0.5 
arrive leave 0.33 3.5 0.2 
reach go_through 0.25 2.57 0.33 
arrive return 0.25 2.43 0.33 
reach come_back 0.33 2.43 0.33 
arrive go_back 0.25 2.57 0.33 
depart enter 0.25 2.25 0.25 
depart cross 0.25 2.57 0.33 
go_into leave 0.33 1 0.33 
go_into go_through 0.25 2.29 0.33 
enter return 0.25 2.64 0.5 
enter go_back 0.25 2.64 0.5 
leave go_through 0.25 2.7 0.33 
leave return 0.25 2.29 0.33 
leave come_back 0.25 2.29 0.33 
return come_back 1 4 1 
return go_back 1 2.14 1 
go_to approach 0.2 4 1 
arrive reach 0.5 4 1 
go_into enter 1 4 1 
cross go_through 0.5 4 1 
come_back go_back 1 4 1 

We adopt the correlation coefficient to measure the correlation between human 
judgment(based on WordNet) and machine calculations(based on trajectory and our 
model). The correlation coefficient is a number between 0 and 1. If there is no rela-
tionship between the predicted values and the actual values the correlation coefficient 
is 0 or very low. A perfect fit gives a coefficient of 1. Thus the higher the correlation 
is coefficient the better. 
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Table 4. Summary of experimental results (30 verb pairs) 

Similarity Method Correlation 

Trajectory-based Method 0.380 

Proposed Method 0.779 

The correlation values between the similarity and the human ratings in the Word-
Net are listed in Table 4. It indicates that the result of our method is relatively close to 
the value according to human rating. As our experiment results showed, we cannot get 
a good correlation coefficient, because WordNet isn’t perfect to represent human 
judgment despite of describing relations among concepts using human knowledge. In 
addition, we only measure similarity based on edge(only consider IS_A, PART_OF 
relations) in this experiment but not reflect other relations(antonymy etc.). In the 
future works, we make a new similarity measurement consider other relations.  

6   Conclusions 

We introduce a novel model about how to recognize the motion in video using motion 
verbs. We present hierarchical structure about motion(such as human action) by using 
spatial relations. In the experiment, we prove our model that has the good representa-
tion for the semantic information by adopting the correlation coefficient to measure 
the correlation between human judgment(based on WordNet) and machine calcula-
tions(based on trajectory and our model) and get the satisfactory results. 
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Abstract. Traditional image-based face detection methods use a window based 
scanning technique where the window is scanned pixel-by-pixel to search for 
faces in various positions and scales within an image. Therefore, they require 
high computation cost and are not adequate to the real time applications. In this 
paper, we introduce a novel coarse-to-fine classification method for image-
based face detection using multiple face classifiers. A coarse location of a face 
is first classified by the gradient feature based face classifier where the window 
is scanned in large moving steps. From the coarse location of a face, the fine 
classification is performed to identify the local image1 as a face using the multi-
ple face classifiers where the window is finely scanned. The multiple face clas-
sifiers are designed to take gradient, texture and pixel intensity features and 
trained by back propagation learning algorithm. Experimental results demon-
strate that our proposed method can reduce up to 90.4% of the number of scans 
compared to the exhaustive full scanning technique and provides the high detec-
tion rate.  

1   Introduction 

The automatic detection of face in natural images has been intensively studied and a 
wide variety of techniques have been proposed so far. Among various face detection 
techniques, image-based methods recognize face patterns by classifying an image 
within a fixed size window into face and non-face prototype classes using statistic 
models, such as neural network [1][2][3][4], principal components analysis [5][6] and 
support vector machine [7][8]. In order to identify faces in various positions and 
scales within an image, the fixed size window is scanned at all positions for a pyramid 
of image that is obtained by sub-sampling the input image by a scaling factor. There-
fore, the fixed size window that is the basis unit for classifying a face is scanned for 
multiple images at various scales. Since the fixed size window is exhaustively 
scanned to identify face in images at various resolutions, this method is often referred 
to as the multi-resolution scanning window technique. Although image-based face 
detection methods based on multi-resolution scanning window technique can provide 
high detection accuracy on low quality images, they require high computational cost.   

Therefore, in order to reduce the computational cost accompanied by the window 
scanning procedure on the whole input image, some approaches [9][10] use skin color 
                                                           
1 For convenience, the image within a scanning window is called a local image. 
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or motion to provide prior information on the estimate location of face. Although 
these approaches can reduce much the computational cost, they cannot be applied to 
gray scale and static images.  

Due to this limitation, coarse-to-fine search approaches have been proposed. Ap-
proaches proposed in [11][12] made use of grid based search method. In each sub-
sampled image, each intersection point of a regular grid was tested by a face classi-
fier. If the output value of the face classifier at the intersection points of a grid was 
greater than a threshold value, the fine search can be started around those points. The 
grid based search method heavily relies on the grid step.  

The method in [4] proposed a two-stage scheme to overcome the problem of ex-
haustive full search. In the first stage, a candidate face classifier was used to quickly 
discard non-face, and in the second stage a more complex classifier was used to per-
form final classification on the local image that passed from first stage successfully. 
However, the drawback is that the detection rate is lower than the full search process.  

In this paper, we present a novel coarse-to-fine classification method for face de-
tection. The proposed coarse-to-fine classification method is based on the improve-
ment of window scanning process and the design of multiple face classifiers. For the 
coarse classification, the gradient based face classifier is used to find the coarse loca-
tion of a face where the window is scanned in large moving steps. For the fine classi-
fication, the local image is identified as a face using multiple face classifiers where 
the window is finely scanned.  

The window scanning process is improved by increasing the moving step of scan-
ning window. The moving step of scanning window is empirically determined by the 
sensitivity analysis of adopted face classifiers. Especially, the translation invariant 
property of adopted gradient feature contributes to improve the scanning process in 
coarse classification stage. 

The multiple face classifiers, which are taken as a set of different features such as 
gradient, texture and pixel intensity, are designed to maintain the high detection rate. 
That is, a weighted sum of the output values of the multiple face classifiers is used for 
a reliable judgment on the existence of face. 

The rest of this paper is organized as follows. Section 2 introduces the system ar-
chitecture based on multiple classifiers. Section 3 presents the proposed coarse-to-fine 
classification approach. In order to demonstrate the effectiveness of proposed method, 
the experimental results are provided in Section 4. In Section 5, the concluding re-
marks are drawn. 

2   The System Architecture Based on Multiple Face Classifiers 

In this section, we introduce multiple face classifiers based face detection system and 
their characteristics including the feature extraction process. 

2.1   System Overview  

The implemented system is based on multiple face classifiers which are composed of 
three face classifiers. Each face classifier is trained by back propagation learning 
algorithm and is taken as a set of different training patterns such as gradient, texture 
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and pixel intensity. Fig. 1 illustrates the proposed overall system architecture. A 
pyramid of multi-resolution of the input image is obtained by a scaling factor 1.2. 
Before classification, each local image is converted to gray image and then pre-
processed to reduce the intensity variation. In pre-processing step, a face mask is 
applied to remove any piece of the background image. Subsequently, the intensity 
normalization which consists of a correct lighting [1] and histogram equalization is 
used to alleviate the variation of lighting condition within local image. After pre-
processing, the features of the local image are extracted and then passed to each face 
classifier. Each face classifier returns a result between 0.0 and 1.0. 

The proposed coarse-to-fine classification is based on improvement of window 
scanning process and design of multiple face classifiers. In order to find coarse loca-
tion of a face, the window is scanned in large moving steps and the local image that 
might contain a face is examined by the gradient based 1st face classifier. From the 
coarse location of a face, the other face classifiers identify the local image as a face 
where the window is finely scanned. As a confidence measure for identifying a face, 
we apply a weighted sum of the output values from two other face classifiers includ-
ing 1st face classifier. The identified regions in each scale are mapped back to the 
input image scale.  
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Fig. 1. The overall system architecture based on multiple face classifiers 

2.2   Features for Multiple Face Classifiers  

It is certain that using mixture of various classifiers may give more reliable judgment 
for a face than using only single classifier. Thus, we design the multiple face classifi-
ers which are taken different representations of face patterns. The employed gradient 
and texture features are represented for global face appearance and the pixel intensity 
feature is for local face appearance. In fine classification, the texture feature compen-
sates for the lack of global appearance in pixel intensity feature. We present, in this 
section, each feature’s characteristics as well as the feature extraction process. 

2.2.1   Gradient Feature for 1st Face classifier 
The 1st face classifier is based on a gradient feature obtained from the horizontal gra-
dient projection [13]. As shown in Fig. 2(a), the gradient feature contains the integral 
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information of the pixel distribution, which retains certain invariability among facial 
features. It is noticeable that the positions of facial features are quite stable even under 
translating the face center regardless of different amount of gradient strength (see Fig. 
2(b)). This property provides a clue to improve the window scanning process. That is, 
if the center of the window falls within permissible bound from the center of face, the 
1st face classifier may identify a local image as a face pattern. Therefore, the determi-
nation of the permissible bound is a main problem of improving window scanning 
process, and the solution is described in detail in section 3.  

i

j
Eyebrow
Eye

Mouthi

j
Eyebrow
Eye

Mouth
The center of scanning window
The center of face  

                                           (a)                                                               (b) 

Fig. 2. The gradient feature’s characteristic (a) and its translation invariant property (b). 

In order to obtain the gradient feature, the horizontal binary edge image (Edge(i,j)) 
is generated by applying the Sobel edge operator with horizontal mask. The g(j) is the 
jth entry in the horizontal projection which is formed by summing the pixels in jth 
column. The number of edges associated with 30 bins is normalized and is passed to 
the 1st face classifier. 
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2.2.2   Texture Feature for 2nd Face classifier 
Texture is one of the most important defining characteristics of an image. A face 
image can be thought of a symmetric and regular texture pattern. Although a human 
face has a distinct texture pattern compared to other objects, the texture feature has 
not been utilized widely in developing face detection. In our system, the texture fea-
ture is derived from gray level co-occurrence matrix [14]. The (i,j)th element of the 
co-occurrence matrix represents the number of times that a pixel with value i occur, in 
adjacent distance (d) along a direction (  ), related to a pixel with value j in an image. 
The texture features are extracted by three measures; correlation, variance and en-
tropy. The correlation is related to the joint probability occurrence of the specified 
pixel pairs. The variance measures the amount of local variations in an image, 
whereas the entropy measures the disorder of an image.  

When observing the co-occurrence matrix, it is important to observe that the ele-
ments are invariant to the distance and direction. Thus, the texture feature extracted 
from co-occurrence matrix is robust to shift and rotation of pattern in an image. This 
fact allows the 2nd face classifier to improve the performance in fine classification.  
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Fig. 3 illustrates an example of computing a co-occurrence matrix for two horizon-
tally (  =0°) adjacent pixels (d=1). The element (0,1)th and (1,0)th have value two 
because there are two instances where horizontally adjacent pixels have the values 0 
and 1, respectively.  
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Fig. 3. An example of computing a co-occurrence matrix 

Feature extraction is processed as follow: 

1. The input local image (30×30) is reduced to 10×10 image by applying average 
filter in 3×3 size. 

2. The each pixel is quantized into 25 bins for the computational efficiency. 
3. Obtain texture features through the following texture measures; 

,

),())((

:
yx

j

yx

i

jipji

nCorrelatio
σσ

μμ −−
 (2) 

,),()(: 2−
ji

jipiVariance μ  
(3) 

,)),(log(),(:−
ji

jipjipEntropy  
(4) 

where p(i, j) is the (i, j)th entry of the normalized co-occurrence matrix and  = x = y, 
because of symmetric matrix.  

The extracted 9 texture features (3 measures×3 directions (0°, 45° and 90°)) are 
passed to the 2nd face classifier. 

2.2.3   Pixel Intensity Feature for 3rd Face Classifier 
The pixel intensity feature is the most commonly used input format for neural net-
work based object detection. The methods that use pixel intensity have yielded prom-
ising detection performance so far. Especially, the regions of facial features such as 
eyes, nose and mouth have been proven valuable clues for classifying faces. 

In our system, the pixel intensity feature is extracted from eye region, because eye 
region is more reliable than nose and mouth region for determining face pattern.  

To extract the feature, a 10×10 smoothed image (Fig. 4(b)) is first reconstructed 
from the local image (Fig. 4(a)) by sub-sampling the local image with 3×3 average-
mask. The normalized pixel intensity values of 40 pixels corresponding to eye region 
(10×4) are finally obtained (Fig. 4(c)) and are passed to the 3rd face classifier.  
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                                (a) Local image    (b) Smoothed image    (c) Eye region 

Fig. 4. Extraction of pixel intensity feature 

3   The Proposed Coarse-to-Fine Classification  

The proposed coarse-to-fine classification is based on the improvement of window 
scanning process and design of multiple face classifiers. The problems that must be 
solved are related to following two matters. The first matter is how to increase the 
window moving step in the coarse classification and the second is how to reliably 
identify the local image as a face in the fine classification.  

In order to increase the moving step in the coarse classification process, we use the 
translation invariant property of the gradient feature that is used in 1st face classifier. 
That is, if we know the permissible bound of translation, we can easily increase the 
window moving step to find coarse location of a face. For applying the translation 
invariant property of the 1st face classifier, we analyze the sensitivity of 1st face classi-
fier with respect to the degrees of shift. In order to analyze the detection rate of each 
classifier for various moving step sizes, we collected a set of 50 images. The images 
were cropped around center of face in both x and y directions. One example of the test 
sets is shown in Fig. 5.  

  

Fig. 5. Original image (left) and an example set of deformed image with respcet to shift (right) 

Fig. 6(a) presents the detection rate of the 1st face classifier with respect to shift in both 
x and y directions when the threshold value was strictly set to 0.8. The detection rate was 
over 80% when the images were shifted within 10 pixels in x direction and within 4 
pixels in y direction. This allows the window moving step for scanning, in the coarse 
classification process, to be up to 10 pixels in x direction and 4 pixels in y direction.  

From the coarse location, the fine search is started where the window is shifted by 
2 pixels in both x and y directions. This is based on observations that the 2nd and the 
3rd face classifiers have a detection rate of over 80% when the images were shifted by 
2 pixels in both x and y directions as shown in Fig. 6(b) and 6(c), respectively. 

In the fine classification, a confidence measure is needed for identifying the local 
image as a face. In our system, a weighted sum of the results from the multiple face 
classifiers is used to reliably identify the local image as a face. If the weighted sum 
value is grater than the threshold value ( ), the local image is identified as a face.  
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(a) The 1st face classifier          (b) The 2nd face classifier         (c) The 3rd face classifier 

Fig. 6. The results of sensitivity analysis with respect to shift images 

4   Experimental Results  

4.1   Training Face Classifiers 

Each face classifier is trained by back propagation learning algorithm and each unit in 
the network uses a logistic sigmoid activation function. The architectures of 1st, 2nd 
and 3rd face classifier are shown in Table 1.  

Table 1. The architecture of each face classifier 

 Input units Hidden units Output unit 
1st face classifier 30 10 1 
2nd face classifier 9 4 1 
3rd face classifier 40 12 1 

 
The 1,056 training images of face pattern came from the benchmark face database 

(Yale [15], AT&T2, BioID3, Stirling dataset4) and World Wide Web. The face sam-
ples were manually normalized to 30×30 rectangle including the outer eye corners 
and upper eyebrows.  In addition, we included the mirror-reverse and two rotation 
angles (5°, -5°) of each image and produced a total of 4,224 examples of faces. The 
non-face patterns were collected via an iterative bootstrapping procedure [1]. Before 
training, we used an initial training set of 2,080 non-face patterns from background 
images. After bootstrapping process, 15,798 non-face patterns were obtained.  

4.2   Results on Several Databases 

To evaluate the performance of our proposed method, we compared to an exhaustive 
full scanning method with several databases which were not used in the training proc-

                                                           
2 http://www.uk.research.att.com/facedatabase.html  
3 http://www.bioid.com/downloads/facedb 
4 http://pics.psych.stir.ac.uk/ 
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ess. The test database is consisted of three different test sets (IMM5, Caltech6 and AR 
database [16]). The face databases were publicly available on the World Wide Web 
and were often used for the benchmarking of face detection algorithm. The images 
from the IMM (640×480 images) and the AR database (768×576 images) which had a 
uniform background with various poses, expressions and illuminations, while the 
Caltech database (896×592 images) varied a lot with respect to background. 

Table 2 shows a tabulated comparison for the proposed method and the traditional 
exhaustive full scanning method on several databases. The applied threshold value ( ) 
and weight factors (w1, w 2, and w 3) of the proposed method were empirically set to 
0.65, 0.25, 0.35, and 0.4 respectively. As shown in Table 2, the proposed method 
achieved a detection rate between 93.0% and 95.7% which is almost the same as the 
detection rate achieved by the exhaustive full scanning method. In terms of the com-
putational cost, we obtained the total number of scans per image used to detect the 
faces. It can be seen that the proposed method can reduce the number of scans up to 
90.4% compared to the exhaustive full scanning method.  

To compare to the computational efficiency of our proposed method with other 
coarse-to-fine method, we analyzed the number of scans required while maintaining 
similar detection rate achieved by the full scanning method. The proposed method can 
reduce 97.2% of the number of scans whereas a grid based search method can reduce 
up to 97.0% of the number of scans in the coarse classification stage. Therefore, the 
number of scans is similar between the two methods in the coarse classification stage. 
However, the proposed method requires less number of scans in the fine classification 
stage, since the window of the proposed method is scanned by 2 pixels in both x and y 
direction, compared to the grid based search method which employs exhaustive full 
scanning method in the fine classification stage.  

Table 2. Experimental results 

Detection results 

Exhaustive full scanning 
method 

Proposed scanning  method 
Test DB 

Detection 
rate 

# of 
false 

# of scans 
per image 

Detection 
rate 

# of 
false 

# of scans 
per image 

Reduction 
rates of # 
of scans 

IMM  
Caltech  

AR 

96.2 % 
94.5 % 
95.7 % 

28 
12 
22 

755,418 
1,369,067 
1,128,541 

95.7 % 
93.0 % 
95.0 % 

8 
10 

6 

72,273 
176,674 
142,136 

90.4% 
87.1% 
87.3% 

5   Conclusions 

In this paper, we suggest a way to overcome the computational inefficiency of ex-
haustive full search which is commonly used in image-based face detection. The pro-
posed coarse-to-fine classification for face detection is based on improvement of 
window scanning process and design of multiple face classifiers. In order to improve 

                                                           
5 http://www2.imm.dtu.dk/~aam/ 
6 http://vision.caltech.edu/html-files/archive.html 
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the window scanning process for computational efficiency, we empirically deter-
mined the sub-optimal moving step of scanning window by analyzing the detection 
rate of each classifier for various moving step sizes. Furthermore, multiple face classi-
fiers were designed for the reliable judgment on existence of face. Experimental re-
sults shows that our proposed method can reduce a significant amount of computa-
tional complexity with a negligible change in detection rate compare to exhaustive 
full search method. Therefore, our proposed method would be greatly helpful for 
putting real-time application into practice. 
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Using Topic Concepts for Semantic Video
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Abstract. Automatic semantic classification of video databases is very
useful for users searching and browsing but it is a very challenging re-
search problem as well. Combination of visual and text modalities is
one of the key issues to bridge the semantic gap between signal and
semantic. In this paper, we propose to enhance the classification of high-
level concepts using intermediate topic concepts and study various fu-
sion strategies to combine topic concepts with visual features in order to
outperform unimodal classifiers. We have conducted several experiments
on the TRECVID’05 collection and show here that several intermediate
topic classifiers can bridge parts of the semantic gap and help to detect
high-level concepts.

1 Introduction

In order to retrieve and browse videos into huge databases, needs for indexing
understandable concepts are rapidly growing. The extraction of such concepts is
one of the main objectives of the semantic video indexing community. Although
using and combining visual and text modalities are expected to improve the per-
formance of high-level concepts classification, new issues arise. Usual approaches,
merge directly visual and text features into a single flat classifier. However, even
with a clever choice of relevant features, the correlation between such low-level
features and high-level concepts is still weak. Such approaches assume that there
exists a correlation between uttered speech and high-level concepts to classify
high-level features [3, 15, 18]. But, recent TRECVID evaluations 1 have shown
the limitations of such approaches: a single classifier cannot bridge this large
semantic gap. Furthermore, concerning visual modality, promising results have
been obtained by integrating context information based on the merging of inter-
mediate visual concepts [17, 7, 14, 1]. Such a stacked classifier [19] learns implicit
relations between intermediate concepts to derive high-level concepts.

In this study, we extend the context based framework we proposed in [1] by
exploiting intermediate concepts extracted from textual modality. In order to
learn relations between uttered speech and visual content, we propose to classify
video shots with several intermediate topic categories, then to combine them for
high-level concepts detection. We show that such topic categories provide useful
semantic context when combined with visual information. The main idea is that
1 TREC Video Retrieval Evaluation: http://www-nlpir.nist.gov/projects/trecvid/

H. Sundaram et al. (Eds.): CIVR 2006, LNCS 4071, pp. 300–309, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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several intermediate classifiers can bridge small parts of the semantic gap in or-
der to improve the detection of high-level concepts. Similarly to the early and
late fusion schemes [18], we investigate the combination of intermediate concepts
by means of one and two-level fusions. We show the improvement brought by
the use of topic concepts for video shots classification through several experi-
ments performed on TRECVID’05 corpora. This paper is structured as follows:
in section 2, we argue for the use of intermediate concepts; in section 3, we de-
scribe our framework based on intermediate concepts classification; in section 4,
we describe and comment some conducted experiments; we finally draw some
conclusions in section 5.

2 The Need for Intermediate and Understandable
Concepts

Video documents contain visual, textual and audio cues (where text is mainly
extracted from speech transcription). Thus, high-level concepts can be extracted
from various modalities and can, on the one hand, exploit contexts from other
cues while, on the other hand, provide context to them. We have shown that com-
bining intermediate visual concepts offers rich sources of contexts and increase
the derivation of high-level concepts [1, 2].

Furthermore, the extraction of understandable concepts is extremely useful
for video browsing, since users can use them for expressing non-trivial informa-
tion needs. Many approaches extract mid-level features by using dimensionality
reduction algorithms such as PCA or LSA [13, 5, 11], yielding discriminant fea-
tures which fit especially well the learned data. However, such eigen-features are
hard to interpret and, hence, unusable for other multimedia tasks. Thus, in order
to enrich our basis of concepts, we focus on the use of supervised classifiers in
order to extract usable intermediate concepts.

2.1 High-Level Concepts

High-level concepts are input devices which allow users to express their informa-
tion need for video browsing or search tasks. They can be described in terms of
other concepts and are independent of the modality in which they are naturally
expressed [8]. In this paper, we focus on the 10 high-level concepts defined in
TRECVID’05.

2.2 Visual Concepts

We extract visual local concepts from image patches in each keyframe. Inter-
mediate visual concepts provide spatial and semantic knowledge to higher level
classifiers. We use a set of 15 visual concepts (‘vegetation’, ‘sky’, ‘skin/face’ ...)
selected from the LSCOM ontology [12] which can be extracted from patches
and are discriminative enough to help the classification of higher level concept.
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2.3 Topic Concepts

We propose to extract a set of topic concepts from speech transcription [6], then
to classify shots according to these intermediate concepts. We use 25 categories
of the TREC Reuters collection [10] to classify each speech segment. The advan-
tages of extracting such concepts from the Reuters collection are that they cover
a large panel of news topics like the TRECVID collection, they are obviously
human understandable, and thus they can be used for video search tasks. Exam-
ples of such topics are ‘Economics’, ‘Disasters’, ‘Sports’ and ‘Weather’. Reuters
collection contains about 800000 text news items in the years 1996 and 1997.
They are classified among 103 topics, hierarchically structured. We used the 25
top level categories as topic concepts.

3 Video Indexing Framework for High-Level Concepts
Classification

In our previous work, we have proposed a context-based approach for automatic
image annotation based on intermediate local concepts [1]. Using stacking tech-
nique, a multi-layer SVM classifier learns topological and semantic contexts from
image content. In the present work, topic concepts and visual global features are
expected to enhance the discriminating power of semantic context. We also in-
vestigate the use of fusion classifiers in order to merge such intermediate concepts
while exploiting the 2 following kinds of context:

– Topologic context learns the spatial distribution of a visual local concept
and assign a score to the whole image. The idea behind the use of topologic
context is that the confidence (or score) of an image performs better by
taking into account the confidences obtained for each patch in the image for
the same concept.

– Semantic context exploits the semantic relations between concepts based
on co-occurrences learned by the classifier. The idea is that the confidence
of a single concept is computed more accurately by taking into account the
confidences obtained for other concepts co-occuring in the same image.

Additionally, we have shown on the TRECVID’05 evaluation that combin-
ing both contexts increases the accuracy of high-level concepts classification. By
merging all the visual concept scores, a classifier learns Topologic-Semantic
context associated with the local concepts and the high-level concepts. The clas-
sifier can activate or inhibit high-level concepts based on intermediate scores and
learned relations [2].

Figure 1 shows a general view of our extended framework. At the intermediate
layer, the Local classifier assigns visual local concept scores to each patch of
keyframes, while the Topic classifier assigns topic concept scores to each speech
segment. Then, the fusion function derives high-level concept scores at shot level,
based on both the output of intermediate classifiers and the use of predefined
contexts.
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Fig. 1. Extended framework. LF and GF are numbers of Local and Global Low-level
Features, P is the number of Patches, LC denotes the number of Visual Local concepts,
HC denotes the number of high-level concepts, N is the number of inputs terms and
TC the number of Topic Concepts.

3.1 Visual Concepts Classification

We classify each keyframe using intermediate local concepts and global low-level
features. One local concept corresponds to the score of one patch according to
a visual concept. In order to derive high-level concepts, we merge local con-
cepts using Topologic-Semantic context. Additionally, the use of global low-level
features is expected to enhance local only classification.

Visual low-level extraction. As we want to handle the topologic context, we
need to compute low-level features for parts of the image, as well as for the whole
image. In order to compute local features, many approaches have been proposed.
Since the automatic and a priori segmented regions are usually too far from the
semantic meaning of image, we have decided to split images into patches. By
doing so, we should be far from semantic, but with such granularity one patch
is more likely to contain one single concept.

– Local features: We first split the image into overlapping patches. In our
experiments, we use P = 20×13 patches of 32×32 pixels. For each patch, we
compute 9 color momentums (3 means + 6 co-variances), 24 Gabor wavelets
for texture (3 scales x 8 orientations), and the 2 coordinates of the patches.

– Global features: More information can be extracted from a whole im-
age than from a single patch. We extract 4 × 4 × 4 three-dimensional his-
tograms for color features based on RGB channels, Gabor wavelets for tex-
ture (5 scales × 8 orientations), and the first two momentums of motion
vectors obtained from optical flow.
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3.2 Topic Concepts Classification

Based on speech transcription data, Topic classification relies on text retrieval
techniques. The most common and widely used approach is the Vector Space
Model [16], which has been successfully used in the traditional IR field. The
model considers a vector space in which both documents and queries are rep-
resented by vectors of weighted terms calculated by the TF.IDF formula. For
the classification task, a Rocchio classifier consists in first creating a prototype
vector for each class, then assigning a test document to the nearest prototype
using the Cosine similarity.

In TRECVID transcriptions, one speech segment corresponds to one speaking
turn. We build the prototype vectors of each topic category on Reuters corpora
and apply the Rocchio classification on each speech segment. Such granularity
is expected to provide robustness in terms of covered concepts, as each speaking
turn should be related to a single topic. Our assumption is that the statistical dis-
tributions of Reuters corpora and TRECVID transcriptions are similar enough
to obtain relevant results. Finally, we derive high-level concepts by merging out-
puts of Topic concept classifiers.

Text analysis. We construct a vector representation for each speech segment
by applying stop-list and stemming. Also, in order to avoid noisy classifica-
tion, we reduce the number of input terms. While the whole collection contains
more than 250000 terms, we have experimentally found that considering the top
2500 frequently occurring terms gives the better classification results on Reuters
collection.

3.3 Combining Intermediate Features

Combining intermediate concepts aims at deriving high-level concepts from sev-
eral unimodal intermediate concepts. Such strategy leads to a multimodal shot
classifier. In order to unify outputs of intermediate classifiers, we report the topic
concept scores of speech segments to each keyframe. A given keyframe, corre-
sponding to the time point T, is associated with the speech-segment delimited
by the time bounds TB and TE so that TB ≤ T ≤ TE.

We identify two possibilities to merge intermediate features, depending on
the abstraction level considered. Similarly to the early and late fusion schemes
defined in [18], we use either a one level or a two level fusion schemes, described
as follows:

One-level fusion: In a one-level fusion process, intermediate features or con-
cepts are concatenated into a single flat classifier, as in an early fusion scheme
[18]. Such a scheme takes advantage of the use of the semantic-topologic context
from visual local concepts, and semantic context from topic concepts and visual
global features. However, it is constrained by the curse of dimensionality prob-
lem. Also, the small numbers of topic concepts and global features compared
to the huge amount of local concepts can be problematic: the final score might
strongly depend upon the local concepts.
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Two-level fusion: In a two-level fusion scheme, we classify high-level concepts
from each modalities separately at a first level of fusion. Then, we merge the ob-
tained outputs into a second layer classifier. We investigate the following possible
combinations. Classifying each high-level concept with intermediate classifiers,
then merging outputs into a second level classifier is equivalent to the late fu-
sion defined in [18]. Using more than two kinds of intermediate classifiers, we
can also combine pairwise intermediate classifiers separately, then combine given
scores in a higher classifier. For instance, we can first merge and classify global
features with topic concepts, then combine the given score with outputs of local
concept classifiers in a higher classifier. An other possibility is to merge sepa-
rately local concepts with global features and local concepts with topic concepts,
then to combine the given scores in a higher level classifier. Advantages of such
schemes are numerous: the second layer fusion classifier avoids the problem of
unbalanced inputs, and keep both topologic and semantic contexts at several
abstraction levels.

We compute high-level concept scores for each keyframe using the prede-
fined fusion classifiers. Then, in order to set a score to video shots, we keep the
keyframe which has the maximum score, according to the idea that a concept
occurs in a shot if one of the sub-shots contains this concept.

4 Experiments

We evaluate the use of visual and topic concepts and their combination for high-
level concepts detection in the conditions of the TRECVID’05 evaluation. We
show the 10 high-level concepts classification results evaluated with the trec eval
tool using the provided ground truth, and compare our results with the median
over all participants. We have used a subset of the training set in order to ex-
ploit the speech transcription of the samples. As the quality of TRECVID’05
transcription is quite noisy due to both transcription and translation from Chi-
nese and Arabic videos, some video shots do not have any corresponding speech
transcription. In order to compare visual only runs with topic concept based
runs, we have trained all classifiers using only keyframes whose transcript is not
empty. In average, we have used about 300 positives samples and twice as many
negative samples.

It has been shown in [10] that SVM outperforms a Rocchio classifier on text
classification. In this experiment, we first show the improvement brought by
the topic concepts based classification by comparing with a SVM text classifier
based on the uttered speech occurring in a shot after same text analysis as
topic classifiers. Then, we give some evidence of the relevance of using topic
concepts, by showing the improvement of unimodal runs when combined with
the topic concepts. In a second step, we compare one-level fusion with two-level
fusion for combining intermediate concepts. We have implemented several two-
level fusion schemes to merge the output of intermediate classifiers. Particularly,
we show that pairwise combinations schemes can increase high-level concepts
classification.
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Fig. 2. Mean Average Precision of the 10 high-level concepts of TRECVID’05
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We used a SVM classifier with RBF kernels as it has proved good performance
in many fields, especially in multimedia classification. LibSVM [4] implementa-
tion is easy to use and provides probabilistic classification scores as well as effi-
cient cross validation tool. We have selected the best combination of parameters
C and Gamma out of 110, using the provided grid search tool.

Figure 2 shows the Mean Average Precision (MAP) results of the conducted
experiments. We compare our results with the TRECVID’05 median result.
‘Text’, ‘Topic’ ‘Global’ and ‘Local’ experiments refers to the use of unimodal
classifiers. On fusion experiments, the sign ‘-’ refers to a one-level fusion and the
sign ‘+’ refers to the second-level fusion. For instance, in the run ‘lo-to’ we have
concatenated inputs of the ‘Local’ and ‘Topic’ runs, and for the ‘lo-to + gl-to’
run, we have merged in a second level fusion scheme the classification results of
‘lo-to’ and ‘gl-to’ runs.

Topic concepts based classification performs much better than text based
classifier, the gain obtained by topic concepts based classification is obvious.
It means that despite the poor quality of speech transcription, intermediate
topic concepts are useful to reduce the semantic gap between uttered speech
and high-level concepts. Each intermediate topic classifier provides significant
semantic information despite the differences between Reuters and TRECVID
transcripts corpora. It is interesting to notice that the ‘Sports’ concept is also
a Reuters category and has the best MAP value for the Topic concepts based
classification.

For ‘Global’ run, we have directly classified high-level concepts using their
corresponding global low level features. When combined with topic concepts, the
average MAP increases by 30%, and up to 100% on Sports high-level concept.
Also, some high-level concepts which have poor topic based classification MAP
cannot benefit from the combination with topic concepts.

The use of the topologic-semantic context in local concepts based classification
improves clearly the performance over the global based classifier. However, we
observe a non significant gain when combined with topic concepts. This can be
explained by the huge numbers of ‘Local’ inputs compared with the few numbers
of ‘Topic’ inputs. Since we have used RBF kernel, the topic concepts inputs have
a very small impact on the euclidian distance between two examples. A solution
to avoid such unbalanced inputs could be to reduce the numbers of local concepts
inputs using a feature selection algorithm before merging with the topic concepts.
Despite this observation, we notice that we obtain better results by combining
Local with Topic concepts than combining Local concepts with Global features.

We have conducted several experiments to combine ‘Topic’ concepts with
‘Local’ and ‘Global’ features. Where ‘Local’ only classification performs very well
for some “visual” high-level concepts (Mountain, Waterscape), we can observe
an improvement using fusion based runs for most of high-level concepts. The
runs ‘lo-go-to’ and ‘lo + go + to’, which correspond respectively to the early
and late fusion schemes, provide roughly similar results and do not outperform
visual local classifier. This is probably due to the relative good performance of
‘Local’ run compared to other runs.
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We have obtained the most significant results using two-level fusion when
combining separately topic concepts with local and global features in the first
fusion layer. In this case, the duplication of topic concepts at the first level
fusion performs better by 10% than other fusion schemes. With such a scheme,
topic concepts integrate useful context to visual features and achieve significant
improvement, compared to unimodal classifiers, for most of high-level concepts.

5 Conclusion

In this paper, we investigate the use of topic concepts on a generic framework
for high-level concepts video shots classification. We show that topic concepts
based classification performs much better than a single text classifier to clas-
sify high-level concepts. In addition, we show that combined with visual cues,
topic concepts can improve shots classification despite the poor quality of speech
transcriptions. However, in some case, the ‘Local’ unimodal classifier does better
than other fusion strategies. This could be due to the huge numbers of ‘Local’
inputs compared to the few numbers of ‘Topic’ inputs. The RBF kernel used in
the presented experiments was not able to handle such unbalanced inputs.

Furthermore, regarding to the ‘Sports’ classification performance, the choice
of topic categories seems to have a direct impact on the high-level concepts
classification. Therefore, in future work, we intend to improve the topic based
classification by carefully selecting the topic categories and also by appropriately
normalizing the texts of Reuters and TRECVID collections. It should be also
interesting to evaluate our approach on the TRECVID 2003 and 2004 collections
which have better quality transcriptions.
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Abstract. This paper proposes a novel approach for the construction
and use of multi-feature spaces in image classification. The proposed
technique combines low-level descriptors and defines suitable metrics.
It aims at representing and measuring similarity between semantically
meaningful objects within the defined multi-feature space. The approach
finds the best linear combination of predefined visual descriptor metrics
using a Multi-Objective Optimization technique. The obtained metric
is then used to fuse multiple non-linear descriptors is be achieved and
applied in image classification.

1 Introduction

Content-based image retrieval uses descriptors derived from low-level image fea-
tures and user relevance feedback to successively find pictures in a database
according to a predefined metric in the descriptor space. These approaches rely
on low-level analysis for the inference and classification process [1]. For this rea-
son, the retrieval output often has little in common with high-level classification
as expected by human observer.

Though low-level feature extraction algorithms are well-studied and able to
capture important patterns in visual information [2], the bridge between au-
tomatic classification using such low-level primitives and higher level concepts
remains an open problem. This challenge is referred to as ‘the semantic gap’ [3].

In this paper the problem of semantic image classification using multiple de-
scriptors is considered. The emphasis is on single objects rather than on the
whole scene depicted in the image. However segmentation is not assumed, since
segmenting an image into single object is almost as challenging as the semantic
gap problem itself. To deal with objects in images, small image blocks of regular
size are considered. This paper focuses on devising an approach for combining
the low-level descriptors and finding suitable metrics to represent and measure
similarity between semantic objects. It is argued that semantic objects cannot
be described by single low-level descriptors and metrics. Their nature is com-
plex and requires a suitable combination of descriptors and multi-feature metric
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spaces. But most low-level visual descriptors show non-linear behaviours and
their direct combination may become meaningless. Some approaches to combine
them have been suggested, like combining descriptor distances by reducing the
metric combination to a single selected by a Boolean decision model and applica-
tion of weighted linear merging of distances where the weights are accumulated
from learned examples [4, 5]. A method to measure ”visualness” of concepts in
introduced in [6]. It performs probabilistic region selection for labeled images
and computes an entropy measure of ”visualness”. In another approach user
query is first classified into one of the predefined categories and the retrieval
results with query-class associated weights are then aggregated by learning from
the development data [7].

The idea of this paper is different from these methods and others in the
literature. We propose to combine descriptors and optimize their metrics by
analyzing the underlying patterns of low-level visual primitives in the training
set. Then the classification of images is done based on the obtained metric. The
proposed strategy is based on a Multi-Objective Optimization (MOO) technique,
in particular the Pareto Archived Evolution Strategy (PAES) is adopted in this
paper as optimization algorithm [8, 9, 10].

The paper is organized as follows: section 2 describes the strategy for block-
based concept modeling and feature extraction. Section 3 introduces the pro-
posed technique for building metric in a multi-feature space. Experimental eval-
uation of the proposed approach is presented in section 4 and the paper closes
with conclusions and future work in section 5.

2 A Block-Based Approach to Visual Concept Modeling
Using Low-Level Primitives

Usually users are interested in finding single semantically meaningful objects
rather than global descriptions of whole scenes such as landscapes, cityscapes,
sunsets, or other elements make up the scenes. However current object segmen-
tation technologies are not yet powerful enough to distinguish areas of an object
from noisy areas like other objects or backgrounds when multiple objects are
overlapping or when the object consists of several parts that are visually very
different. Instead of doing segmentations, images can be regarded as mosaics
of small building blocks as objects representation. In most cases these building
blocks do not represent semantic concepts. But, small blocks of semantic ob-
jects should have certain similarity in their visual patterns. In this paper these
blocks are referred as ’elementary building blocks’, and some of these blocks
that, according to professional user’s subjective judgment, could best represent
the visual patterns of a concept are chosen as ’representative building blocks’.
Sets of these representative blocks can be used for visual pattern analysis and
extraction. Having a small but very representative set of representative building
elements for each semantic concept at hand, a suitable descriptor and its metric
in a multiple feature space is sought by using the proposed method described in
Section 3.
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2.1 Object-Based Approach

In the proposed approach the each image is split into 8x8 blocks of regular size.
Among the database of the elementary blocks, a professional user is required
to select a set of best representative examples for a concept. Several visual fea-
tures of the example set are analyzed and used as the training set of finding
the most suitable metric space that combines them. An examples of choosing
representative elementary building blocks of semantic concepts from one image
is illustrated in Fig. 1.

Fig. 1. An image consisting of complex objects is split into elementary building blocks
representing single objects

2.2 Feature Extraction and Metric Definition in Multi-feature
Space

The primitives used by the proposed analysis are selected from the visual descrip-
tors including MPEG-7 Colour Layout (CLD), Colour Structure (CSD), Domi-
nant Colour (DCD), and Edge Histogram (EHD) [11]. Two texture features are
also used as low-level primitives: Texture feature based on Gabor Filters (GF)
[12] and Grey Level Co-occurrence Matrix (GLCM) [13]. Additionally, to em-
phasis invariance to saturation, Hue-Saturation-Value (HSV) [14] color system
is also considered.

As mentioned before since most low-level visual descriptors are complex and
non-linear, they cannot be combined directly. Thus in this paper a combination
of distances with certain metric is used as a similarity measurement. In the very
first stage, a step to measure the primitive distances of blocks within different
descriptor spaces is conducted. A distance function or metric is defined as

d = dist(v1, v2) (1)

and varies for different descriptors, where v1, v2 are the feature vectors for a
particular descriptor.

Suppost n descriptors are considered, vj is the jth descriptor used, j =
[1, n]. To combine the distance calculated for each elementary block, the most
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straightforward candidate of possible metrics in the multi-feature space is the
linear combination of the distances defined for the descriptors:

D(V1, V2, A) =
n∑

j=1

αjdj(v
(1)
j , v

(2)
j ) (2)

where D is the sum of a set of distance function as defined (1), and it measures
the distance between two sets of feature vectors in a multi-feature space. A is the
set of weighting coefficients α we are seeking to optimize. For the specific case
given by (2), the optimality problem is regarded in the sense of both concept
representation and discrimination power.

The approach to estimate a metric in the underlying multi-feature space relies
on comparing different descriptors. Unfortunately, in most cases comparing these
functions becomes meaningless. To ensure minimum comparability requirement
all distances are normalized using simple Min-Max Normalization. This trans-
forms the distance output into the range [0, 1] by applying:

dj(new) =
dj − minj

maxj − minj
. (3)

3 Image Classification in Multi-feature Space

The overall procedure of the proposed approach can be divided into three stages:
the pre-processing stage, the learning stage and the classification stage. This is
illustrated in Fig. 2. The pre-processing stage includes steps of splitting images
into blocks and low-level feature extraction. Besides, in this stage some repre-
sentative block are selected, their centroid is calculated, and a distance matrix

Fig. 2. The overall procedure in a scenario of searching for images of ’tiger’ using
proposed approach
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is constructed. The learning stage uses PAES to define a multi-dimensional sim-
ilarity metric space. The classification stage uses the learned metric to classify
blocks in database.

3.1 The Pre-processing Stage

Initially all images are split into blocks and the visual features of the blocks are
extracted. Given a semantic concept that the user would like to retrieve, the first
step of the proposed approach is to build up the training group of ‘representative
building blocks’. It is required for a visual representative element group to be
able to represent the nature that the objects of a concept have in common.
Besides, it is also required that it possesses the discriminating power of the
concept from noise of unrelated elements. Therefore in this paper two types of
the representative example are selected and both of the two types are combined in
a training set. The first type of representatives is the most relevant examples to a
concept in common understanding and they are referred as ‘positive examples’,
while the second are ‘negative examples’ which, intuitively, should consist of
blocks that are visually close to the concept but do not represent the targeting
concept.

Let S = {s(i)|i = 1, ..., m} be the training set of elementary building blocks
containing m elememts in total. For n low-level descriptors, a m × n matrix
is formed in which each element is a descriptor vector. The centroid for each
descriptor is calculated by finding the block with the minimal sum of distances
to all other blocks in S. All the centroids across different descriptors form a
particular set of vectors V̄ = {v̄1, v̄2, ..., v̄n}, in which v̄j is the centroid vector
for all the vectors of the jth descriptor used.

In general V̄ does not necessarily represent a specific block of S. Taking V̄
as an anchor, for a given concept representing an object the following distance
matrix can be constructed:

d
(1)
1 d

(1)
2 . . . d

(1)
n

d
(2)
1 d

(2)
2 d

(2)
n

...
. . .

d
(m)
1 d

(m)
2 d

(m)
n

(4)

is built. In (3) each row contains distances of different descriptors estimated for
the same block, while each column display distances for the same descriptor for
all blocks.

3.2 Learning Weighting Factors for the Multi-feature Metric

Semantic objects can be more accurately described by a mixture of low-level
descriptors than by single ones. However, this leads to the difficult question
about how descriptors can be mixed and what is the ”optimal” contribution of
each feature. In a realistic scenario, an approach based on optimizing a single
objective function will not lead to acceptable results because of the complex
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Fig. 3. Examples of image blocks for ’Building’ group (left) and ’Flower’ group (right)

nature of semantic objects. Often for semantically similar objects, their visual
primitives are not similar. Even worse, in many cases different low-level visual
features contradict each other. To illustrate the conflicting nature of the objective
function presented in (2), an example is considered in Fig 3.

Fig 3 shows Examples of image blocks for ’Building’ group (left) and
’Flower’ group (right). Blocks selected from images containing buildings (’Build-
ing’ group) and blocks containing red flower (’Flower’ group) are shown in this
figure. Considering the ’Flower’ group and its intrinsic concept (flower), a colour
descriptor identifies blocks in which the red colour is dominant. That is, if single
objective optimization is used, say for two descriptors, CLD and EHD, a weight
of 1 will be assigned to CLD while a weight of 0 will be assigned to EHD. The re-
trieval process will mark predominantly red blocks in the database as ”Flowers”.
In this case the edges or textures of the flowers, which also strongly contribute to
the semantic concept, will be fully ignored. On the other hand, for the ’Building’
group, using a single objective optimization for CLD and EHD, the EHD will
dominate the similarity estimation while the CLD or other colour and texture
features that are also important for the concept will again be neglected. In order
to include all the descriptive characters contained in every single representative
building block, each of them should be considered as an objective function in
the optimization problem. However, when optimizing a set of contradicting ob-
jective functions, usually there is not unique solution achieving an optimum for
all objectives at the same time. The solution of the problem at hand is closely
related to multiple decision making strategy in which simultaneous optimization
of multiple objectives is sought.

In this paper the Pareto Archived Evolution Strategy (PAES) [8] is adopted to
optimize the combination metrics. PAES is an evolution strategy employing local
search but using a reference archive of previously found solutions to identify the
approximate dominance ranking of the current and candidate solution vectors.
This will produce a set of set of Pareto Optimal Solutions. Unfortunately none
of these pareto-optimal solutions can be identified as better than others without
any further consideration, so a second step is required: a higher-level decision-
making involving further considerations to choose a single solution.

In this paper the second step is based on finding the minimum solution of

F =
sum of objective functions of all positive examples

sum of objective functions of all negative examples
(5)

considering the that small sums of weighted distances of positive examples means
better gathering of all positive points while big sums of weighted distances of
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negative examples means sparseness of the negative points, which is just the
target we are seeking to achieve.

An intensive study as well as comparison with other algorithms in MOO is
done in [8]. As a result PAES is a capable multi-objective optimizer across the
problems tested.

The problem of finding the suitable metric consists of finding the optimal
set of weighting factors α, where optimality is regarded in the sense of both
concept representation and discrimination power. This optimization problem
can be tackled by minimizing or maximizing one or several objective functions
as in (2).

For a given semantic concept and its according distance matrix (3), the opti-
mization is then performed on the set of objective functions like (2):

D̄(V, V̄ , A) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
D1(V1, V̄ , A)
D2(V2, V̄ , A)
...
Dm(Vm, V̄ , A)

(6)

In (5) D̄ is the set of objective functions {Di, i = 1, ...m}, Di is the distance
vector of the ith block, and A is the collection of weighting factors. The optimal
solution is to find the A = {aj|j = 1, ..., n} by which the objectives of positive
examples in D̄ reaches their minimal values while the objectives of negative
examples in D̄ reaches their maximal values, subject to constraint

∑n
j=1 aj = 1.

This set of weighting factors is assumed to be the metric that represents the
symbolic nature of the concept within a multi visual feature space.

According to the different kinds of examples the way of optimizing the ob-
jective functions are different. The optimization process is to simultaneously
minimizing the objective functions from the positive representative group and
maximizing the objective functions from the negative representative group.

3.3 Classification: The Minimum (Mean) Distance Classifier

The Minimum (Mean) Distance Classifier (MDC) is utilized in this paper for clas-
sification within the obtained multi-feature metric space. The reason of choosing
it as the classifier is that it is simple to implement and works well when the dis-
tance between means is large compared to the spread of each class. What’s more,
because of its simplicity, it is easy and safe to be transformed into any desired
non-linear high-dimensional multi-feature space. Some more intelligent classifier
may also be used in future but for now they are avoided despite their various
appealing characters, due to the uncertainty of their behaviours when adapted
into the transformed metric space.

MDC is a special case of classifiers based on discriminant functions. It is
usually applied in linear space, but in this paper, it is adapted to the metric
space which combines several non-linear similarity functions of descriptors by
the linear weighted function obtained from the PAES algorithm.
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The centroid vector as we described in Section 2.2 from the positive examples
is used as the mean of the positive class, and is referred later as V̄+. On the other
hand a V̄ that can be obtained by using the same method from the negative
examples is used as the mean of the negative class. Using the obtained metric,
say A = {aj |j = 1, ..., n} , write the distance functions to the two mean values as:

Di+(V (i)
+ , A) =

n∑
j=1

αjdj+ (7)

Di−(V (i), A) =
n∑

j=1

αjdj− (8)

D
(i)
+ is the distance vector of the ith block to s̄+ , and vice versa; while Di+

is the similarity estimation of the ith block in the obtained metric space, and
vice versa. The decision boundary which separates the positive class from the
negative class is given by:

Di+(V (i)
+ , A) − Di−(V (i), A) = δ (9)

where δ is a variable that is usually 0 but can be changed for different concepts
to fit different requirements.

4 Experimental Evaluation

As stated before current approaches from the conventional literature combine
multiple features for image classification using a different model. Usually, clas-
sification is done applying single descriptors and fusion of results is performed
after the initial mono-feature classification. This makes it difficult to compare
our approach with relevant ones from the literature. Even a simple analysis of
the final results, for the sake of comparison, is not feasible due to the lack of
common test sets. A more critical fact rendering a fair comparative study almost
impossible is that software implementation of previously reported approaches is
not available and it is not trivial to implement them using only the reported
algorithmic steps. For these reasons in this paper only a set of experiments us-
ing each single descriptor have also been performed for comparison with the
proposed approach.

4.1 Experimental Setup

The test data contains 700 images selected from ‘Corel’ dataset. The images are
labeled manually on 5 predefined concepts as ground truth. The concepts are
“building” (141), “cloud” (264), “grass” (279), “lion” (100), and “tiger” (100).
The numbers in brackets after concepts are the numbers of images containing
the concepts in the test dataset according to ground truth.

As the propose approach classifies images based on their elementary build-
ing blocks, we argue that if a block of an image is classified as relevant to a
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concept, then the image itself is judged as similar to the concept. As a retrieving
performance evaluation the MDC is used as a classifier.

4.2 Experimental Results and Evaluation

A group of 10 positive representative blocks and 10 negative representative blocks
are manually selected to represent each concept by professional user. For each
group (concept) a distance matrix (5) has been computed with the selected
blocks and the 7 descriptors used resulting in sets of 7 weighting factors. Using
the 7 weighting factors as a combination metric, the accuracy of relevant images
classified by the MDC classifier is shown in Table 1, as the first column in each
row. The experiments using each single descriptor are also shown in Table 1 for
comparison and evaluation.

As it can be observed from Table 1, among the 5 groups of experiments, in
the experiments for “cloud”, “grass”, “lion” and “tiger”, the approach using
the obtained metric outperforms the approached using any single one of the
7 descriptors. Only in the “building” group the single descriptor EHD slightly
outperforms the proposed approach.

Table 1. The accuracy of image classification using obtained metric

% Obtained metric CLS CSC DCD EHD GF GLCM HSV

building 70 48 24 20 74 40 38 42
cloud 79 76 70 38 68 28 34 78
grass 92 92 86 28 82 64 88 88
lion 88 50 36 16 50 24 40 66
tiger 60 2 46 7 14 26 34 57

However the results show that the proposed approach using positive and neg-
ative representative blocks is generally better than the retrieval based on single
descriptors. Even though in some cases specific single descriptors are dominant
for a concept, the result from proposed approach is very close to it.

5 Conclusion and Future Work

A technique to estimate optimal linear combinations of predefined metrics by
applying a Multi-Objective Optimization is presented. The core strategy uses
MOO to optimize the metric in multi-feature space. The proposed approach
has been tested for the classification of objects in images. A more comprehen-
sive evaluation of the proposed technique and additional improvements of the
method are being undertaken. Immediate work includes adopting more intelli-
gent classifier which can employ the obtained multi-feature metric, as well as
extension and evaluation with several other low-level descriptors. Future work
will focus on non-linear combinations of descriptors and metrics.
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Abstract. In this paper, we investigate human visual perception and establish a 
body of ground truth data elicited from human visual studies.  We aim to build 
on the formative work of Ren, Eakins and Briggs who produced an initial 
ground truth database.  Human participants were asked to draw and rank their 
perceptions of the parts of a series of figurative images.  These rankings were 
then used to score the perceptions, identify the preferred human breakdowns 
and thus allow us to induce perceptual rules for human decomposition of figura-
tive images. The results suggest that the human breakdowns follow well-known 
perceptual principles in particular the Gestalt laws. 

1   Introduction 

We hypothesise that perception and thus segmentation varies from person to person 
and also varies with the domain of application (context).  This subjectivity is almost 
inevitably due to culture, education, expectation, domain of application, mood, age 
etc. but there must be a core set of commonalities across human judgements that we 
aim to distil out.  There is currently no comprehensive theory of human or computa-
tional image and shape segmentation.  One theory is that humans decompose images 
along Gestalt principles.  There has been widespread investigation including human 
experimentation of individual Gestalt principles [W23],[K63],[K79],[G72].   

Our work forms part of the PROFI (Perceptually-Relevant Retrieval of Figurative 
Images) project1.  In PROFI, we aim to develop new techniques for the retrieval of 
figurative images (i.e. abstract trademarks and logos) from large databases. The tech-
niques will be based on the extraction of perceptually relevant shape features and the 
matching of these features in the target image against features in the stored images, 
thereby overcoming many of the limitations of existing methods. In this paper we fo-
cus on the perceptual segmentation of raw images and grouping shape elements. 

Existing systems, for example trademark search systems, attempt to match a target 
against stored images such as those shown in Figs. 1-3 in one of two ways: (a) com-
paring features generated from the images as a whole, or (b) matching features from 
individual parts of the images [E01].  
                                                           
1 PROFI web page: http://www.cs.uu.nl/profi/ 
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Fig. 1. Fig. 2. Fig. 3. 

The principal difficulty in matching by parts is the selection of parts that accurately 
reflect the image's appearance to a human observer. In Fig. 1 this is reasonably clear 
(2 triangles and a circle). But in Fig. 2, should the central bars be matched as six indi-
vidual components, or as two groups of three? And in Fig. 3, should matching be 
based on a circle and a triangle - neither of which are actually present in the image it-
self? These are the questions which this current research aims to answer.  

For present purposes, therefore, we are primarily interested in clarifying two as-
pects of human segmentation behaviour: the formation of intermediate-level group-
ings of image parts; and, the generation of perceived elements not explicitly present in 
the original image.   Our hypothesis is that these will allow us to identify the most sa-
lient image elements for matching more accurately than has hitherto been possible.  

The seminal decomposition paper for this aspect of the PROFI project is Ren et al. 
[REB00].  The paper evaluates human participants when segmenting trademark im-
ages into their perceived constituent parts.  The participants initially breakdown 
trademark images into a set of components in as many ways as they see fit.  These 
breakdowns are then fed into the second part of the experiment where participants 
rank these breakdowns by their perceived likelihood.  The paper’s main discoveries 
are that humans partition trademark images into disjoint regions most commonly, then 
into overlapping or nested regions and partition into separate line segments or groups 
least commonly.  The breakdowns generated are similar to the Gestalt principles 
[W23],[K63],[K79],[G72] of human perceptual organisation.  The authors posit that 
perceptual line grouping, closed-region identification, texture processing, identifying 
familiar shapes (such as triangles, squares etc.) and uncovering ‘hidden’ image fea-
tures (such as figure-ground reversal) are areas requiring further investigation.  We 
aim to augment and complement these results in the current paper and use the results 
in our development of a computerized image retrieval system. 

In current computational approaches, shapes may be segmented using either the 
shape’s boundary or the shape’s interior (fill area) but rarely both compared to the ho-
listic viewpoint used by humans.  Some examples of shape segmentation approaches, 
which are founded on geometrical properties, include Hoffman & Richards [HR84] 
who subdivide shapes based on the notion that concavities arise when two convex 
parts are joined and hence, divide the surface into parts at loci of negative minima.  
Siddiqi & Kimia [SK95] proposed a similar approach using limbs and necks: negative 
curvature minima and local minima of inscribed circles.  Singh et al. [SSH99] use 
minimum distance and skeletal axes to determine segmentation lines between bounda-
ries where at least one boundary is a concave vertex.  Tanase & Veltkamp [TV02] 
also propose a segmentation approach using skeletons.  The shape is initially seg-
mented using the skeletal bifurcation points and the boundaries of these segments are 
then simplified and protrusions removed.  Leung & Chen [LC02] aim to unify  
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skeletons and edge detection approaches thus going some way to a boundary-
based/fill-area combination technique.  The system either performs edge detection or 
thinning. The authors note that for a solid region where the shape conveys much vis-
ual information, edge detection is preferable to thinning as it extracts the contour of 
the region. However, for a region containing curves, thinning is preferable as it ex-
tracts the skeleton and “produces a better representation”.   

The central premise for the investigations in this paper is to identify how humans 
decompose images, the degree of commonality across a range of human subjects and 
to provide a set of ground truth images.  These ground truth images may be further 
analysed to elicit statistics and preference scores regarding the decomposition prefer-
ences of humans: i.e., which decomposition is generally preferred for each image, a 
ranked order of decompositions for each image, how many potential decompositions 
there should be for each image.  We aim to investigate symmetry, texture, singulari-
ties and also to some extent the effect of figure/ground phenomena.  We note that it is 
extremely difficult to isolate Gestalt principles within the trademark images.  For ex-
ample, altering an image along symmetrical lines will inevitably alter other Gestalt 
properties such as familiarity, continuity or perhaps grouping.  We attempted to pro-
vide as wide a variety of symmetry, texture or singularity alterations as possible.  We 
aim to use the results from our experimental analyses to drive the formation of an in-
tegrated computational system that mimics human segmentation.  We need to ensure 
that our resultant computerised technique will not produce too many decompositions 
for a particular image as multiplicity implies that a Gestalt factor can only be active if 
it does not produce too many decompositions [DMM04].   

In the remainder of this paper we detail the development and implementation of the 
experimental methodology and provide some analysis.   

2   Experimental Methodology 

The experimental methodology was developed in conjunction with the Psychology 
Department at the University of York, UK who advised on methodology, ethical con-
siderations, and best practice and provided general advice and guidance. 

We performed an initial pilot study to select suitable trademark or other figurative 
images and to revise and improve the experimental methodology.   

For our experiment, a set of images was presented to University of York staff, stu-
dents and their relatives and friends. Each image used is 4.5 cm high including any 
white space.  All images are monochrome TIFFs. 28 subjects completed the experi-
ment unsupervised in their own time and 25 subjects attended a 1 hour supervised ses-
sion giving 53 subjects in total.   Each of the 53 subjects received a printed booklet 
containing: a front sheet and 16 pages with 2 images per page in 2 columns giving 32 
images in total in each booklet.  The subjects also received a copy of the experiment 
instructions.  The subjects were requested to draw (using pen or pencil) their perceived 
decompositions of each image in turn on to the booklet and to rank each decomposition 
(1st, 2nd, 3rd etc.) according to the order in which they perceived that decomposition. All 
completed booklets were anonymized and labelled with a subject ID number.  All sub-
jects who completed the experiment were entered into a prize draw where the prizes 
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were a £200, £50 and 5 x £10 shopping vouchers. The statistics of the subjects are: age 
range: 14 – 70; gender: mixed; nationality:  mixed international. 

There were 3 sets of 32 images.  Each set contains some images present in the 
other sets to act as controls and thus to verify that the subjects in each group are statis-
tically similar.  The trademarks were in pairs (14 pairs in each set, p1 .. p14) along with 
4 other images (i1 .. i4).  The unpaired images are supplementary control images (i1, 
i2) and buffer images (i3, i4) in case the subjects do not complete the exercise. The 
paired images were ordered p1

1, p2
1, p3

1, … p14
1, i1, i2, p1

2, p2
2, p3

2, ... p14
2, i3, i4.   

The subjects received the first image of a pair and then later, a second paired image: 
the same image but altered according to symmetry, texture or singularity principles.  
These 3 sets of images were further divided into forward and backward sets giving 6 
sets in total (A-Forward, A-Reverse, B-Forward, B-Reverse, C-Forward and C-
Reverse).  The forward and reverse sets have the order of the images reversed to pre-
vent order bias where the order of image presentation affects the perception:  

• Forward - p1
1, p2

1, p3
1, … p14

1, i1, i2, p1
2, p2

2, p3
2, ... p14

2, i3, i4 and then  
• Reverse - p14

2, p13
2, p12

2, ... p1
2, i1, i2, p14

1, p13
1, p12

1, ... p1
1, i3, i4.   

If all subjects receive p1
1 before p1

2 then this may influence their perception of p1
2. 

The first stage of analysing the images was to collate the breakdowns drawn by the 
subjects and to note the rank (1st, 2nd, 3rd etc.).  For each image, each breakdown had a 
list of the ID of the subjects who perceived that breakdown and the rank they awarded 
it.  For each image, if two subjects had drawn identical or extremely similar break-
downs then the breakdowns were marked as the same and the subjects’ IDs and the 
rank they awarded the breakdown added to the list for that specific breakdown. Oth-
erwise, the breakdowns were marked as two separate breakdowns and the subjects’ 
IDs and ranks added to the respective breakdowns’ lists.  The output from this analy-
sis is a listing of all breakdowns for each image in turn along with a listing of all sub-
jects who drew that breakdown and the rank that each subject gave it. 

2.1   Preference Scoring Mechanism 

Ren et al.  [REB00] used a slightly different experimental methodology compared to 
us.  Ren et al. used subjects to elicit the breakdowns in stage 1 and then used a second 
set of subjects to rank the breakdowns in stage 2.  We collapsed this into a single 
stage due to time constraints with all 53 subjects drawing and ranking their own 
breakdowns.  This also required a slightly different scoring mechanism.  

For 74 of the 84 images, the subjects each drew 1, 2 or 3 breakdowns2.  The re-
maining 10 images produced 4 or 5 breakdowns3.  Therefore, for all images we 
awarded scores of 3, 2, 1, 0.5 & 0.25 for ranks 1 to 5 respectively.   

For each breakdown the scores are totalled and divided by the total of the scores 
across all breakdowns for that image.  This gives the preference score for each break-
down of each image.   
                                                           
2 For 2 images the maximum number of breakdowns drawn by one subject was 1, for 32 images 

the maximum number was 2 breakdowns and for 40 images the maximum number was 3. 
3  For 7 images the maximum number of breakdowns drawn by one subject was 4.  3 images 

produced 5 breakdowns. 2 subjects drew most of these 4 or 5 breakdowns per image with  
another 3 subjects drawing 4 breakdowns per image once each.   
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3   Overview  

Results from the analysis of the perceptions derived from the various sets of subjects 
indicate that the number of breakdowns perceived varies quite widely from image to 
image.   If the number of human breakdowns is large then the search space required 
for any computerised shape decomposition system will be large to allow an identical 
decomposition to be created by the computerised system.  The search space will also 
be large for a computerised system matching components from one image against 
components in other stored images due to the large potential search space. 

One factor that we expect to affect the number of breakdowns is the number of  
degrees of freedom available within an image.  9 images produced at least 17 break-
downs seen by at least one subject and each of these images had a large number of  
potential components and a large number of possible arrangements of components.  
The search space for a computerized decomposition system or image component 
matching system processing these images would be large. 

However, the number of breakdowns seen by 2 or more subjects is much more 
closely grouped than the number of breakdowns perceived by 1 or more subjects.  The 
mode number of breakdowns perceived by 2 or more people is 3 and only one image 
had more than 8 breakdowns perceived across all 53 subjects.  This indicates that 
there are individual breakdowns seen by only one person but that there exists a core 
set of breakdowns that is more tightly grouped which will be seen by 2 or more peo-
ple.  These core breakdowns are the breakdowns we aim to focus on and ensure that 
any computerized system can reproduce them.    

Ren at al. [REB00] had between 1 and 4 breakdowns for each image in their analy-
ses.  We found our unrestricted breakdown policy coupled with consolidating Ren et 
al.’s two-stage experimental process into a single stage allowed more scope for sub-
ject variation. 

4   Analysis 

In the following, we analyse the core set of breakdowns for each image seen by 2 or 
more subjects.  Qualitative analysis of individual results yields a number of insights 
that we expect to prove useful in subsequent phases of the PROFI project.  

From analyzing the 53 subjects’ drawings, we noticed that the subjects may be fo-
cused purely on eliciting the component breakdowns of each image probably due to 
the experiment focusing on image decomposition.  We feel they may concentrate on 
the individual components and do not always see the “larger picture”.  For example, 
where 6 triangles are arranged in a hexagonal shape many subjects drew 6 triangles 
but not the overall hexagonal shape.  We feel that this should be taken into considera-
tion when using the component breakdowns.   

The main empirical findings from the human decompositions produced from our 
experiments are:   

Singularity – changing the orientation of image components changes the perception.  
This is particularly true for textures where altering the angle of the texture 
 can change the figure/ground perception (see the discussion below regarding  
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figure/ground for an example). Also, familiar image components such as human  
figures or aircraft (see Table 1) are less often perceived when not in their natural  
orientation. 

Table 1. Showing the image (left column) and modified image (right column) in the top row 
and the top decomposition for each image (as seen by 2 or more subjects) along with the asso-
ciated scores in the lower row   

 Score  Score 
0.567 0.242 

 

Familiarity – when elements of an image are gradually removed/reorganized so as to 
destroy familiarity of the image then the human breakdowns change to be based on 
individual components rather than the entire image and tend to proximity-based 
grouping as shown in the example in Table 2. 

Table 2. Showing the familiar image (left column) and the less-familiar modified image (right 
column) with the top 3 decompositions and their associated scores below  
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Symmetry – when symmetry is removed from an image, the human decompositions 
tend to individual components or image halves.  This is particularly true for illusory 
contours and images where axial symmetry is removed (as shown in the example in 
Table 3) although there are exceptions where the removal of symmetry has little effect 
on the decompositions particularly for images that trace the outlines of shapes as seen 
in Table 4. 

Table 3. Showing the symmetrical image (left column) and asymmetrically modified image 
(right column) with the top decompositions for each image below and their associated scores 

 Score  Score 
0.333 0.564 

0.311   

 

Table 4. Showing the symmetrical image (left column) and asymmetrically modified image 
(right column), with the top decomposition and associated scores in the lower row 

 

Continuity – reducing the continuity alters the human perceptions with a tendency to 
proximity grouping and decomposition into individual components.  This is particu-
larly true for illusory contours such as Necker cubes where only relatively minor per-
turbations of the image remove the perception of the cube (see Table 5). 
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Table 5. Showing the Necker Cube image (left column) and modified discontinuous image 
(right column) with the top decomposition and associated scores in the lower row 

 Score  Score 
0.309 0.466 

 

When continuity is reduced in conjunction with symmetry removal then the de-
composition differs from when continuity alone is removed.  An asymmetric image 
promotes the perception of good continuity whereas a symmetric variant of the image 
promotes proximity grouping as seen in Table 6. 

Table 6. Showing the symmetric image (left column) and modified asymmetric image (right 
column) with the top decomposition for each image below and their associated scores 

 

Figure/ground – if the components of an image are tilted or inverted then  
the figure/ground perception changes as exemplified in Table 7.  If the components  
are textured with stripes then the figure/ground perception changes from the untex-
tured image and if the texture is strengthened with a darker texture then  
the figure/ground perception changes even more.  This is shown in the example  
in Table 8. A uniform background enhances the perception of figure/ground  
reversal whereas familiarity of image components reduces the figure/ground  
reversal. 
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Table 7. Showing the image (left column) and modified image (right column) and all decom-
positions for each image with their associated scores in the lower rows 

 Score  Score 
0.355 0.527 

0.289 0.418 

0.276   

 

Table 8. Showing the image (top left) and 3 modified textured images coupled with the top de-
composition for each image and its associated score 

 

5   Conclusion and Future Work 

Our results concur with previous investigations such as [REB00] in that image de-
composition appears to follow a set of perceptual principles analogous to the Gestalt 
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laws. The experiments and analyses show that these Gestalt laws interact and possibly 
conflict as noted by [DMM04].  The experiments also indicate that there are a core set 
of decompositions for each image perceived by 2 or more people along with a set of 
decompositions seen only by individuals. 

We have identified some possibilities for additional work that would generate use-
ful data.  The experimental analyses detailed in this paper are very human-oriented.  
Humans generate all the breakdowns with no recourse as to whether they are feasible 
for a computer system to generate.  Therefore, after we have used the data from these 
analyses to develop and refine our computational system, we could use the resultant 
system to generate a set of breakdowns for further images.  We can then present these 
sets of breakdowns, for each image in turn, to human subjects who can rank them 1 to 
n where n is the number of images in the set.  This will allow us to fine-tune the com-
putational system further using tangible computer-generated breakdowns. 
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Viper group
Computer Vision and Multimedia Laboratory, University of Geneva

eric.bruno@unige.ch

Abstract. This paper presents novel dissimilarity space specially de-
signed for interactive multimedia retrieval. By providing queries made of
positive and negative examples, the goal consists in learning the positive
class distribution. This classification problem is known to be asymmet-
ric, i.e. the negative class does not cluster in the original feature spaces.
We introduce here the idea of Query-based Dissimilarity Space (QDS)
which enables to cope with the asymmetrical setup by converting it in
a more classical 2-class problem. The proposed approach is evaluated on
both artificial data and real image database, and compared with state-
of-the-art algorithms.

1 Introduction

Determining semantic concepts by allowing users to iteratively and interactively
refine their queries is a key issue in multimedia content-based retrieval. The
relevance feedback loop allows to build complex queries made out of positive
and negative documents as examples. From this training set, a learning process
has to create a model of the sought concept from a set of data features so as
to provide relevant documents to the user. The success of this search strategy
relies mainly on the representation spaces where data is embedded as well as on
the learning machine operating in those spaces.

Various aspects of these problems have been studied with success for the
last few years. This includes works on machine learning strategies such as active
learning [3], imbalance classification algorithms [13], automatic kernel setting [12]
or automatic labelling of training data [10]. All these studies have in common
to consider feature spaces to represent knowledge on the multimedia content.

An alternative solution is to represent documents according to their similari-
ties (related to one or several features) to the other documents rather than to a
feature vector. Considering a collection of documents, the similarity-based rep-
resentation, stored in (dis)similarity matrices or some distance-based indexing
structures [4], characterizes the content of an element of the collection relatively
to a part of or the whole collection. Recent studies have been published for
document retrieval and collection browsing by using pre-computed similarities
� This work is funded by the Swiss NCCR (IM)2 (Interactive Multimodal Information

Management).
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([1], [7]) The idea is to index elements relatively to their closest neighbours, i.e.
those who have the best probabilities to belong to the same class providing then
a sparse association graph structuring the multimedia collection and allowing
fast retrieval of data. As pointed out by authors, the similarity approach pro-
vides a convenient way for multimodal data fusion, since adding new features
simply consists in adding new distances to the same representation framework.
It is also noted that the off-line computation of similarities enables fast accesses
and scalable content-based multimedia retrieval systems.

In [2], we proposed a similarity-based representation that goes further the
nearest-neighbour model by allowing non-linear mapping of the low-level dis-
tance measures to the high-level concept space. Based on Dissimilarity Spaces
(DS) introduced by Pekalska et al [8], we have defined representation spaces
adapted to the query-by-example paradigm. These Query-based Dissimilarity
Spaces (QDS) have the advantages to be of low-dimension, to allow the direct
use of modern non-linear learning techniques (such as SVM or Adaboost) and to
ease the fundamental problem of fusion of multimodal sources (eg multimodal
similarities).

In this paper, we discuss another nice property of the QDS making the ap-
proach attractive for content-based retrieval. We demonstrate indeed how QDS
overcomes the famous problem of asymmetrical classification due to the ill-
definition of the negative class during retrieval. This theoretical study is sup-
ported by experimental comparisons with a kernel-based technique and the ded-
icated Biased Discriminant Analysis approach proposed by Zhou et al [13]. The
overall results obtain on artificial data and collection of images indicate the va-
lidity and the efficiency of QDS for treating asymmetrical classification problem.

2 Query by Example and Asymmetric Classification

In a query by example retrieval system, users formulate complex queries by
iteratively providing positive and negative examples in a Relevance Feedback
(RF) loop. From this training data, the aim is to perform, at each step of the
RF loop, a real-time classification that will select the most relevant documents.
Denoting the query as the set T of positive and negative training examples,
respectively noted P and N with T = P ∪N , p = |P| and n = |N |, the problem
is to estimate (learn) a ranking function f(x|T ) allotting a rank ri for each
element xi relatively to its relevance to the sought concept.

Because the training set is provided manually by user, through a graphical
interface for instance, the number of examples (positive and negative) remains
usually small. As a consequence, the learning may be severely undetermined, es-
pecially when it consists in estimating complex distributions in high-dimensional
space. Moreover, the ill-determination is enforced by the asymmetric nature of
the classification problem: To retrieve a concept out of a collection of documents,
it is generally assumed that, on the average, the positive elements (representing
the sought concept) are close to each other, thus conforming a specific class dis-
tribution. On the other hand the negative examples, drawn from the “rest of the
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world”, follow some unknown and complex distributions hardly estimable from
the available sparse sampling . The figure 1.a displays an example of such setup.
Learning the negative classes (the circular distribution is viewed as an undeter-
mined number of classes) becomes an under-constrained optimization problem
when the training sample is small, limiting the efficiency of traditional two-class
learning machines.

Dedicated algorithms have been proposed to address the asymmetrical classi-
fication [5, 11]. Among all of them, an interesting approach, named Biased Dis-
criminant Analysis (BDA) [13], consists in maximizing a criterion which tends to
enforce compactness of the positive class while pushing apart negative examples
from the positive centroid. It results in a discriminative subspace where query is
processed by retrieving nearest elements in the Euclidean neighborhood of the
positive centroid. In the following sections, BDA is considered for comparison
with the dissimilarity-based solution studied.
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Fig. 1. The 1+x class problem in feature space (left) and 2D dissimilarity space (right)
where the representation objects are two points from the central class (cross)

3 Dissimilarity Space

Let d(xi,xj) be the distance between elements i and j according to their de-
scriptors x ∈ F . F expresses the original feature space. The dissimilarity space
DΩ is defined relatively to a subset Ω ⊂ F by the mapping d(x, Ω) : F → RN

d(x, Ω) = [d(x,x1), d(x,x2), . . . d(x,xN )].

The representation set Ω = {x1, . . . ,xN} is a subset of N objects from which
any elements of the collection will be evaluated. The new “features” of an input
element are now its dissimilarity values with the representation objects. As a
consequence, learning or classification tools for feature representations are also
available to deal with the dissimilarities.

The dimensionality of the dissimilarity space is equal to the size of Ω, which
controls the approximation made on the original feature space (such an approxi-
mation could be computed using projection algorithms like classical scaling [6]).
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Increasing the number of elements in Ω increases the representation accuracy.
On the other hand, a well-chosen space of low dimension would be more effec-
tive for learning processes as it avoids the curse of dimensionality problem and
reduces the computation load. The selection of a “good” representation set may
be driven by considerations on the particular learning problem we are dealing
with, as shown in the next section.

4 Query-Based Dissimilarity Space

In this section, we look at how the selection of the set Ω may offer us the
possibility to turn the asymmetrical classification problem into a more classical
formulation. As stated in section 2, we are facing a 1+x class setup where 1 class
corresponds to positives while an unknown number x of classes are associated to
negative examples. In BDA, this statement consists in finding a subspace where
the distances from negatives to positives (between scatter) are maximized while
inter-positives distances (within scatter) are minimized. This may be achieved
by seeking some linear or non-linear projections of the original space where the
following ratio will be maximized

J =

∑
i∈P,j∈N d(xi,xj)2∑

i,j∈P d(xi,xj)2
, (1)

Then, defining the Query-based Dissimilarity Space (QDS) DP by the map-
ping

d(x, P) = [d(x,x+
1 ), d(x,x+

2 ), . . . d(x,x+
p )] (2)

and noting that, in QDS, the norm is

||di||2 =
∑
j∈P

d(x,xj)2,

the quotient J may be simply rewritten as the ratio between the sum of the
negative and the positive vector norms

J =
∑

i∈N ||di||2∑
i∈P ||di||2 .

As a matter of fact, selecting P as the representation set naturally embeds the
data in an intrinsic discriminative space where the criterion to classify elements
is simply the vector norms of elements. Therefore, optimizing any learning ma-
chines in that space to separate positive from negative samples will optimize the
BDA criterion. In other word, in DP , the (1 + x)-class learning is transformed
in a classical binary setup. From a geometrical point of view, the learning task
does not consist anymore in estimating a complex distribution composed of x
negative classes but a simpler (eventually non-linear) function separating the
positive class (close to the origin) to the rest of the space (Figure 1.b).
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5 Experiments and Evaluations

5.1 Kernel SVM, BDA and QDS

This experimental section proposes qualitative and quantitative assessment of
the retrieval efficiency when operated in QDS, in original feature space and
through the BDA algorithm. For QDS and feature space, we have to choose
machine learning strategy that will estimate the ranking function introduced
in section 2. In both cases, a SVM algorithm is used, where the rank of every
element is obtained by sorting the SVM decision function

f(x) =
∑

i

αik(x,xi) (3)

with xi the support vectors and αi their respective weights. The kernel k(x,y)
is chosen linear for QDS in order to facilitate comparison with BDA, but is
non-linear (rbf Gaussian kernel) for feature space so as to cope with the (1 + x)
classification setup. For all the following retrieval experiments, the Gaussian
scale parameter is set by cross-validation.

As far as BDA is concerned, we follow the algorithm presented in [13], where
the ranking function is obtained by sorting the euclidean distances between
elements and the positive centroid in the discriminative subspace.

5.2 Artificial Data

A Toy Example. The toy example depicted in figure 2.a gives an illustration
of how perform the three retrieval approaches considered. In this 2D example, 3
positive and 4 negative examples are provided (* markers) to determine a deci-
sion function enabling to retrieve the positive samples (+ markers) and discarding
negative elements (o markers). Because the problem is 2D, BDA implicitly works
within a 1-dimensional subspace, leading to a linear decision function not suited
for the problem (figure 2.d). On the other hand, rbf SVM in feature space es-
timate a non-linear function, but because the 1 + x class setup and the small
number of training data, the SVM is not able to model well the positive class
with respect to the negative one (figure 2.c). For linear SVM in QDS, the use of
a Euclidean distance as dissimilarity measure leads also to a non-linear decision
function in feature space, but because applied to a 2-class problem, the SVM is
able in that case to provide a better estimation of the positive class distribution
(figure 2.b).

High-Dimensional 1+x Class Problem. A multidimensional feature space is
generated with a positive class of elements x+

i drawn from a centered Gaussian
distribution N(0, σP) and a negative class x−

j uniformly distributed with the
constraint |x−

j | > 10, ∀j. The set is composed of 250 positive and 750 negatives
elements.

In this setup, the positive class is effectively surrounded by negative elements
uniformly distributed within the space. The positive scale σP defines how the
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Fig. 2. Decision function on a toy example

two classes overlap each other, making the discrimination more or less difficult
to be achieved. The figure 3.a displays a 2D slice of the a 50-dimension feature
space for two values of σP .

For the experimentation, an equal number of positive and negative examples is
randomly drawn from the two classes. From this training set, an Euclidean QDS
is generated by taking positive examples as representation set. The figure 3.b
shows QDS built from two positive samples for the corresponding feature spaces.
It is worth recalling that the dimensionality of QDS is equal to the number of
positive examples p.

The retrieval performance is measured using the Average Precision (AP) [9]
computed over the entire ranked list. The measure is repeated 10 times and an
averaged value of AP is given for each experimental conditions given below.
The figure 4.a presents the AP measures for the three retrieval algorithms and a
comparison with the baseline performance given by a random guess of elements.
The artificial data are embedded in 50-dimension space and the positive class
bandwidth is set to σP = 140. An overlap so important between the two classes
does not permit the rbf-SVM to provide results significantly better than the
baseline, even when the number of examples becomes large. On the other and,
BDA and QDS are able to cope with the asymmetric class setup. However, BDA
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Fig. 3. Artificial data composed of positive (+ markers) and negative (o markers) el-
ements in a) Feature space and b) the corresponding QDS build from two positive
examples

suffers from the high-dimensionality of the space, especially when the small size
of training set leads to a miss-estimation of the within and between covariance
matrices. For QDS, the linear SVM, trained in low-dimensional space, is able to
provide an efficient retrieval whatever the number of examples involved.

The second experiment (Figure 4.b) tests the discriminative efficiency as the
classes become more and more intricated. In that experiment, 10 positive and 10
negative examples are provided to the machine learning algorithms. Unsurpris-
ingly, the QDS approach outperforms both BDA and rbf SVM. After a certain
point however, the three approaches perform just like the baseline, indicating
that positive samples are totally scattered within the negative elements.

5.3 Image Retrieval

A last evaluation is conducted on a Corel image subset. The feature space consists
in a 64 RGB histogram and embeds 18521 images annotated by several keywords.
Symmetrized Kullback-Leibler divergence is taken as the dissimilarity measure
for QDS. We get interested by successively retrieving images annotated with the
6 following keywords: ’whale’,’ice’,’wave’,’tulip’,’sunset’,’mountain’.
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Fig. 4. Results on artificial data when a.) the number of examples increases and b.)
the overlap between the positive and the negative samples growth.

These keywords, somehow correlated with the low-level color descriptors ex-
tracted, have been selected to conform with the 1 + x classification setup.

For every keyword, 50 queries are made by selecting randomly an equal num-
ber of positive (labeled by keyword) and negative (not labeled by keyword) im-
ages. The overall evaluation is obtained by taking the mean AP over all queries
for all keywords (MAP, [9]).

Figure 5 gives the MAP scores for an increasing training set. The result ob-
tained with QDS outperforms BDA and non-linear SVM, especially when the
training set becomes very small (� 1 − 2 examples per class). This behavior is
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Fig. 5. Results on the Corel image set

particularly interesting for retrieval with the RF paradigm because the very first
positive examples are generally tediously gathered to build the query.

6 Conclusion

We have presented a new similarity-based representation space for content-based
multimedia retrieval. The proposed Query-based Dissimilarity Space (QDS) is
adapted to cope with asymmetrical classification problems generally encountered
when dealing with query by example and relevance feedback paradigms. The
idea of QDS is to consider data solely from the point of view of their similarities
with the positive examples provided by user. As a consequence, and as shown by
experimental evaluations, learning is simplified to a binary classification problem
in a low-dimensional space, leading to a more robust and efficient retrieval of
relevant documents.

For the sake of evaluation, learning in QDS has been done through a simple
linear-SVM. However, in order to build an effective multimedia retrieval system
as the one we presented in [2], non-linear approaches and more sophisticated
strategies may be enlisted to cope with real world non-linearly distributed mul-
timodal documents.
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Abstract. Content-based video navigation is an efficient method for
browsing video information. A common approach is to cluster shots into
groups and visualize them afterwards. In this paper, we present a proto-
type that follows in general this approach. The clustering ignores tempo-
ral information and is based on a growing self-organizing map algorithm.
They provide some inherent visualization properties such as similar el-
ements can be found easily in adjacent cells. We focus on studying the
applicability of SOMs for video navigation support. We complement our
interface with an original time bar control providing – at the same time
– an integrated view of time and content based information. The aim is
to supply the user with as much information as possible on one single
screen, without overwhelming him.

1 Introduction

Extremely large databases with all types of multimedia documents are avail-
able today. Efficient methods to manage and access these archives are crucial,
for instance quick search for similar documents or effective summarization via
visualization of the underlying structure.

The prototype presented in this paper implements methods to structure and
visualize video content in order to support a user in navigating within a single
video. It focuses on the way video information is summarized in order to improve
the browsing of its content. Currently, a common approach is to use clustering
algorithms in order to automatically group similar shots and then to visualize
the discovered groups in order to provide an overview of the considered video
stream [1,2]. The summarization and representation of video sequences is usually
keyframe-based. The keyframes can be arranged in the form of a temporal list
and hierarchical browsing is then based on the clustered groups. In this paper,
we use one promising unsupervised clustering approach that combines both good
clustering and visualization capabilities: the self-organizing maps (SOMs)[3]. In
fact, they have been successfully used for the navigation of text [4,5,6,7] and
image collections [8,9,10].

The visualization capabilities of self-organizing maps provide an intuitive way
of representing the distribution of data as well as the object similarities. As most
clustering algorithms, SOMs operate on numerical feature vectors. Thus, video
content has to be defined by numerical feature vectors that characterize it. A
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variety of significant characteristics has been defined for all types of multimedia
information. From video documents, a plethora of visual, audio, and motion
features is available [11,12]. We rely on basic colour histograms and ignore more
sophisticated descriptors, since our primary goal of this study was to investigate
the visualisation and interaction capabilities of SOMs for video structuring and
navigation.

Our system is composed of feature extraction, structuring, visualization, and
user interaction components. Structuring and visualization parts are based on
growing SOMs that were developed in previous works and applied to other forms
of interactive retrieval [7,13]. We believe that growing SOMs are particularly
adapted to fit video data. The user interface was designed with the intention
to provide intuitive content-based video browsing functionalities to the user.
In the following four sections we will describe every system component and
each processing step. First we present the video feature extraction. Then we
will shortly describe how structuring works with growing self-organizing maps.
Afterwards, a detailed description of the visualization component is given. Before
concluding, the last section deals with the interaction possibilities of our system.

2 Video Feature Extraction

The video feature extraction component supplies the self-organizing map with
numerical vectors and therefore they form the basis of the system. The module
consists of two parts, temporal segmentation and feature extraction.

2.1 Temporal Segmentation

The video stream is automatically segmented into shots by detecting cuts. Our
temporal segmentation is performed by detecting rapid changes of the difference
between colour histograms of successive frames, using a single threshold. It was
shown in [14] that this simple approach performs rather well. The colours are
represented in the IHS space, because of its suitable perceptual properties and
the independence between the three colourspace components. A simple filtering
process allows the reduction of the number of false positives. The shots with an
insufficient number of frames (usually less than 5), are ignored. However, the
number of false positives does not have a great influence on our approach, since
similar shots will be assigned to the same cluster, as discussed in the following.

2.2 Feature Extraction

In order to obtain good clustering a reasonable representation of the video seg-
ments is necessary. For each shot, one keyframe is extracted (we choose the
median frame of a shot) along with its colour histograms using a specified colour
space. The system supports the IHS, HSV, and RGB colour models. Apart from
a global colour histogram, histograms for the top, bottom left, and right regions
of the image are also extracted. The self-organizing map is trained with a vector
merging all partial histogram vectors, which is then used to define each shot.
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3 Structuring with Growing Self-Organizing Maps

3.1 The Self-Organizing Maps

Self-organizing maps (SOMs) [3] are artificial neural networks, well suited for
clustering and visualization of high dimensional information. In fact, they map
high-dimensional data into a low dimensional space (two dimensional map). The
map is organized as a grid of symmetrically connected cells. During learning,
similar high dimensional objects are progressively grouped together into the
cells. After training, objects that are assigned to cells close to each other, in
the low-dimensional space, are also close to each other in the high-dimensional
space.

Our map is based on cells organized in hexagonal form, because the distances
between adjacent cells are always constant on the map (see Fig. 1). In fact, in
the traditional rectangular topology the distance would depend on whether the
two cells are adjacent vertically (or rather horizontally) or diagonally.

The neuronal network structure of SOMs is organized in two layers (Fig. 1).
The neurons in the input layer correspond to the input dimensions, here the
feature vector describing the shot. The output layer (map) contains as many
neurons as clusters needed. All neurons in the input layer are connected with
all neurons in the output layer. The connection weights between input and out-
put layer of neural network encode positions in the high-dimensional feature
space. They are trained in an unsupervised manner. Every unit in the out-
put layer represents a prototype, .i.e. here the center of a cluster of similar
shots.

Fig. 1. Structure of a Hexagonally Organized Self-Organizing Map: The basic structure
is an artificial neural network with two layers. Each element of the input layer is
connected to every element of the map.

Before the learning phase of the network, the two-dimensional structure of the
output units is fixed and the weights are initialized randomly. During learning,
the sample vectors are repeatedly propagated through the network. The weights
of the most similar prototype ws (winner neuron) are modified such that the
prototype moves towards the input vector wi. As similarity measure usually the
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Euclidean distance or scalar product is used. To preserve the neighbourhood
relations, prototypes that are close to the winner neuron in the two-dimensional
structure are also moved in the same direction. The strength of the modification
decreases with the distance from the winner neuron. Therefore, the weights ws

of the winner neuron are modified according to the following equation:

∀i : w
′
s = ws + v(c, i).δ.(ws − wi) (1)

where δ is a learning rate. By this learning procedure, the structure in the
high-dimensional sample data is non-linearly projected to the lower-dimensional
topology.

Although the application of SOMs is straightforward, a main difficulty is
defining an appropriate size for the map. Indeed, the number of clusters has to
be defined before starting to train the map with data. Therefore, the size of the
map is usually too small or too large to map the underlying data appropriately,
and the complete learning process has to be repeated several times until an
appropriate size is found. Since the objective is to structure the video data, the
desired size depends highly on the content. An extension of self-organizing maps
that overcomes this problem is the growing self-organizing map [7].

3.2 The Growing Self-Organizing Map

The main idea is to initially start with a small map and then add during training
iteratively new units, until the overall error – measured, e.g., by the inhomogene-
ity of objects assigned to a unit – is sufficiently small. Thus the map adapts itself
to the structure of the underlying data collection. The applied method restricts
the algorithm to add new units to the external units if the accumulated error of
a unit exceeds a specified threshold value. This approach simplifies the growing
problem (reassignment and internal-topology difficulties) and it was shown in
[7] that it copes well with the introduction of data in low and high dimensional
spaces. The way a new unit is inserted is illustrated in Fig. 2. After a new unit
has been added to the map, the map is re-trained. Thus, all cluster centers are
adjusted and the objects are reassigned to the clusters. This implies that shots
may change clusters. This may lead to the emergence of empty clusters, i.e.
clusters which ”lost” their former objects to their neighbors. This might happen
especially in areas where the object density was already small.

3.3 Similarity Between Shots

As in all clustering algorithms the main problem is how to model the similarity
between the objects that are going to be grouped into one cluster. We model
the difference of two video sequences with the Euclidean distance of the two
vectors that were extracted from the video. However, this distance does not
necessarily correspond to a perceived distance by a human. In addition, these
features represent only a small part of the video content. In any case, there
remains a semantic gap between the video content and what we see on the
map. However, since for this first prototype study we are mainly interested in
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xi, yi: weight vectors
xk: weight vector of unit with highest error
m: new unit
α, β: smoothness weights
Computation of new weight vector for xm for m:

xm = xk + α ∗ (xk − yk) +
n

i=0,i�=k

(xi + β ∗ (xi − yi)) ∗ 1
n + 1

Fig. 2. Insertion of a new Unit: When the cumulated error of a cell exceeds a threshold,
a new unit xm is added to the map. It is placed next to the unit with the highest error
at the border of the map.

the capabilities of the SOMs, this approach seems sufficient, since we are not
looking at grouping the shots ”purely semantically”, but rather at extracting a
structure based on visual similarities.

4 Visualization

Our system represents a video shot by a single keyframe and constructs higher
level aggregates of shots. The user has the possibility to browse the content in
several ways. We combined elements providing information on three abstraction
levels as illustrated in Fig. 3. First, there is an overview of the whole content
provided by the self-organizing map window (see section 4.1). On each cell,
the keyframe of the shot that is the nearest to the cluster centre, i.e. the most
typical keyframe of a cluster, is displayed. The second level consists of a combined
content-based and time-based visualization. A list of shots is provided for each
grid cell (see section 4.2) and a control (see section 4.3) derived from the time-bar
control helps to identify content that is similar to the currently selected shot.

4.1 Self Organizing Map Window

The self-organizing map window (see Fig. 4.1) contains the visual representation
of the SOM where the clusters are represented by hexagonal nodes. The most
typical keyframe of the cluster is displayed on each node. If there are no shots
assigned to a special node no picture is displayed. These empty clusters emerge
during the learning phase as described above. The background colours of the
grid cells are used to visualize different information about the clusters. After
learning, shades of green indicate the distribution of keyframes: the brightness
of a cell depends on the number of shots assigend to it (see Fig. 4.1a), e.g. a
cell containing four shots is displayed in a brighter green than a cell containing
only two. Later, the background colour indicates the similarity of the cluster to
a selected shot as described below.
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Fig. 3. Screenshot of the Interface: The player in the top left corner provides video
access on the lowest interaction level. The time bar and shot list provide an intermediate
level of summarized information while the growing self-organizing map on the right
represents the highest abstraction level. The selected shot is played and its temporal
position is indicated on the time bar whose black extensions correspond to the content
of the selected cell (marked with blue arrows).

After this first display, a click on a cell opens a list of shots assigned to the
specific cell (see section 4.2). The user can then select a specific shot from the
list. As a result, the colour of the map changes to shades of red (see Fig. 4.1b).
Here, the intensity of the colour depends on the distance between the cluster
centres and the actually selected shot and thus is an indicator for its similarity.
For instance, if we select a shot that has the visual characteristics A and B,
all the nodes with these characteristics will be coloured in dark red and it will
progressively change towards a brighter red based on the distance. This implies
in particular that the current node will be automatically coloured in dark red,
since by construction all of its elements are most similar. In fact, objects that
are assigned to cells close to each other, in the low-dimensional space, are also
close to each other in the high-dimensional space.

However, this does not mean that objects with a small distance in the high-
dimensional space are necessarily assigned to cells separated by a small distance
on the map. For instance, we can have on one side of the map a node with
shots with the characteristic A and on another the ones with characteristic B.
Then in one of both, let’s say A-type, a shot with characteristics A and B.
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(a) (b)

Fig. 4. Growing self-organizing map: (a) After training. The brightness of a cell indi-
cates the number of shots assigned to each node. On each node the keyframe of the
shot with the smallest difference to the cluster center is displayed. (b) After a shot
has been selected. The brightness of a cell indicates the distance between each cluster
center and the keyframe of the chosen shot. Notice that sequences in adjacent cells are
similar as intended.

Because of the visualisation schema presented above, starting with a shot that
has characteristics A and B, located in a node A, we will easily identify the
nodes in which all the shots are rather of type B. This improves significantly the
navigation possibilities provided by other clustering schemas.

From user interaction perspective the map is limited to the following actions:
select nodes and communicate cluster assignment and colour information to the
time bar. Nevertheless it is a very powerful tool which is especially useful for
presenting a structured summarization of the video to the user.

4.2 Player and Shot List

The player is an essential part of every video browsing application. Since the
video is segmented into shots, functionalities were added especially for the pur-
pose of playing the previous and the next shot. A shot list window showing
all keyframes assigned to a cell (Fig. 3) is added to the interface every time
a user selects a node from the map. Multiple shot lists for different nodes can
be open at the same time. They correspond to the actual selected node in the
self-organizing map, as described in section 4.1. When clicking on one of the
keyframes, the system plays the corresponding shot in the video. The button for
playing the current node starts a consecutive play operation of all shots corre-
sponding to the selected node, starting with the first shot. This adds another
temporal visualization method to the segmented video.
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4.3 Time Bar

The time bar (Fig. 5) provides additional information and some special interac-
tion possibilities. A green double arrow displays the current temporal position
within the video. The main bar is a projection of the colours of the self or-
ganizing map into the temporal axis. With this approach, it is possible to see
within the same view the information about the similarity of keyframes and the
corresponding temporal information. Additionally, corresponding shots of the
selected cell are marked by black extensions. This cell can differ from the cluster
of the currently selected shot, in which case the black bars correspond to the
selected cluster while the colour scheme is based on the selected shot from an-
other cluster. Thus, leading to a possibility to compare a family of similar shots
with a cluster. There are two interactions possible with the time bar. By clicking
once on any position, the system plays the corresponding shot. Clicking twice,
it forces the self organizing map to change the currently selected node to the
one corresponding to the chosen frame. And therefore, the background colour
schema of the map is recomputed.

Fig. 5. Time Bar Control: The time bar control provides additional information. The
brightness of the colour indicates the distribution of similar sequences on the time
scale. Around the time bar, black blocks visualize the temporal positions of the shots
assigned to the currently selected node. Furthermore, the two arrows point out the
actual player position.

5 User Interaction

The four components presented above are integrated into one single screen
(Fig. 3) providing a structured view of the video content. The methods for user
interaction are hierarchically organized (Fig. 6). The first layer is represented by
the video viewer. The shot lists and timebar visualize the data on the second
layer. The self-organizing map provides the highest abstraction level.

The user can select nodes from the SOM and retrieve their content i.e. the
list of corresponding keyframes. The time bar is automatically updated by vi-
sualizing the temporal distribution of the corresponding shots when the current
node is changed. Thus, a direct link from the third to the second layer is estab-
lished. Furthermore the user views at the same time the temporal distribution
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Fig. 6. User Interactions: This figure illustrates the main user interactions that are
possible with our system. All listed elements are visible to the user on one single screen
and always accessible thus providing a summarization on all layers at the same time.

of similar shots inside the whole video on the time bar, after a certain shot has
been selected. In the other direction selecting shots using both the time bar and
the list of keyframes causes the map to recompute the similarity values for its
nodes and to change the selected node. The colour of the grid cells is computed
based on the distance of its prototype to the selected shot. The same colours
are used inside the time bar. Once the user has found a shot of interest, he can
easily browse similar shots using the colour indication on the time bar or map.
Notice that the first layer cannot be accessed directly from the third layer.

Different play operations are activated by the time bar and shot lists. The
player itself gives feedback about its current position to the time bar. The time
bar is actualized usually when the current shot changes. All visualization com-
ponents are highly interconnected. In contrast to other multi-layer interfaces,
the user can always use all provided layers simultaneously within the same view.
He can select nodes from the map, keyframes from the list or from the time bar,
or even nodes from the time bar by double-clicking.

6 Conclusions

The structuring and visualization of video information is a complex and chal-
lenging task. In this paper we presented a prototype for content-based video
navigation based on a growing self-organizing map where the interaction model
is hierarchically organized. We perform the clustering ignoring the temporal as-
pect of video information and reintroduce it in the form of a time bar where we
link similar shots with colours. Our interface allows the user to browse the video
content using simultaneously several perspectives, temporal as well as content-
based representations of the video. Combined with the interaction possibilities
between them this allows efficient searching of relevant information in video
content.
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Abstract. Relevance feedback has been integrated into content-based retrieval 
systems to overcome the semantic gap problem. Recently, Support Vector Ma-
chines (SVMs) have been widely used to learn the users’ semantic query con-
cept from users’ feedback. The feedback is either ‘relevant’ or ‘irrelevant’ 
which forces the users to make a binary decision during each retrieval iteration. 
However, human’s perception of visual content is quite subjective and there-
fore, the notion of whether or not an image is relevant is rather vague and hard 
to define. Part of the small training samples problem faced by traditional SVMs 
can be thought of as the result of strict binary decision-making. In this paper, 
we propose a Fuzzy SVM technique to overcome the small sample problem. 
Using Fuzzy SVM, each sample can be assigned a fuzzy membership to model 
users’ feedback gradually from ‘irrelevant’ to ‘relevant’ instead of strict binary 
labeling. We also propose to use Fuzzy SVM ensembles to further improve  
the classification results. We conduct extensive experiments to evaluate the  
performance of our proposed algorithm. Compared to the experimental results 
using traditional SVMs, we demonstrate that our proposed approach can  
significantly improve the retrieval performance of semantic image retrieval.  

1   Introduction 

Content-based image retrieval (CBIR) has received much attention from the research 
communities in the last decade [1]. Relevance feedback has been proposed to bridge 
the ‘semantic gap’ between the low-level visual feature vector representation of image 
content and the high-level user query concept.  Various relevance feedback tech-
niques have been proposed [2] and Support Vector Machines [3] have been recently 
used to learn and classify users’ feedback where the system constructs SVM classifi-
ers by training data from user’s feedback, and classifies all images in the database into 
two categories– “relevant” and “irrelevant”.  However, the relevance feedback proce-
dure is often a tedious and boring step for the users and may result in a small number 
of positive feedback and degrade the performance of SVM. To increase the number of 
training samples, several approaches have been proposed. In [4], He, King, Zhang et 
al proposed to learn a semantic space by learning the users’ past relevance feedback 
history. They called it the ‘long-term learning’ which is different from ‘short-term 
learning’ used to refer to the learning activities in a single retrieval session. In [5], 
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Yoshizawa and Schweitzer proposed a similar “long-term” approach to accumulate 
semantic groups using past relevant feedback information.  

All of the above approaches treat the training samples equally. However, human’s 
perception of visual content is quite subjective and therefore, the notion of whether or 
not an image is relevant is rather vague and hard to define. Part of the small training 
samples problem can be thought of as the result of strict binary decision-making in an 
environment where vagueness occurs in the image content representation, the similar-
ity measure and query concept. While most CBIR systems force users to use binary 
labeling, some systems provide one more option like ‘neutral’ as in BlobWorld [6].  
In [7] Rui, Huang, Ortega et al let the user assign a score varying from -3 (highly non-
relevant) to 3 (highly relevant) to each retrieved image. The user’s feedback is then 
used to refine the feature weights for the next iteration of retrieval.  

Unfortunately, binary labeling, and even multi-level labeling do not reflect the na-
ture of human concepts, which tend to be abstract, uncertain, and imprecise. It is more 
natural to use a fuzzy membership function to model users’ query concept gradually 
from ‘irrelevant’ to ‘relevant’. In [8], Frigui used Fuzzy set to assign linguistic labels 
to each image and used Fuzzy Choquet Integral to update the feature weights. In [9], 
Krishnapuram, Medasani, Jung et al. proposed a fuzzy attributed relational graph 
(FARG) to represent each image in the database and the user query was translated 
into a FARG. The image retrieval problem is then converted to a subgraph matching 
problem. However, in this approach there is no relevance feedback.  

In this paper, we propose a Fuzzy SVM (FSVM) technique to overcome the small 
sample problem. Using FSVM, each sample can be assigned a fuzzy membership to 
model users’ feedback gradually from ‘irrelevant’ to ‘relevant’ instead of strict binary 
labeling. While traditional SVM treats each sample equally, Fuzzy SVM deals with 
them with different importance. Users can now label the images using natural linguis-
tic variables such as “very relevant”, ”slightly irrelevant” or “moderately relevant” 
and so on. Therefore, more feedback can be collected.  We propose a new Fuzzy 
membership function to model those linguistic variables and a FSVM that can classify 
such Fuzzy samples. In [10], Choi and Lyu assigned a soft label to each training sam-
ple and added new training samples from user’s query logs. They also designed the 
soft label SVM to process the samples with different labels. This method is similar to 
our approach. However, the fuzzy membership value in our approach associated with 
each sample models users’ feedback gradually and naturally. It depends on current 
session information instead of past user log and is assigned directly by the user.  

Recently, it has been reported that using ensemble of SVM classifiers can generate 
a strong classifier by combining several weak classifiers [11]. In this paper, the 
method of classifier ensembles is also incorporated into the relevance feedback proc-
ess to improve the retrieval performance. However, the classifiers in our method are 
all Fuzzy SVMs that can process samples with fuzzy memberships and we treat the 
samples differently.  

The rest of this paper is organized as follows. Section 2 presents the Fuzzy  
SVM algorithm, Fuzzy membership function and Fuzzy SVM ensemble technique. 
Section 3 gives detailed experiments and performance comparison and Section 4 
concludes the paper.  
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2   Fuzzy Support Vector Machines 

Training samples in regular SVM are treated equally to impact the decision boundary. 
However, in the real world, not all samples are of the same importance or confidence. 
For example, a certain image labeled as “very relevant” should have larger impact 
than an uncertain image labeled as “slightly relevant”. Traditional SVM is very sensi-
tive to those uncertain training data points which are far away from their own classes 
since they are treated equally with other trusted data. To reduce the risk of such un-
certain data, we introduce the FSVM [12,13,14] to deal with the different impor-

tance/certainty of each data in our proposed algorithm. In FSVM, each data point ix
 

has an assigned membership value iu  according to its relative importance in the 

class. The training set becomes a fuzzy training set fS :      

NiuyxS iiif ,,2,1},,,{ ==  (1) 

For positive class ( 1+=iy ), the set of membership values are denoted as +
iu . For 

negative class ( 1−=iy  ), the set of membership values are denoted as −
iu . The two 

sets of fuzzy membership are assigned independently.  
Given a fuzzy training set, FSVM wants to maximize the margin of separation and 

minimize the classification error. FSVM adds fuzzy membership value iu to the cost 

function in order to reduce the effect of less important data points. A parameter m is 
used to influence the fuzziness of the fuzzified penalty term in the cost function. The 
objective function becomes  
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Now let the Lagrange function be 
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where iα  and iβ  are non-negative Lagrange multipliers. Differentiating L with  

respect to ibw ξ,,  and setting the results equal to zero, we have the following condi-

tions of optimality: 
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Substituting Eqs.(6-8) into Eq.(5), the Lagrange is a function of α  only. The dual of 
the optimal problem becomes 
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Then, the decision function can be derived as the form below 
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The only difference between regular SVM and FSVM is the upper bound of Lagrange 

multipliers iα  in the dual optimization function. The upper bounds of  iα  in regular 

SVM are bounded by a constant C  while in FSVM, iα  are bounded by m
iCu . The 

Support Vectors (SVs) with larger membership values will have larger effect on the 
decision boundary than the SVs with smaller membership values thus reducing the 
impact of uncertain data. 

2.1   Fuzzy Membership Function  

The membership values should reflect the relative importance of training data points 
in their classes. In [12], the fuzzy membership value is defined as the distance to the 
class center. However, this is impossible when the classes are not available. We de-
fine the fuzzy membership function as follows:  
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where )( ixD  is the decision value,
 

)( ixd  is the distance value between a training 

sample ix   to the optimal separating hyper-plane and is given by wxD i /)( . 

From Eq.(13-14), training samples that are closer to the SVM boundary have 
smaller membership values which means they are less likely to belong to the given 
class. While the samples that are farther away from the SVM boundary are more 
likely to belong to the given class and have larger membership values. 

2.2   Fuzzy SVM Ensembles 

It has been shown that Bagging technique can significantly improve classifier per-
formance. A better classifier can be integrated from multiple weak classifiers which 
are generated by bootstrapping, i.e. random sampling with replacement on the training 
samples. In order to further improve our FSVM performance, we adopt a similar 
asymmetric Bagging strategy as in [11]. Since we have a limited number of positive 
training samples compared with the number of negative samples, each FSVM classi-
fier is built using the same set of positive feedback and with a set of randomly sam-
pled negative feedback. The number of negative feedback is the same as the positive 
feedback. One major difference here is that since the samples that have smaller fuzzy 
membership values are closer to the SVM boundary thus are more “informative”, we 

include +N  positive and −N  ( −+ = NN ) negative samples with the smallest fuzzy 
membership value in each positive and negative training set. We call them the ‘Weak 
Positive (WP)’ and ‘Weak Negative (WN)’ set. These two sets are included in each 
classifier. Using balanced number of positive and negative samples and random sam-
pling, the FSVM ensemble approach avoids the un-balanced training sample and over 
fitting problem of traditional SVMs. 

 

Table 1. Asymmetric Bagging FSVM algorithm 

Input: positive fuzzy training set +FS  ,  

          negative fuzzy training set −FS  ,  
          weak negative training set (WN), 
          weak classifier FSVM,  
          integer l (the number of FSVM classifiers)  
          x is the test sample 
Output: decision value )(xD  

 
1. for i = 1 to l  

2. {      −
iFS =(Bootstrap sample from −FS  )   WN∪  

3.        );,,()( −+= ii FSFSxFSVMxD } 

4.    }1),({_)( lixDAggregateWMVxD i ≤≤=  
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We use weighted majority voting (WMV) method to aggregate the results from  

individual FSVM classifiers. Let )(xDi  ( li 1=  ) be the decision value of i-th 

individual FSVM classifiers, iw  is the weight associated with each classifier which is 

determined by its training error iε .  

)
1

log(
i

i
iw

ε
ε−

=  (15) 

iw  is further normalized such that =
i

iw 1.  The asymmetric bagging FSVM 

algorithm is listed in Table 1. The fuzzy membership value of each data sample is re-
calculated each time when a new decision value is )(xD obtained. 

3   Experimental Results 

3.1   Data Set and Representation 

We use two publicly available data sets for our experiment. The first data set is 
used in MUVIS [15]. It has 1000 images and we extract 10 categories with 100 
images in each category. The other data set is used in SIMPLIcity [16]. We ex-
tracted 2000 images for 20 categories and each category has 100 images.  Each 
category has a different semantic label such as food, flower, car, beach, tree, but-
terfly and so on.  

Three types of features, color, shape, and texture are extracted from each image to 
represent its content. The color feature used in our experiments is color moment. It is 
a 9-dimension feature vector where 3 moments (color mean, color variance and color 
skewness) in each color channel (H, S, and V) are extracted from each image. We use 
edge direction histogram for image shape feature. It is an 18-dimension feature vec-
tor. We quantize the edge direction histogram into 18 bins of 20 degree each from the 
edge image obtained by applying a Canny edge detector on the transformed gray 
image. The texture feature used is the co-occurrence feature. It is a 20-dimension 
feature by analyzing the Co-occurrence matrix. Details of these features can be found 
in [17]. 

3.2   Experimental Process 

In this section, we compare the new FSVM ensembles with existing algorithms 
through experiments on the two data sets. The experiments are simulated by a com-
puter automatically. A total of K percent of all images are selected randomly as test 
queries. We set 10=K  , thus a total number of 100 images are used to test the 10-
category data set and 200 images are used to test the 20-category data set. The  
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experiment steps are listed below and the relevance feedback is automatically done by 
the computer: 

1. A query image is randomly selected from the database. 
2. Use the Euclidean distance metric to compute distances between the query image 

and all the other images in the database. 
3. 20 images nearest to the query image are returned to the user as the first retrieval 

results. Mark all relevant images (i.e. images of the same concept as the query 
image) positive feedback and all others as negative. The initial fuzzy member 
ship value for all positive and negative feedback is set to 1.  

4. Use asymmetric bagging FSVM algorithm to learn an aggregated FSVM classi-
fier and classify all  images and get their decision values. 

5. Return top 20 images that are farthest from the FSVM boundary to the user as the 
results. Mark all images of the same concept as the query image with positive 
feedback and set fuzzy membership value to 1. We call them the “AbsolutePosi-
tive (AP)” samples. All other images are marked positive/negative according to 
their decision value and set their fuzzy membership values using Eq. (13-14). 
Mark the “Weak Positive (WP)” and “Weak Negative (WN)” samples. Construct  

positive fuzzy training set +FS  as all AP samples plus +N  WP samples:  

WPAPFS ∪=+  .  

Repeat Step 4 until the maximum number of iterations is reached.    
We use Average Precision as the performance measure. It is defined as the aver-

age ratio of the number of relevant images of the returned images over the number 
of all returned images. The 95% confidence interval half-widths of the average 
precision values are also computed accordingly by repeating the simulation process 
25 times to demonstrate the statistical significance of the average performance for 
each algorithm. In the experiments, we compare our proposed relevance feedback 
algorithm using FSVM ensembles (E_FSVM) over the traditional SVM (SVM) 
method and single Fuzzy SVM (FSVM) without ensemble technique. All three 
SVM algorithms are implemented using LIBSVM package [18] with the same RBF 
kernel and parameters. 

3.3   Performance Comparison 

Figure 1 and Figure 2 show the average precision values with confidence interval 
half-widths at each iteration for the three SVM algorithms over the two test data set. 
The precision curve of Fuzzy SVM ensembles (E_FSVM) outperformed single Fuzzy 
SVM (FSVM) and regular SVM. The average precision values of FSVM ensemble 
(E_FSVM) consistently outperform the other two. After 10 iterations, for Top20 re-
turned images, E_FSVM achieved 4.00% improvement over SVM and single FSVM 
achieved 1.37% improvement over SVM for the 10-category test data.  For the 20-
category data, the numbers are 6.97% and 2.56% respectively. Table 2 shows the 
details of the top20 results of the two category data at three iteration steps. 
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Fig. 1. Experimental results on 10-category data 
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Fig. 2. Experimental results on 20-category data 

4   Conclusion 

In this paper, we propose to use Fuzzy SVM ensembles to improve the relevance 
feedback performance in image retrieval. We use Fuzzy membership function to 
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Table 2. Top 20 Average Precision & Confidence Interval 

 10-Category Iteration 20-Category Iteration 
 #1 #6 #11 #1 #6 #11 
SVM 0.40126+ 

0.00468 
0.50918+ 
0.00613 

0.51119+ 
0.00597 

0.52461+ 
0.00679 

0.70528+ 
0.00674 

0.71206+ 
0.00608 

FSV
M 

0.40126+ 
0.00468 

0.50974+ 
0.00604 

0.52491+ 
0.00615 

0.52461+  
0.00679 

0.71890+  
0.00757 

0.73761+ 
0.00608 

E_FS
VM 

0.40126+ 
0.00468 

0.52419+ 
0.00642 

0.55127+ 
0.00587 

0.52461+ 
0.00679 

0.75369+ 
0.00634 

0.78178+ 
0.00565 

gradually model users feedback from ‘irrelevant’ to ‘relevant’ instead of strict binary 
labeling thus more feedback samples can be returned. We propose to use Fuzzy SVM 
to handle the training samples with different fuzzy membership values. The perform-
ance is further improved by using Fuzzy SVM ensembles using asymmetric bagging 
technique. The experimental results on two publicly available data sets show that the 
new approach can improve the relevance feedback performance significantly. 

Although the experimental results have shown the effectiveness of the proposed 
Fuzzy SVM ensemble approach, there is some further work that will be done in the 
near future. 

First, we use a 47-d combined feature vector to represent the image content. It is 
possible to use a much larger feature space and use random sub-space method to deal 
with the over-fitting problem as in [11]. We will use other features such as color his-
togram and wavelet-based texture technique with random sub-space method later. 

Second, it has been reported that noisy data will greatly affect the performance of 

SVMs. The current approach integrates the  +N  ( −N ) positive (negative) samples 
that are nearest to the SVM boundary in each iteration. These samples have a much 

smaller fuzzy membership value thus their impact are reduced. However, when +N  

( −N  ) is not appropriately small, some samples with larger fuzzy membership values 

may act as noisy data. Currently, we limit  +N  ( −N ) less than 20% of the ‘Absolute 

Positive’ samples. The effect of  +N  ( −N  ) will be further investigated.  
Furthermore, the number of FSVMs in the ensembles should be investigated. Cur-

rently, we use 5 FSVMs which is reported to be enough [11]. Further research will be 
conducted to find the optimal number of FSVMs. 
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Abstract. We present a method for mining frequently occurring ob-
jects and scenes from videos. Object candidates are detected by finding
recurring spatial arrangements of affine covariant regions. Our mining
method is based on the class of frequent itemset mining algorithms, which
have proven their efficiency in other domains, but have not been applied
to video mining before. In this work we show how to express vector-
quantized features and their spatial relations as itemsets. Furthermore,
a fast motion segmentation method is introduced as an attention filter
for the mining algorithm. Results are shown on real world data consisting
of music video clips.

1 Introduction

The goal of this work is to mine interesting objects and scenes from video data.
In other words, to detect frequently occurring objects automatically. Mining such
representative objects, actors, and scenes in video data is useful for many appli-
cations. For instance, they can serve as entry points for retrieval and browsing,
or they can provide a basis for video summarization. Our approach to video data
mining is based on the detection of recurring spatial arrangements of local fea-
tures. These features are represented in quantized codebooks, which has been a
recently popular and successful technique in object recognition, retrieval [14] and
classification [10]. On top of this representation, we introduce a method to de-
tect frequently re-occurring spatial configurations of codebook entries. Whereas
isolated features still show weak links with semantic content, their co-occurrence
has far greater meaning. Our approach relies on frequent itemset mining algo-
rithms, which have been successfully applied to several other, large-scale data
mining problems such as market basket analysis or query log analysis [1,2]. In
our context, the concept of an item corresponds to a codebook entry. The input
to the mining algorithm consists of subsets of feature-codebook entries for each
video frame, encoded into ”transactions”, as they are known in the data mining
literature [1]. We demonstrate how to incorporate spatial arrangement informa-
tion in transactions and how to select the neighborhood defining the subset of
image features included in a transaction. For scenes with significant motion, we
define this neighborhood via motion segmentation. To this end, we also introduce
a simple and very fast technique for motion segmentation on feature codebooks.
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Few works have dealt with the problem of mining objects composed of local
features from video data. In this respect, the closest work to ours is by Sivic and
Zisserman [5]. However, there are considerable differences. [5] starts by selecting
subsets of quantized features. The neighborhoods for mining are always of fixed
size (e.g. the 20 nearest neighbors). Each such neighborhood is expressed as a
simple, orderless bag-of-words, represented as a sparse binary indicator vector.
The actual mining proceeds by computing the dot-product between all pairs
of neighborhoods and setting a threshold on the resulting number of codebook
terms they have in common. While this definition of a neighborhood is similar
in spirit to our transactions, we also include information about the localization
of the feature within its neighborhood. Furthermore, the neighborhood itself is
not of fixed size. For scenes containing significant motion, we can exploit our
fast motion segmentation to restrict the neighborhood to features with similar
motions, and hence more likely to belong to a single object. As another important
difference, unlike [5] our approach does not require pairwise matching of bag-
of-words indicator vectors, but it relies instead on a frequent itemset mining
algorithm, which is a well studied technique in data mining. This brings the
additional benefit of knowing which regions are common between neighborhoods,
versus the dot-product technique only reporting how many they are. It also
opens the doors to a large body of research on the efficient detection of frequent
itemsets and many deduced mining methods.

To the best of our knowledge, no work has been published on frequent itemset
mining of video data, and very little is reported on static image data. In [3] an
extended association rule mining algorithm was used to mine spatial associations
between five classes of texture-tiles in aerial images (forest, urban etc.). In [4]
association rules were used to create a classifier for breast cancer detection from
mammogram-images. Each mammogram was first cropped to contain the same
fraction of the breast, and then described by photometric moments. Compared
to our method, both works were only applied to static image data containing
rather small variations.

The remainder of this paper is organized as follows. First the pre-processing
steps (i.e. video shot detection, local feature extraction and clustering into ap-
pearance codebooks) are described in section 2. Section 3 introduces the concepts
of our mining method. Section 4 describes the application of the mining method
to video sequences. Finally, results are shown in section 5.

2 Shot Detection, Features and Appearance Codebooks

The main processing stages of our system (next sections) rely on the prior sub-
division of the video into shots. We apply the shot partitioning algorithm [6],
and pick four ”keyframes” per second within each shot. As in [5], this results
in a denser and more uniform sampling than when using the keyframes selected
by [6]. In each keyframe we extract two types of affine covariant features (re-
gions): Hessian-Affine [7] and MSER [8]. Affine covariant features are preferred
over simpler scale-invariant ones, as they provide robustness against viewpoint
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changes. Each normalized region is described with a SIFT-descriptor [9]. Next,
a quantized codebook [10] (also called ”visual vocabulary” [5]) is constructed by
clustering the SIFT descriptors with the hierarchical-agglomerative technique
described in [10]. In a typical video, this results in about 8000 appearance clus-
ters for each feature type.

We apply the ’stop-list’ method known from text-retrieval and [5] as a final
polishing: very frequent and very rare visual words are removed from the code-
book (the 5% most and 5% least frequent). Note that the following processing
stages use only the spatial location of features and their assigned appearance-
codebook id’s. The appearance descriptors are no longer needed.

3 Our Mining Approach

Our goal is to find frequent spatial configurations of visual words in video scenes.
For the time being, let us consider a configuration to be just an unordered set of
visual words. We add spatial relationships later, in section 3.2. For a codebook
of size d there are 2d possible subsets of visual words. For each of our two feature
types we have a codebook with about 8000 words, which means d is typically
> 10000, resulting in an immense search space. Hence we need a mining method
capable of dealing with such a large dataset and to return frequently occurring
word combinations. Frequent itemset mining methods are a good choice, as they
have solved analogous problems in market basket like data [1,2]. Here we briefly
summarize the terminology and methodology of frequent itemset mining.

3.1 Frequent Itemset Mining

Let I = {i1 . . . ip} be a set of p items. Let A be a subset of I with l items,i.e.
A ⊆ I, |A| = l. Then we call A a l-itemset. A transaction is an itemset T ⊆ I with
a transaction identifier tid(T ). A transaction database D is a set of transactions
with unique identifiers D = {T1 . . . Tn}. We say that a transaction T supports
an itemset A, if A ⊆ T . We can now define the support of an itemset A in the
transactions-database D as follows:

Definition 1. The support of an itemset A ∈ D is

support(A) =
|{T ∈ D|A ⊆ T }|

|D| ∈ [0, 1] (1)

An itemset A is called frequent in D if support(A) ≥ s where s is a threshold
for the minimal support defined by the user.

Frequent itemsets are subject to the monotonicity property: all l-subsets of
frequent (l+1)-sets are also frequent. The well known APriori algorithm [1] takes
advantage of the monotonicity property and allows us to find frequent itemsets
very quickly.
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3.2 Incorporating Spatial Information

In our context, the items correspond to visual words. In the simplest case, a
transaction would be created for each visual word, and would consist of an or-
derless bag of all other words within some image neighborhood. In order to
include also spatial information (i.e. locations of visual words) in the mining
process, we further adapt the concept of an item to our problem. The key idea
is to encode spatial information directly in the items. In each image we create
transactions from the neighborhood around a limited subset of selected words
{vc}. These words must appear in at least fmin and at most in fmax frames.
This is motivated by the notion that neighbourhoods containing a very infre-
quent word would create infrequent itemsets, neighbourhoods around extremely
frequent word have a high probability of being part of clutter. Each vc must also
have a matching word in the previous frame, if both frames are from the same
shot. Typically, with these restrictions, about 1/4 of the regions in a frame are
selected.

For each vc we create a transaction which contains the surrounding k near-
est words together with their rough spatial arrangement. The neighbourhood
around vc is divided into B sections. In all experiments we use B = 4 sections.
Each section covers 90 ◦ plus an overlap o = 5 ◦ with its neighboring sections,
to be robust against small rotations. We label the sections {tl, tr, bl, br} (for
”top-left”, ”top-right”, etc.), and append to each visual word the label of the
section it lies in. In the example in figure 1, the transaction created for vc is
T = {tl55, tl9, tr923, br79, br23, bl23, bl9}. In the following, we refer to the se-
lected words {vc} as central words. Although the approach only accomodates for
small rotations, in most videos objects rarely appear in substantially different
orientations. Rotations of the neighborhood stemming from perspective trans-
formations are safely accomodated by the overlap o. Although augmenting the
items in this fashion increases their total number by a factor B, no changes to
the frequent itemset mining algorithm itself are necessary. Besides, thanks to
the careful selection of the central visual words vc, we reduce the number of
transactions and thus the runtime of the algorithm.

Fig. 1. Creating transaction from a neighborhood. The area around a central visual
word vc is divided into sections. Each section is labeled (tl, tr, bl, br) and the label is
appended to the visual word ids.
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3.3 Exploiting Motion

Shots containing significant motion1 allow us to further increase the degree of
specificity of transactions: if we had a rough segmentation of the scene into
object candidates, we could restrict the neighborhood for a transaction to the
segmented area for each candidate, hence dramatically simplifying the task of
the mining algorithm. In this case, as the central visual words vc we pick the
two closest regions to the center of the segmented image area. All other words
inside the segmented area are included in the transaction (figure 3).

In this section, we propose a simple and very fast motion segmentation algo-
rithm to find such object candidates. The assumption is that interesting objects
move independently from each other within a shot. More precisely, we can iden-
tify groups of visual words which translate consistently from frame to frame.
The grouping method consists of two steps:

Step 1. Matching words. A pair of words from two frames f(t), f(t+n) at times
t and t + n is deemed matched if they have the same codebook ids (i.e. they
are in the same appearance cluster), and if the translation is below a maximum
translation threshold tmax. This matching step is extremely fast, since we rely
only on cluster id correspondences. In our experiments we typically use tmax = 40
pixels and n = 6 since we operate on four keyframes per second.

Step 2. Translation clustering. At each timestep t, the pairs of regions matched
between frames f(t) and f(t+n) are grouped according to their translation using
k-means clustering. In order to determine the initial number of motion groups k,
k-means is initialized with a leader initialization [12], on the translation between
the first two frames. For each remaining timestep, we run k-means three times
with different values for k, specifically

k(t) ∈ {k(t − 1) − 1, k(t − 1), k(t − 1) + 1} (2)

where k(t − 1) is the number of motion groups in the previous timestep. k(t)
is constrained to be in [2...6]. This prevents the number of motion groups from
changing abruptly from frame to frame. To further improve stability, we run
the algorithm twice for each k with different random initializations. From the
resulting different clusterings, we keep the one with the best mean silhouette
value [13]. We improve the quality of the motion groups with the following filter.
For each motion group, we estimate a series of bounding-boxes, containing from
80% progressively up to all regions closest to the spatial median of the group.
We retain as bounding-box for the group the one with the maximal density
number of regions
bounding box area . This procedure removes from the motion groups regions located
far from most of the others. These are most often mismatches which accidentally
translate similar to the group.

The closest two visual words to the bounding box center are now selected as
the central visual word vc for the motion group. Figure 2 shows detected motion
groups for a scene of a music videoclip.
1 Since shot partitioning [6] returns a single keyframe for static shots and several

keyframes for moving shots, we can easily detect shots with significant motion.
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Fig. 2. First row: motion groups (only region centers shown) with bounding boxes. Sec-
ond row: motion groups in translation space. Note: colors do not necessarily correspond
along a row, since groups are not tracked along time.

Fig. 3. Creating transactions: (a) static shots: transactions are formed around each vc

from the k-neighborhood. (b) shots with considerable motion: a motion group is the
basis for a transaction, thus the number of items in a transaction is not fixed but given
by the size of the motion group. With (b) in general fewer transactions are generated.

4 Mining the Entire Video

We quickly summarize the processing stages from the previous sections. A video
is first partitioned into shots. For rather static shots we create transactions from
a fixed neighborhood around each central word (subsection 3.2). For shots with
considerable motion, we use as central words the two words closest to the spatial
center of the motion group, and create two transactions covering only visual words
within it. For frequent itemset mining itself we use an implementation of APriori
from [11]. We mine so called ”maximal frequent itemsets”. An itemset is called
maximal if no superset is frequent. Only sets with four or more items are kept.

Note how frequent itemset mining returns sparse but discriminative descrip-
tions of neighborhoods. As opposed to the dot-product of binary indicator vec-
tors used in [5], the frequent itemsets show which visual words cooccur in the
mined transactions. Such a sparse description might also be helpful for efficiently
indexing mined objects.
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4.1 Choosing a Support Threshold

The choice of a good minimal support threshold s in frequent itemset mining is
not easy, especially in our untraditional setting where items and itemsets are con-
structed without supervision. If the threshold is too high, no frequent itemsets
are mined. If it is too low, too many (possibly millions) are mined. Thus, rather
than defining a fixed threshold, we run the algorithm with several thresholds,
until the number of frequent itemsets falls within a reasonable range. We achieve
this with a binary split search strategy. Two extremal support thresholds are de-
fined, slow and shigh. The number of itemsets is desired to be between nmin and
nmax. Let n be the number of itemsets mined in the current step of the search,
and s be the corresponding support threshold. If the number of itemsets is not
in the desired range, we update s by the following rule and rerun the miner:

s(t+1) =

{
s(t) + (shigh−s(t))

2 , slow = s(t) if n > nmax

s(t) − (s(t)−slow)
2 , shigh = s(t) if n < nmin

Since the mining algorithm is very fast, we can afford to run it several times
(runtimes reported in the result section).

4.2 Finding Interesting Itemsets

The output of the APriori algorithm is usually a rather large set of frequent
itemsets, depending on the minimal support threshold. Finding interesting item
sets (and association rules) is a much discussed topic in the data mining litera-
ture [16]. There are several approaches which define interestingness with purely
statistical measures. For instance, itemsets whose items appear statistically de-
pendent are interesting. A measure for independence can be defined as follows.
Assuming independence, the expected value for the support of an itemset is
computed from the product of the supports of the individual items. The ratio
of actual and expected support of an itemset is computed and its difference to
1 serves as an interestingness measure (i.e. difference to perfect independence).
Only itemsets for which this difference is above a given threshold are retained
as interesting. This was suggested in [11] and had in general a positive effect on
the quality of our mining results.

Another strategy is to rely on domain-specific knowledge. In our domain,
itemsets which describe a spatial configuration stretching across multiple sections
tl, tr, bl, br are interesting. These itemsets are less likely to appear by coincidence
and also make the most of our spatial encoding scheme, in that these configura-
tions respect stronger spatial constraints. The number of sections that an itemset
has to cover in order to be selected depends on a threshold nsec ∈ {1 . . . 4}. Se-
lecting interesting itemsets with this criteria is easily implemented and reduces
the number of itemsets drastically (typically by a factor 10 to 100).

4.3 Itemset Clustering

Since the frequent itemset mining typically returns spatially and temporally
overlapping itemsets, we merge them with a final clustering stage. Pairs of item-
sets which jointly appear in more than F frames and share more than R regions
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are merged. Merging starts from the pair with the highest sum R + F . If any of
the two itemsets in a pair is already part of a cluster, the other itemset is also
added to that cluster. Otherwise, a new cluster is created.

5 Results and Conclusion

We present results on two music videos from Kylie Minogue [17,18]. In particular
the clip [17] makes an interesting test case for mining, because the singer passes
by the same locations three times, and it even appears replicated several times
in some frames. (Figure 4, third row). Hence, we can test whether the miner
picks up the reappearing objects. Furthermore, the scene gets more and more
crowded with time, hence allowing to test the system’s robustness to clutter.

A few of the objects mined from the 1500 keyframes long clip [17] are shown in
figure 4. The full miner was used, including motion grouping and itemset filtering
with nsec = 2. The building in the first row is mined in spite of viewpoint changes,
thereby showing this ability of our approach. The street scene in the second row
is mined in spite of partial occlusion. Finally, in the third row the singer is mined,
based on her shirt. The second video frame of this row is particularly interesting,
since the singer appears in three copies and all of them were mined.

Figure 5 shows typical results for mining with a fixed 40-neighborhood, i.e.
without motion segmentation, akin to what proposed by [5]. As can be seen in
subfigures 5a and 5b, only smaller parts of the large objects from figure 4 are
mined. More examples of objects mined at the 40-neighborhood scale are shown
in the other subfigures. Comparing these results to those in figure 4 highlights the
benefits of defining the neighborhood for mining based on motion segmentation.
Thanks to it, objects can be mined at their actual size (number of regions),
which can vary widely from object to object, instead than being confined to
a fixed, predefined size. Additionally, the singer was not mined when motion
segmentation was turned off. The last row of figure 4 shows example objects
mined from the clip [18] with a 40-neighbourhood. Our algorithm is naturally
challenged by sparsely textured, non-rigid objects. As an example one could
mention the legs of the main character. There are few features to begin with
and the walking motion strongly changes the configuration of those, thus not
the whole body is detected as object.

In table 1 we compare quantitatively mining with motion segmentation, and
with a fixed 40-neighborhood for the clip [17]. Note that there are only 8056
transactions when using motion segmentation, compared to more than half a
million when using a fixed 40-neighborhood. While the runtime is very short for
both cases, the method is faster for the 40-neighborhood case, because transac-
tions are shorter and only shorter itemsets were frequent. Additionally, in the
40-NN case, the support threshold to mine even a small set of only 285 frequent
itemsets has to be set more than a factor 10 lower. The mean time for performing
motion segmentation matching + k-means clustering) was typically about 0.4s
per frame, but obviously depends on the number of features detected per frame.

In conclusion, we showed that our mining approach based on frequent itemsets
is a suitable and efficient tool for video mining. Restricting the neighborhood by



368 T. Quack, V. Ferrari, and L. Van Gool

Fig. 4. Top three rows: results for clip [17]. Each row shows instances from one itemset
cluster. Bottom row: results for clip [18].

Fig. 5. Examples for clip [17] mined at a fixed 40 neighborhood
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Table 1. Mining methods compared. Regions: number of regions in entire video. #T :
number of transactions. t FIMI : runtime of frequent itemset mining. s: support thresh-
old. #FI : number of frequent itemsets. FI filt : number of FI after filtering step with
nsec sections. Clusters: number of clusters for itemset clustering with parameters F ,R.

Method Regions #T t FIMI s # FI # FI filt (nsec) Clusters (F ,R)
Motion Seg. 2.87 ∗ 106 8056 56.12s 0.015 27654 308 (2) 11 (2,2)
40-NN 2.87 ∗ 106 511626 18.79s 0.0001 285 285 (0) 55 (2,2)

motion grouping has proven to be useful for detecting objects of different sizes at
the same time. Future works include testing on larger datasets (e.g. TRECVID),
defining more interestingness measures, and stronger customization of itemset
mining algorithms to video data.
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Abstract. Extraction and utilization of high-level semantic features are
critical for more effective video retrieval. However, the performance of
video retrieval hasn’t benefited much despite of the advances in high-level
feature extraction. To make good use of high-level semantic features in
video retrieval, we present a method called pointwise mutual informa-
tion weighted scheme(PMIWS). The method makes a good judgment
of the relevance of all the semantic features to the queries, taking the
characteristics of semantic features into account. The method can also
be extended for the fusion of multi-modalities. Experiment results based
on TRECVID2005 corpus demonstrate the effectiveness of the method.

1 Introduction

The wide availability of digital sensors, the high bandwidth Internet, and the
falling price of storage devices have resulted in the increasing growth of unstruc-
tured digital media content. Therefore, developing effective information man-
agement technologies is a matter of great urgency. Since the last decade, the
problem of content-based video retrieval has been actively researched by many
communities.

Early research emphasizes on low-level image features such as color, texture
and shape. However, ”the lack of coincidence between the information that one
can extract from the visual data and the interpretation that the same data have
for a user in a given situation” [1], which is well known as semantic gap, makes
the early retrieval systems disappointing. Moreover, the computation of high
dimensional low-level features can lead to poor efficiency. On the other hand,
using high-level semantic features for video retrieval allows people to perform
search in the semantic level, which is more intuitive. Also, high-level semantic
features can integrate additional knowledge of a specific domain as well as low-
level features. What’s more, they are compact enough so that the retrieval can
be performed fast. Though the extraction of high-level semantic features is time
consuming, it can be performed offline [11].

To take full advantage of the virtues of high-level semantic features for video
retrieval, there are two issues to be addressed: 1) How to extract reliable high-
level semantic features. 2) How to use high-level semantic features to describe
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dataset and queries with relevant retrieval method. The advances in machine
learning, and the availability of large annotated information sources, e.g., the
TRECVID benchmark, have brought great advances in high-level feature ex-
traction. The lexicon size of semantic features is believed to reach to 1000 in a
few years, and the performances of high-level feature extraction in TRECVID
2005 are generally higher than before [5]. However, the performance of video re-
trieval hasn’t benefited much from using high-level semantic features currently.
High-level semantic features are considered not useful except a few topics which
have well-performing correlated semantic features in [14], and semantic feature
sets are used for only 5% of the interactions of interactive retrieval and contribute
to negligible improvement [3].

One of the most important causes to the unsatisfying utilization of semantic
features is that the issue of interaction between the semantic feature extrac-
tion and the search tasks has not been explored enough. Semantic features are
mostly treated as complementary elements of other modalities. In most methods
only the highly relevant semantic features are chosen, and then fused with other
modalities based on complicated analysis of the whole retrieval system. In prac-
tice, it is hard to find highly relevant semantic features for most queries, and it is
too rude to neglect any semantic feature which is not highly relevant since it may
be also helpful for multi-modal fusion. Therefore, we present a method called
pointwise mutual information weighted scheme (PMIWS). The method makes
a good judgment of the relevance of all the semantic features to the queries,
taking the characteristics of semantic features into account. The method can
also be extended for the fusion of multi-modalities. Experiment results based on
TRECVID2005 corpus demonstrate the effectiveness of the method.

The remainder of this paper is organized as follows. Section 2 gives a brief
review of the related work. Then in Section 3, we present details of our approach.
Experiments are presented in Section 4. And finally come the conclusions.

2 Related Work

High-level semantic features have been applied in different ways to improve the
performance of video retrieval systems. Once semantic features are extracted,
shots of dataset can be described by the relevance of them to semantic features,
called feature scores. So are queries. With this representation, some machine
learning approaches such as SVM are used to classify shots of dataset into two
classes: related to the query, not related to the query [6]. The main challenge
of this method is that there are a very small number of distinct positive exam-
ples and no negative examples. Currently the most popular method is simply
the weighted-sum of shot feature scores. In this method, semantic features are
assigned with proper weights, which represent the relevance of semantic features
to queries. Thus the similarity measurement of shots and a query can be finished
by the weighted-sum of shot feature scores.

The techniques for determining weights of features can be divided into three
main categories:
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1. Manual methods. For manual or interactive retrieval, the weights of se-
mantic features can be assigned by human. But as pointed out in [3], it is too
ambiguous for people to express a clear, consistent opinion about the relevance
of the features to the queries. And it is not realistic while using a large set of
semantic features.

2. Text based methods. Commonly, the text based methods calculate the fea-
ture weights by measuring the similarity between the query text and the con-
cepts’ description [14, 15, 16, 18], or using a preprocessed word-concept index
[6, 7, 17]. In [15,16], only relevant concepts were utilized. Negative features were
also considered in [17] while frequently-used features were added in [18]. More
generally, all the semantic features are used in [6, 7, 14].

3. Semantic feature based methods. With semantic features already extracted
from query as well as shots of dataset, it is natural to make use of them for
determining weights of features, yet less work has been done this way [2, 7,
15]. In [2] it is said that the query feature scores are used to construct model
vectors followed by appropriate normalization to remove bias and optionally by
validity weighting to capture relative concept. But the detail of the normalization
is not available. As this kind of methods can benefit more with the improved
performances of high-level feature extraction, it needs to be further explored.

To distinguish expected results among hundreds of thousands of different
shots, high-level features need to be integrated with other modalities. Though
many methods are based on complicated analysis of the whole retrieval system,
there are also some valuable works. Iyengar proposed a joint probability model
for both the text and the visual components of multimedia documents [8]. Yan
proposed to utilize query-class dependent weights within a hierarchical mixture-
of-expert framework to combine multiple retrieval results in [10].

3 Our Approach

The task of video retrieval can be modelled as follows. Let D be a specific
dataset of video shots, Q be the collection of queries which represent the user’s
information needs. For a given query q ∈ Q, let Y be the random variable which
represents whether a shot d ∈ D meets the information needs described by q.
There are two possible results: meet and not meet, which we can label as y1 and
y0. It is hard, if possible, to determine the value of Y for shots of D. Actually, the
objective of video retrieval is to estimate the probability p(Y (d) = y1), d ∈ D.

To realize this objective, features which describe different attributes of shots
are firstly extracted, and then p(Y (d) = y1) is estimated using the information
provided by the features. In our approach, we model and extract 33 high-level
features firstly, and then we present a method called pointwise mutual infor-
mation weighted scheme (PMIWS) to utilize the information provided by these
features. Text retrieval is also performed and the result is fused with seman-
tic features by PMIWS, taking text of the query as another feature Qtext. The
overview of our video retrieval system is illustrated in Figure 1.
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Fig. 1. Overview of the video retrieval system

3.1 High-Level Semantic Feature Extraction

Let C = {C1, C2, . . . , Cn} be the semantic feature set. For a given feature Ci ∈ C,
let Xi be the random variable which represents the existence of Ci in a shot in D
or a query q, where i ∈ {1, 2, . . . , n}. In this case, there are two possible results:
exist and not exist, which we can label as xi1 and xi0. Generally, in the semantic
feature extraction, a detector for the semantic feature Ci is modelled and used
to produce confidence scores, which represent the probability p(Xi(d) = xi1),
Where d ∈ D, i ∈ {1, 2, . . . , n}.

In our approach, we model and extract 33 high-level features which have
support of more than 100 positive samples in the training set of TRECVID2005.
The lexicon can refer to [12]. We use SVM as the base classifiers, and propose
a Relay Boost approach to fuse the confidence scores produced by the base
classifiers. The output of feature Ci for shot d ∈ D is

Confidencei(d) =
∑

j

αi
j × conf i

j(d), j ∈ {1, 2, . . . , m}

where m is the number of base classifiers of Ci, αi
j is the weight of jth base clas-

sifier of Ci, and conf i
j(d) is the confidence score produced by jth base classifier

of Ci, which are mapped from SVM outputs by Platt’s conversion method to
represent the probabilities of Ci existing in d [13]. Details can be seen in [7].
Divided by the weights of base classifiers of Ci, Confidencei(d) can be normal-
ized to give an estimation of p(Xi(d) = xi1), which we refer to as Feature Score
for Ci:

p(Xi(d) = xi1) =
Confidencei(d)∑

j

αi
j

=

∑
j

αi
j × conf i

j(d)∑
j

αi
j

, j ∈ {1, 2, . . . , m}
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The semantic feature extraction is also done for q ∈ Q, which gives an esti-
mation of p(Xi(q) = xi1) by the same formula.

3.2 Pointwise Mutual Information Weighted Scheme (PMIWS)

With semantic features extracted, p(Y (d) = y1) can be estimated using the
information provided by semantic features. We use pointwise mutual information
to fulfill this work.

Originally, if we draw one sample of D at random, the entropy or uncertainty
of Y is defined in terms of prior probabilities using Shannon’s definition:

H(Y ) = −
∑

y

p(y) · log(p(y)), y ∈ {y1, y0}.

After having observed Xi, the uncertainty of Y is the conditional entropy:

H(Y |Xi) = −
∑
xi

∑
y

p(y, xi) · log(p(y|xi)), y ∈ {y1, y0}, xi ∈ {xi1, xi0}

Then the reduction in uncertainty of Y due to knowing about Xi is called mutual
information:

I(Y, Xi)=H(Y )−H(Y |Xi)=
∑
xi,y

p(xi, y) · log
p(xi, y)

p(xi)p(y)
, y∈{y1, y0}, xi ∈{xi1, xi0}

Furthermore, mutual information between two particular points is defined as
pointwise mutual information [4]:

I(y, xi) = log
p(xi, y)

p(xi)p(y)
= log

p(xi|y)
p(xi)

, y ∈ {y1, y0}, xi ∈ {xi1, xi0}

The pointwise mutual information can be regarded as the amount of infor-
mation xi contains about y. The magnitude of I(y, xi) indicates the power of
influence of event {X = xi} to event {Y = y}, while the sign of I(y, xi) indicates
the direction of influence of event {X = xi} to event {Y = y}, i.e., increasing or
decreasing the confidence of event {Y = y} happening. It equals to zero when
{X = xi} and {Y = y} are independent. Thus, we can use I(yi, xi1) as the
weight of semantic feature Ci with linear normalization:

weightCi = Normalize(I(y1, xi1)) = α · log p(xi1|y1)
p(xi1)

The normalization coefficient α is the same for all the semantic features.And
then we can estimate p(Y (d) = y1) by the weight sum of p(Xi(d) = xi1), where
i ∈ {1, 2, . . . , 33}:

p(Y (d) = y1)=
∑

i

weightCi · p(Xi(d)=xi1)=α·
∑

i

log
p(xi1|y1)
p(xi1)

· p(Xi(d)=xi1)
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Here, p(Xi(d) = xi1) has been estimated by semantic feature extraction. p(xi1) =
Meand∈D(p(Xi(d) = xi1)). And p(xi1|y1) ≡ p(Xi(d) = xi1|Y (d) = y1) can be
approximated by p(Xi(q) = xi1), since q certainly satisfies Y (q) = y1.

The pointwise mutual information weight has grasped two principal issues
of high-level semantic features in its expression, i.e., importance and reliability.
Firstly, it brings in a term of p(xi1), which expresses the underlying importance
of different features compared with p(xi1|y1). It is biased towards infrequent
semantic features existing in q. For example, if there is a person and a ship
shown in the example of q, then the feature of ”ship” is believed to be more
important as it is less frequent. However, if the person is George Bush, then
the feature of ”George Bush”, if modelled, is believed to be more important.
That is consistent with common usage. But there is also a risk that unreliable
detectors of features with less frequency maybe mislead the retrieval. So sec-
ondly, it brings in the log factor, which makes it more robust to the unreliable
detectors.

3.3 Fusion with Text Retrieval Result

The PMIWS method can not only handle the fusion of multiple semantic fea-
tures, but also be easy to extend to the fusion of multi-modalities by treating
other modalities as one or several kinds of high-level features. We will describe
the fusion of high-level semantic features and text retrieval result below.

Our text retrieval system is based on an OKAPI-TF formula using the tran-
scripts from the ASR/MT output provided by NIST. Pseudo feedback is also
performed. For shot d the text retrieval system will give a score T (d). Details
can be seen in [7]. We treat text of the query as a high-level feature Qtext. Let
Xtext be the random variable which represents the existence of Qtext in a shot
of D. There are two possible results: exist and not exist, which we can label as
t1 and t0. Similar to aforementioned analysis, we can use I(y1, t1) as the weight
of Qtext by linear normalization:

weightQtext = Normalize(I(y1, t1)) = β · log p(t1|y1)
p(t1)

The normalization coefficient β is the same for all the semantic features in
place of α. Then p(Y (d) = y1) can be refined by adding one term of t1 (i ∈
{1, 2, . . . , 33}):

p(Y (d)=y1)=β · {
∑

i

log
p(xi1|y1)
p(xi1)

·p(Xi(d)=xi1)+log
p(t1|y1)
p(t1)

·p(Xtext(d)= t1)}

Here, p(Xtext(d) = t1) is estimated by normalizing the text retrieval result T (d)
to 0-1, according to the minimum and maximum value of T (d) in the dataset.
And p(t1) = Meand∈D(p(Xtext(d) = t1)), d ∈ D. While p(t1|y1) is assumed to
be 1. β can be omitted as it doesn’t affect the result for final ranking.
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4 Experiments

4.1 Dataset and Evaluation

The experiments are performed on TRECVID2005 dataset provided by NIST.
The total amount of news video for the evaluated tasks is about 169 hours, in
MPEG-1 format: 43 in Arabic, 52 in Chinese, 74 in English [5]. About 160 hours
of them is used for Search Benchmark, the earlier half as development data, and
the later half as test data. The data is divided into shots, which are the basic
units of video retrieval. For each shot, more than one keyframe is extracted
for performing the high-level feature extraction. NIST also provides the English
ASR output and machine-translated transcripts for those non English video
materials, which are used for text retrieval. We use the 24 multimedia search
topics developed by NIST for our experiments. Details of the topics can be seen
in [5].

The performances are evaluated by non-interpolated average precision (AP)
and mean average precision (MAP) criteria. Non-interpolated average preci-
sion is calculated by computing the precision after every retrieved relevant shot
and then averaging these precisions over the total number of retrieved rele-
vant/correct shots in the collection for that topic/feature or the maximum al-
lowed result set (whichever is smaller). Average precision favors highly ranked
relevant documents. It allows comparison of result sets of different sizes. The
topic averages are averaged across all topics to create the non-interpolated mean
average precision (MAP). See the TREC-10 Proceedings appendix on common
evaluation measures for more information [9].

4.2 Experiment Results

We present four runs of automatic retrieval. The descriptions of the four runs
are as follows and the evaluation results are shown in Figure 2, compared with
the median effect of automatic retrievals in TRECVID2005.

Run1: This run uses only text retrieval on ASR/MT.
Run2: This run uses high-level feature score weighted sum method, using

the feature scores of queries as weights directly.
Run3: This run uses high-level feature score weighted sum method, using

PMIWS to calculate weights.
Run4: This run integrates high-level features and text retrieval result

with PMIWS.

Observed from Figure 2, using point mutual information as weights of high-
level features (Run3) is obviously better than using the feature scores of queries
as weights (Run2). We can also find that high-level features are usable for
topics which have correlated specific concepts. If the correlation is tight and
the correlated specific concepts are well-performing, the results of using high-
level features (Run3) can be even better than results of text retrieval (Run1)
like 0155(map), 0165(basketball), 0168(road, car), 0170(building), 0171(goal).
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Fig. 2. Performance evaluation results

This validates the effectiveness of PMIWS for judging the relevance of high-level
features to queries.

The comparison of individual retrieval runs (Run1 and Run3) and fusion runs
(Run4) are also clear in Figure 2. For almost all of the topics, the result of fusion
(Run4) is better than the results of using text only (Run1) and using high-level
features only (Run3). Note for some topics like the named topics, high-level fea-
tures are useless by themselves but useful for fusion. This can be explained by
regarding high-level features as revisers, which correct the temporal mismatch
of the text and the visual content of shots. The MAP of fusion (Run4) is 41.5%
higher than using text only (Run1) and 236.3% higher than using high-level
features only (Run3). And it is much better than the median effect of auto-
matic retrievals in TRECVID2005 for all topics. This exhibits the effectiveness
of PMIWS for multi-modal fusion.

5 Conclusions and Future Works

In this paper, we investigate the issue of how to make good use of high-level
semantic features in video retrieval. We focus on determining the relevance of
all the semantic features to the query. To achieve this, a method called point-
wise mutual information weighted scheme(PMIWS) is presented, which has the
following advantages:

1) The method can reflect the exact relevance of semantic features to queries
and assigned reasonable weights, by considering the prior distributions of high-
level features and referring to information theory.
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2) The method gives an integrated view of fusing semantic features and text.
Experiments demonstrate that the fusion retrieval has great improvements on
individual retrievals. The idea can be extended for other modalities.

3) The weights of semantic features are calculated automatically based on the
semantic feature extraction. It is scalable with the advances of high-level feature
extraction.

In the future, we will focus our work on the following aspects to make this
method a more effective and practical one:

1) The performance of our high-level feature extraction is not adequately well,
which greatly restricts the search performance. Even for the positive samples and
a correlated high-level feature of the same query, the feature extraction results
are not always consistent. So we have to further improve the performance of
high-level feature extraction. Meanwhile we should consider the radiabilities of
semantic feature detectors more carefully.

2) Taking text of the query as another feature Qtext is somewhat crude. We
will go further to analyze text of the query and then get more meaningful text
features. We will also use PMIWS to fuse the other modalities.

3) Lack of positive examples remains a big problem. Interactive retrieval can
be a great help to this with human interaction, and we will investigate the
application of PMIWS in an interactive setting to achieve better results.
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Abstract. We propose a new approach to recognize objects and scenes
in news videos motivated by the availability of large video collections.
This approach considers the recognition problem as the translation of
visual elements to words. The correspondences between visual elements
and words are learned using the methods adapted from statistical
machine translation and used to predict words for particular image re-
gions (region naming), for entire images (auto-annotation), or to asso-
ciate the automatically generated speech transcript text with the correct
video frames (video alignment). Experimental results are presented on
TRECVID 2004 data set, which consists of about 150 hours of news
videos associated with manual annotations and speech transcript text.
The results show that the retrieval performance can be improved by as-
sociating visual and textual elements. Also, extensive analysis of features
are provided and a method to combine features are proposed.

1 Introduction

Due to the rapidly growing quantities of digital image and video archives, ef-
fective and efficient indexing, retrieval and analysis of such data have received
significant attention. Being an important information source, applications on
broadcast news videos are especially challenging. This challenge is also acknowl-
edged by NIST and news videos are chosen as the data set for the TRECVID
Video Retrieval Evaluation [2].

It is common to use speech transcript or closed caption text and perform
text-based queries to retrieve the relevant information. However, there are cases
where text is not available or errorful. Also, text is aligned with the shots only
temporally and therefore the retrieved shots may not be related to the visual
content. For example, when we retrieve the shots where a keyword is spoken
in the transcript we may come up with visually non-relevant shots where an
anchor/reporter is introducing or wrapping up a story. An alternative is to use
the annotation words, but due to the huge amount of human effort required for
manual annotation it is not practical. Recognition of objects and scenes is the
ultimate solution but recognition on the large scale is still a challenge.

Recently, it has been shown that large number of objects can be recognized
without supervision by using large annotated image collections [3,4,6,7]. In gen-
eral, the proposed models are based on learning the associations between image
regions and annotation words.

H. Sundaram et al. (Eds.): CIVR 2006, LNCS 4071, pp. 380–390, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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In this study, we extend these methods to recognize objects and scenes in
news videos. To learn the associations, we adapt the translation approach [7]
inspired from the models proposed for statistical machine translation [5]. Our
method learns the correspondences between visual features extracted from the
video shots with the annotation words from a small number of videos. Then the
correspondences are used for predicting words for individual regions (region-
labeling) and for entire images (auto-annotation) in the rest of the data.

Methods which use manual annotations to automatically annotate the video
shots are also proposed in [9,11]. However, in those methods the associations
between image regions and words are not explicitly learned and labeling of in-
dividual regions for recognition of objects is not provided.

Since the annotation words are not always available and reliable, as an al-
ternative, we propose to use the speech transcript or closed caption text, which
is the main contribution of this work. There is an alignment problem between
the text and the visual content, and taking the text temporally aligned with
the shot is problematic. One solution is to also use the words aligned with the
preceding and following shots as in [8,16]. However, the speech transcript text
a few shots before or after may correspond to other stories that are not related
with the current shot resulting in association of irrelevant words with the shot.

As a solution, we propose a story-based approach where we treat each story as
a document containing associated elements. The translation approach is modified
to find the correspondences between the key-frames and the speech transcript
words of the story segments. This process, which we refer as video alignment
enables a textual query to return semantically more accurate images.

While, the effect of features extracted from entire images or from image re-
gions are heavily experimented for automatic annotation, the features extracted
around salient points -which are shown to be successful for recognition of ob-
jects and scenes- is not well investigated. In this study, we provide an extensive
analysis of features by (i)investigating the effect of extracting features from entire
images, from fixed sized grids and around interest points, (ii) by experimenting
the SIFT descriptors [13] besides the commonly used color, texture and edge
features and (iii) applying the bag-of-visterms approach [15] -which has recently
been proposed for classification of scenes- to the association problem. Moreover,
we propose a new method to combine the features using the prediction proba-
bilities and show that the performance improves.

In this study, we use videos from TRECVID 2004 corpus [2] which consists
of over 150 hours of CNN and ABC broadcast news videos provided by NIST.
The results show that retrieval performance can be improved by associating the
visual elements with words as a way of recognizing objects and scenes on the
large scale.

First, we will describe the method to translate visual elements to words briefly
and explain our performance evaluation measures. Then, we will present the
results for two separate cases: using the manual annotation words and using the
speech transcript text. Finally, we will present a detailed analysis of features
used in the study.
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2 Translating Visual Elements to Words

Learning the associations between visual elements and words can be attacked
as a problem of translating visual features into words, as first proposed in [7].
Given a set of training images, the problem is to create a probability table that
associates visual elements and words. First, the visual features are transformed
into discrete elements, called blobs, using a vector quantization technique such
as k-means. The associations between blobs and words are then learned in the
form of a probability table (also referred to as translation table), in which each
entry indicates the probability that a blob matches with a word. In this study, we
use the Giza++ tool [1,14] to learn the probabilities and adapt Model1 of Brown
et al. [5] in the form of direct translation. Once learned, the translation table
can be used to find the corresponding words for the given test images (auto-
annotation), to label the image components with words (region labeling), and
for ranked retrieval of images. For region naming, given a blob corresponding to
a region, the word with the highest probability is chosen. For auto-annotation,
the word posterior probabilities for an image are obtained by marginalizing the
word posterior probabilities of all the blobs in the image and the first N words
with the highest posterior probabilities are used to automatically annotate the
image.

The translation approach to learn the associations between image regions and
annotation words can be modified to solve the video alignment problem. Each
story is taken as the basic unit, and the problem is turned into finding the as-
sociations between the key-frames and the speech transcript words of the story
segments. To make the analogy with the association problem between image re-
gions and annotation keywords, the stories correspond to images, the key-frames
correspond to image regions and speech transcript text corresponds to annota-
tion keywords. The features extracted from the key-frames are vector quantized
using k-means to represent each image with labels which are again called blobs.
Then, the translation tables are constructed similar to the one constructed for
annotated images. The associations can then be used either to align the key-
frames with the correct words or for predicting words for the entire stories.

3 Performance Measurement

We define the annotation performance for an image as the number of correct
predictions divided by the number of actual annotation words for that image.
The annotation performance is averaged over all test images to obtain the aver-
age annotation performance (aap) for an image. We similarly define recall and
precision for each word. A word is defined to be predicted correctly, if it matches
with one of the actual annotation words. Recall is the number of times that the
word is correctly predicted over the number of times that the word is used as
an annotation word throughout the entire data set, and precision is the number
of times that the word is predicted correctly over the total number of times it is
predicted. Average recall and precision are calculated by considering the words
that are predicted at least once.
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For each image, we can choose to predict as many words as there are in the
actual annotation, which we refer to as case1, or a fixed number of words, which
we refer to as case2.

The performance of video alignment is measured similarly. We predict N
words with the highest probability for a given story and compare them with the
actual speech transcript words in that story.

4 Translation Using Manual Annotations

In the TRECVID 2004 corpus, there are 229 videos in the training set and 128
videos in the test set. We use the shot boundaries and the key-frames provided
by NIST. On the average, there are around 300 key-frames for each video. 114
videos from the training set are manually annotated with a collaborative effort
of the TRECVID participants with a few keywords [12]. In total, there are 614
words used for annotation, most of which have very low frequency, spelling and
format errors. After correcting the errors and removing the least frequent words
we pruned the vocabulary down to 62 words. We only use the annotations for
the key-frames, and therefore eliminate the videos where the annotations are
provided for the frames which are not key-frames, resulting in 92 videos with
17177 images, 10164 used for training and 7013 for testing.

We use the manually annotated data set to learn the correspondences be-
tween blobs and words for region naming and for auto-annotation. Figure 1
shows some region labeling results. Note that words like female-news-person,
female-face, studio-setting, sky and building are correctly predicted.

studio-setting female-news-person tree greenery sky building graphics
300,225: female-news-person 445,245: building; 403: man-made-object,

468,359,213: female-face 32: sky; 350: greenery; 152: tree
202,429,320,43,46,79: studio-setting 23,31,443: graphics; 497,490: scene-text

167,272,346,443: graphics; 378: water-body; 99: road; 349: snow
81,299: scene-text; 104,404:person 51,88,339: person; 211: female-face

223, 475,317: male-face; 437: people 282,481: male-news-subject; 160: people
61: flag; 319: basketball 155: female-news-person; 399: male-face

Fig. 1. Example region labeling results. Manual annotations are shown for comparison.
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male-face female-news-person

greenery scene-text

Fig. 2. Examples for blob-to-word matches

studio-setting people basketball water-body boat sky building
female-news-person — — road car
male-news-subject people graphics sky graphics graphics
graphics person basketball water-body —

— female-news-person building road
female-news-person scene-text boat person man-made-object
studio-setting people male-news-subject male-news-person people sky
male-face graphics studio-setting building car
person scene-text man-made-scene

Fig. 3. Auto-annotation examples. The manual annotations are shown at the top, and
the predicted words, top 7 words with the highest probability, are shown at the bottom.

weather-news basketball

cartoon female-news-person

meeting-room-setting flower

monitor food

Fig. 4. Ranked query results for some words using manual annotations
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Example blobs corresponding to some words with high prediction accuracies
are shown in Figure 2.

Some auto-annotation examples are shown in Figure 3. On the average, we
obtain an annotation performance around 30%. We should note that the perfor-
mances are calculated by comparing the predicted annotations with the manual
annotations. Since manual annotations are incomplete (for example in the third
example of Figure 3, although sky is in the picture and predicted it is not in the
manual annotations) the calculated values may be lower than the actual ones.

Figure 4 shows query results for some words (with the highest rank). By
visually inspecting the top 10 images retrieved for 62 words, the mean average
precision (MAP) is determined to be 63%. MAP is 89% for the best (with highest
precision) 30 words, and 99% for the best 15 words. The results show that when
the annotations are not available the proposed system can effectively be used
for ranked retrieval.

5 Translation Using Speech Transcripts in Story
Segments

For the experiments using speech transcript text, 111 videos are used for training
and 110 videos are used for testing. The automatic speech recognition (ASR)
transcripts provided by LIMSI are aligned with the shots on the time basis [10].
The speech transcripts (ASR) are in the free text form and requires preprocess-
ing. Therefore, we applied tagging, stemming and stop word elimination steps
and used only the nouns having frequencies more than 300 as our final vocabu-
lary resulting in 251 words.

The story boundaries provided by NIST are used. We remove the stories
associated with less than 4 words, and use the remaining 2503 stories consisting
of 31450 key-frames for training and 2900 stories consisting of 31464 key-frames
for testing. The number of words corresponding to the stories vary between 4
and 105, and the average number of words per story is 15.

The translation probabilities are used for predicting words for the individual
shots (Figure 5) and for the stories (Figure 6). The results show that especially
for the stories related to weather, sports or economy, which frequently appear
in the broadcast news, the system can predict the correct words. Note that, the
system can predict words which are better than the original speech transcript
words. This characteristic is important for a better retrieval.

An important aspect of predicting words for the video segments is to retrieve
the related shots when speech transcript is not available or include unrelated
words. In such cases it would not be possible to retrieve such shots with a text
based retrieval system if the predicted words were not available. Story based
query results in Figure 7 show that the proposed system is able to detect the
associations between the words (objects) and scenes. In these examples, the
shots within each story are ranked according to the marginalized word posterior
probabilities, and the shots matching the query word with highest probability
are retrieved; a final ranking is done among all shots retrieved from all stories
and all videos and final ranked query results are returned to the user.
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temperature point nasdaq sport time jenning people
weather forecast stock game evening

Fig. 5. Top three words predicted for some shots using the ASR outputs

ASR : center headline thunderstorm morning line move state area pressure
chance shower lake head monday west end weekend percent temperature
gulf coast tuesday
PREDICTED : weather thunderstorm rain temperature system shower
west coast snow pressure

ASR : night game sery story
PREDICTED : game headline sport goal team product business record
time shot

Fig. 6. For sample stories corresponding ASR outputs and top 10 words predicted

plane [1,2,6,9,15,16,18]

basketball [1-3,5,6,8,9]

baseball [1,3,4,6,8,9,12]

Fig. 7. Ranked story based query results for ASR. Numbers in square brackets show
the rank of retrieval.
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6 Analysis of Features

For manual annotations and ASR experiments, the key-frames are represented
by a set of features including global histograms extracted from entire images,
and local statistics extracted from grids or around keypoints.

Color features are extracted for RGB and HSV color spaces, texture is rep-
resented as Gabor filter outputs, and Canny edge detector outputs are used for
edges. Global features are represented by 64 bin RGB, 162 bin HSV and 16 bin
edge histograms from entire images; while local features are extracted from 5x7
fixed sized grids as mean and standard deviation of color, Gabor filter output,
and 8 bin Canny edge histogram.

The keypoints are detected and represented using Lowe’s SIFT operator[13].
Using the binaries provided by the author, large number of keypoints are ex-
tracted. In order to keep the number of features in the order of those extracted
from grids, we chose 35 keypoints with maximum scale. In addition to the 128-
element SIFT descriptor vectors, mean and standard deviation of color, texture
and edge features are also extracted around keypoints similar to features ex-
tracted from grids.

We also experimented with the bag-of-visterms approach [15] by taking about
600.000 keypoints extracted from 5 videos, vector quantizing them and forming
a keypoint histogram with 1000 bins for each image. The keypoint histograms,
as feature vectors for each image, are quantized to obtain the final blobs.

Some words may be predicted better using one feature than others. For exam-
ple, color is a good cue for commercial and cartoon scenes while edge or texture
is good for basketball or studio scenes. If the outputs of multiple features, some
of which can predict some words better than others, are combined, then the
prediction performance of the system is expected to improve. We combined the
outputs of several features at the word prediction step by marginalizing the word
posterior probabilities (over all blobs) obtained from several features. If the out-
put one feature is high it is reflected on the final output. As shown in Table 1
and Table 2, on the average, the prediction performance of the system is always
improved. The improvement is more notable in the average word precision values.

In Table 1, the results are shown for different features in the form of anno-
tation performance and average word recall and precision values for the case of
translation with manual annotations. Note that the performance is always better
if the outputs of multiple features are combined as explained above. The per-
formance when SIFT descriptors are used is inferior to the grid based features.
Although average word recall and precision values are close to those of other
features, the number of words with nonzero prediction is significantly less. The
reason is mainly due to the lost color information which is very important for
the discrimination of most objects and scenes, and also due to using only the
maximum scale 35 keypoints.

Using the number of faces detected per image as additional information does
not improve the performance significantly. Increasing the number of blobs im-
proves the performance but the computational cost also increases; therefore, we
choose 2500 as an appropriate number.
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Table 1. Automatic annotation performances using manual annotations. For details,
please see section 3. For case2, 10 words are predicted per image. Numbers 1 through
9 at the top stands for the following features: 1,4,9: mean&std of color, 2,5: mean&std
of color + edge, 3,6: mean&std of color + texture, 7: combination of outputs of the
first 6 features; 8: SIFT descriptors. In (1-7) features are extracted from 5x7 grids, and
in (8-9) features extracted around maximum scale 35 keypoints. In (1-3) HSV and in
(4-6,9) RGB is used as the color feature.

case Performance 1 2 3 4 5 6 7 8 9
case1 aap 0.266 0.267 0.274 0.277 0.276 0.288 0.295 0.235 0.271

case1
recall 0.144 0.149 0.142 0.169 0.170 0.178 0.183 0.155 0.148

precision 0.218 0.231 0.217 0.294 0.322 0.334 0.390 0.266 0.245

case2
recall 0.323 0.328 0.331 0.327 0.330 0.333 0.344 0.275 0.319

precision 0.082 0.082 0.081 0.087 0.089 0.089 0.110 0.081 0.079

Table 2. Automatic story annotation performances using ASR. Number of blobs =
1000. For case2, 25 words are predicted per story. Numbers 1 through 7 at the top
stands for the features: 1,3: global HSV, RGB histograms, 2,4: global HSV, RGB +
Canny edge histograms, 5,6: mean&std of HSV, RGB + texture from 5X7 grids, 7:
combination of (1-6), 8: bag-of-visterms approach, 9: combination of (1-6,8).

case Performance 1 2 3 4 5 6 7 8 9
case1 aap 0.156 0.155 0.172 0.173 0,182 0,183 0,194 0.190 0.200

case1
recall 0.141 0.142 0.160 0.162 0,149 0,150 0,207 0.152 0.170

precision 0.159 0.164 0.187 0.195 0,207 0,214 0,275 0.226 0.236

case2
recall 0.192 0.193 0.218 0.221 0,169 0,165 0,189 0.200 0.224

precision 0.102 0.102 0.118 0.119 0,107 0,108 0,136 0.127 0.136

The prediction performances obtained by comparing the predicted words for
a given story with the original ASR words for some features are summarized
in Table 2. The performance with the bag-of-visterms approach is better com-
pared to the color and texture features although only 5 videos are used in the
construction of the bag-of-visterms due to large computational cost. As in the
manual annotation case, performance is improved when multiple feature outputs
are combined.

7 Conclusion and Future Work

We associate visual features with words using a translation approach, which
allows novel applications on news video collections including region naming as a
way of recognizing objects, auto-annotation for better access to image databases
and video alignment which is crucial for effective retrieval.

In video data, motion information also plays an important role. Usually, mov-
ing objects are important than still objects. The regions corresponding to these
objects can be extracted using the motion information rather than using any seg-
mentation algorithm. Also, besides associating the visual features such as color,
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texture and shape with nouns for naming the objects, the motion information
can be associated with verbs for naming actions.

Translation approach can also be used as a novel method for face recognition.
The correspondence problem that appears between the face of a person and
his/her name can be attacked similarly for naming people.
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390 M. Baştan and P. Duygulu

14. F. J. Och and H. Ney. A systematic comparison of various statistical alignment
models. Computational Linguistics, 1(29):19–51, 2003.

15. P. Quelhas, F. Monay, J.-M. Odobez, D. Gatica-Perez, T. Tuytelaars, and L. V.
Gool. Modeling scenes with local descriptors and latent aspects. In Proc. of IEEE
Int. Conf. on Computer Vision (ICCV), Beijing, 2005.

16. J. Yang, M.-Y. Chen, and A. Hauptmann. Finding person x: Correlating names
with visual appearances. In International Conference on Image and Video Retrieval
(CIVR‘04), Dublin City University Ireland, July 21-23 2004.



Face Retrieval in Broadcasting News Video
by Fusing Temporal and Intensity Information

Duy-Dinh Le1, Shin’ichi Satoh1,2, and Michael E. Houle2

1 Department of Informatics,
The Graduate University for Advanced Studies,

2-1-2 Hitotsubashi, Chiyoda-ku, Tokyo, Japan 101-8430
2 National Institute of Informatics,

2-1-2 Hitotsubashi, Chiyoda-ku, Tokyo, Japan 101-8430
ledduy@grad.nii.ac.jp, satoh@nii.ac.jp, meh@nii.ac.jp

Abstract. Human faces play an important role in efficiently indexing
and accessing video contents, especially broadcasting news video. How-
ever, face appearance in real environments exhibits many variations such
as pose changes, facial expressions, aging, illumination changes, low res-
olution and occlusion, making it difficult for current state of the art face
recognition techniques to obtain reasonable retrieval results. To handle
this problem, this paper proposes an efficient retrieval method by in-
tegrating temporal information into facial intensity information. First,
representative faces are quickly generated by using facial intensities to
organize the face dataset into clusters. Next, temporal information is in-
troduced to reorganize cluster memberships so as to improve overall re-
trieval performance. For scalability and efficiency, the clustering is based
on a recently-proposed model involving correlations among relevant sets
(neighborhoods) of data items. Neighborhood queries are handled us-
ing an approximate search index. Experiments on the 2005 TRECVID
dataset show promising results.

1 Introduction

The advancement of digital technology in recent years has made large scale
multimedia data more available to users. Therefore, effective and scalable tools
for indexing and retrieving video contents are strongly needed. For example, in
large scale broadcasting news video, it is desirable for the system to be able to
organize the video data into person-involved stories so that users can easily find
and browse all events involving a specific person.

Retrieving news video segments related to visual appearance of a specific
person from large video datasets is a challenging problem:

– Face appearance varies largely due to intrinsic factors such as aging, facial
expressions and make-up styles, and extrinsic factors such as pose changes,
lighting conditions, partial occlusion, low quality and resolution. These fac-
tors make it difficult to construct good face models. Many efforts have been
made in the fields of computer vision and pattern recognition [1], but good
results have limited to restricted settings.

H. Sundaram et al. (Eds.): CIVR 2006, LNCS 4071, pp. 391–400, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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– Names extracted from video captions and transcripts can be used to find
shots containing faces of the person of interest. However, in practice, faces
and names may not necessarily appear together [2].

– Detailed visual information often must be represented as high dimensional
feature vectors. Evidence suggests that when the representational dimension
of feature vectors is high, an effect known as “the curse of dimensionality”
causes exact similarity search to access an unacceptably-high proportion of
the data elements [3].

Several approaches have been proposed to handle these problems. For exam-
ple, to eliminate face appearance variations, Sivic et al. modeled a face sequence
as a histogram of quantized facial features. Shots containing principal actors
of a movie were retrieved using a similarity measure between two histograms.
Other work [4,5,6] also showed good face retrieval results for movies. However,
compared to news video, the number of persons of interest in movies is much
smaller, although they appear more frequently and distinctively.

In [7], low quality results for face recognition, name entity extraction from
transcripts and video-caption recognition were integrated with temporal infor-
mation to boost the overall accuracy of retrieval. However, their experiments
were only carried out on a single small-sized video dataset. In [2], video shots re-
lated to a named individual were found by exploring various information sources
from video data, such as names appearing in transcripts, face information, and
most importantly, the temporal alignment of names and faces. Their results were
promising, but their use of face information was very limited, and additional ref-
erence images of the target face under various conditions were required to be
provided in advance. In [8,9], faces were labeled with their corresponding names
using supervised learning methods such as SVM and multiple instance learn-
ing. With supervised learning methods, good generalization power can only be
achieved if large training sets are provided; however, producing and annotating
such training sets can be very labor intensive.

To reduce the number of retrieved images presented to users and thereby to
improve the precision, clustering can be used to generate representative exam-
ples. However, most clustering methods cannot be applied to large, high dimen-
sional datasets such as those typically associated with video image processing.
For such applications, k-means has been a favorite method due to its simplic-
ity; however, it suffers from a number of serious drawbacks. First, it cannot be
applied to general similarity measures. Second, the number of clusters must be
provided in advance. Third, k-means optimizes according to a global criterion,
often resulting in the formation of many clusters with relatively poor internal as-
sociation. Finally, in the case of very large high-dimensional datasets, scalability
and convergence problems make it difficult to obtain reasonable results [10].

In this paper, we propose a face retrieval method that is distinguished from
previous work by the following features.

First, representative faces are automatically organized in advance and avail-
able for users to browse by using the relevant set correlation (RSC) clustering
model introduced in [11]. The GreedyRSC clustering heuristic based on this
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model avoids all the problems of k-means clustering listed above. An overview
of the clustering model and heuristics is presented in section 2.

Second, a new similarity measure is proposed integrating both temporal and
facial information that allows more accurate retrieval than when only face in-
formation is used. It makes use of an RSC reshaping technique to post-process
clusters whose initial formation depends only on facial information. The details
are presented in section 3.

2 RSC Clustering Model

The clustering strategy employed in this paper is based on the relevant-set cor-
relation (RSC) model proposed by Houle [11]. RSC clustering can be viewed as a
generalized nearest-neighbor clustering strategy, in which distance information
is used only to produce ranked lists of neighbors (‘relevant sets’) for items in
the data set. Under the model, the quality of cluster candidates, the degree of
association between pairs of cluster candidates, and the degree of association
between clusters and data items are all assessed according to the statistical sig-
nificance of a form of correlation among pairs of relevant sets and/or candidate
cluster sets. In this section, the RSC significance measures are introduced and
briefly discussed; full details can be found in [11].

2.1 Internal and External Association

For any data set S, any subset A ⊆ S can be represented as a zero-one set
membership vector of length n = |S|, where a given coordinate is set to 1 when-
ever its associated item is present in S. The RSC model assesses the degree of
association between two non-empty sets A, B ⊆ S by applying the standard
Pearson correlation formula to the sequence of coordinate pairs formed by the
set membership vectors, yielding the following set correlation formula:

r(A, B) =
|S|√

(|S| − |A|)(|S| − |B|)

(
|A ∩ B|√|A| |B| −

√|A| |B|
|S|

)
.

A set correlation of 1 is achieved only when A is identical to B; otherwise, the
correlation value is strictly less than 1.

Intuitively speaking, for an item v ∈ A to be considered well-associated with
the remaining items of A, one would expect those items of S that are highly
relevant to v to belong to set A as well. The RSC model assesses the internal
association of a candidate cluster set A as the average of the correlations between
A and all relevant sets of size |A| based at an item of A. The self-correlation of
A is thus defined as:

sr(A)


=

1
|A|
∑
v∈A

r(A,q(v, |A|)),

where q(v, |A|) is the relevant set for item v of size |A|. A self-correlation of 1 is
achieved when the relevant sets of all members of A perfectly coincide with A.
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2.2 Significance of Association

In general, when making inferences involving Pearson correlation, a high cor-
relation value alone is not considered sufficient to judge the significance of the
relationship between two variables. When the number of variable pairs is small,
it is much easier to achieve a high value by chance than when the number of
pairs is large. For this reason, to help interpret correlation scores, statisticians
resort to tests of significance (such as the t-test) that account for variation in
the number of pairs.

Under the RSC model, associations are measured against a null hypothesis in
which all relevant sets of items are assumed to have been produced by means
of random selection from the full data set. Under the ‘randomness’ hypothesis,
the mean and standard deviation of the self-correlation score can be calculated.
Standard scores (also known as Z-scores) of two actual cluster candidate sets
can then be generated and compared. The more significant candidate would be
the one whose standard score is higher — that is, the one whose self-correlation
score exceeds the expected value by the greatest number of standard deviations.

The RSC significance measure for cluster candidate A is given by:

Z(A) =
sr(A) − E[sr(A)]√

Var[sr(A)]
=
√

|A| (|S| − 1) sr(A).

Since |S| can be regarded as a constant, using Z() to rank cluster candidates is
equivalent to using the following ‘normalized-squared’ significance statistic:

Z∗(A) =
Z2(A)

|S| = |A| sr2(A).

The normalized-squared statistic has the advantage of being easier to interpret.
For integer k > 1, a significance score of Z∗(A) = k is the level of significance
attained by a perfectly-associated cluster of size k — that is, one for which the
same-sized relevant set of every member coincides with the cluster.

For inter-set association, testing r(A, B) against the null hypothesis that set
B was generated by random selection from S gives the following standard score:

r(A, B) − E[r(A, B)]√
Var[r(A, B)]

=
√

|S| − 1r(A, B).

Since |S| is regarded as constant, the significance measure used for RSC inter-set
association is simply the set correlation r(A, B) itself.

2.3 Cluster Reshaping

Within any highly-significant set A, the contributions of some relevant sets to the
self-correlation may be substantially greater than others. Those items whose rel-
evant sets contribute highly can be viewed as better associated with the concept
underlying aggregation A than those whose contributions are small. It turns out
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that the contributions to the overall significance of A are partitionable among
its constituent members according to the formula

Z(A) =
1√|A|
∑
v∈A

Z(A, v), where Z(A, v) =
√

|S| − 1r(A,q(v, |A|)).

Members within a cluster can be re-ranked in order of their contributions
Z(A, v), thereby enhancing the power of the underlying similarity measure. This
also suggests that candidate A can be improved by modifying its membership to
produce a new set A′, for which the following significance score is maximized:

Z(A, A′) =
1√|A′|
∑
v∈A′

Z(A, v).

2.4 Clustering Strategy

The RSC-based clustering method presented in [11] seeks to generate as many
clusters as possible, subject to the following restrictions:

– Every selected candidate item set A should meet a minimum threshold value
of cluster quality, as measured by Z(A).

– All pairs of selected cluster candidates (A, B) should meet maximum thresh-
old values on cluster similarity, as measured by r(A, B).

If a region of the data is sufficiently well-associated for a subset to meet or
exceed the minimum threshold on cluster quality, then a cluster should be chosen
to represent the region. However, if two or more highly-similar cluster candidates
arise from within the region, then only one of the candidates should be retained.

The clustering heuristic presented in [11], GreedyRSC, employs a greedy strat-
egy for cluster selection whereby candidates with the highest quality are selected
first, and any candidates found to be overly-similar to a previously-selected can-
didate are declared to be redundant, and then eliminated. GreedyRSC also in-
corporates the following heuristic design choices:

– The quadratic cost of cluster quality evaluation is avoided by strictly limiting
the size of all relevant sets considered to be at most some constant b > 0.

– The discovery of clusters of arbitrarily-large size is facilitated by first com-
puting small tentative clusters with respect to a range of data samples of
varying sizes. GreedyRSC treats the tentative clusters as patterns for the
explicit generation of full-sized clusters, by reshaping them with respect to
the full dataset as described above.

– The number of candidate clusters is restricted by considering only relevant
sets of sample items as the eligible candidate patches or patterns.

– The cost of generating relevant sets in practice is reduced by using approx-
imate neighborhoods as generated using the efficient and scalable SASH
similarity search structure [12]. Experiments on a variety of large, very high-
dimensional data sets (such as text, protein sequences, and images) have
shown that the SASH consistently returns a high proportion of the true k-
nearest neighbor set at speeds of roughly two orders of magnitude faster than
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sequential search. Furthermore, it offers better performance and significantly
better control over the time-accuracy trade-off, than previous approximation
methods based on metric indices.

The GreedyRSC heuristic also seeks to reduce the total size and number of
candidate cluster sets generated, by eliminating redundant patterns and cluster
candidates at intermediate stages of the clustering process.

For more details regarding the GreedyRSC clustering heuristic, its implemen-
tation using SASH, and its performance, see [11].

3 Integration of Face and Temporal Information
for Cluster Reshaping

Due to large variations in face appearance, with current state of the art tech-
niques in feature extraction and similarity measures, it is difficult to obtain
satisfactory results using only intensity information. Experiments in [4,6] indi-
cated that for two face sets for the same individual, it is very difficult to form
a single group when the faces are of different expressions. The use of additional
temporal information could help in the formation of such groups. Under the
assumption that faces appearing in the same video program should be strongly
related, we propose the following new distance function resembling the Gaussian
probability density function, that integrates temporal information and intensity
information to measure the similarity between two faces:

dist(Fi, Fj) = e

−d2(Fi,Fj)

2σ2
f (1 + ωe

−d2(Ti,Tj)

2σ2
t ),

where d(Fi, Fj) is the Euclidean distance between two faces Fi and Fj in the
eigenface space, d(Ti, Tj) is the Euclidean distance between video programs Ti

and Tj , and ω is a weight describing the contribution of temporal information
to intensity information. σf and σt play the role of standard deviations in the
corresponding spaces.

In our system, σf was estimated as 25 based on an investigation of d(Fi, Fj)
for a total of 300 faces belonging to ten individuals. To normalize the time
dimension, the parameter σt was arbitrarily set to 7, so as to cover one week
with one standard deviation. ω was set to 0.015 empirically.

The reshaping process is performed according to the following steps. First,
the original dataset is organized into clusters using GreedyRSC together with a
similarity measure based only on facial information. Next, for each cluster re-
turned by GreedyRSC, we collect all candidate members from groups of strongly
correlated clusters. Then, the process described in section 2.3 is applied to re-
shape each cluster group. In this reshaping process, the original set consists of
the members of the grouped GreedyRSC clusters, and the correlations of the
candidate members are computed according to the new facial-temporal simi-
larity measure. The resulting clusters thus consist mainly of members strongly
associated according to both temporal and intensity information.
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4 Evaluation

4.1 Face Information Extraction

We evaluated the proposed method on the 2005 TRECVID data set [13]. The
data set consists approximately 169 hours of video taken from 277 news pro-
grams. The channels covered include LBC (Arabic-43 hours), CCTV4, NTDTV
(Chinese-52 hours), CNN, NBC, and MSNBC (English-74 hours). A typical news
program is 30 minutes long and consists of roughly 54,000 video frames. For ef-
ficient management, the news video programs were partitioned into shots, from
which 152,500 master key frames were extracted (available at CLIPS-IMAG).
A fast and robust face detector [14,15] was used to detect all faces in the key
frames. It produced 21,527 faces for which two eyes were clearly visible. Eye
positions provided by the face detector were used to align the faces to a prede-
fined canonical pose. To compensate for illumination effects, the subtraction of
the best-fit brightness plane followed by histogram equalization was applied as
in [16]. Next, the faces were scaled to a size of 64x64 pixels, and an elliptical
mask was applied so as to remove the background. The results of these steps are
shown in Figure 1.

We then used PCA [17] to reduce the number of dimensions of the feature
vectors for face representation. Projection vectors were generated from 3,816
frontal faces with different variations taken from the FERET database [18].
The faces were normalized as described above, and then used to calculate the
mean face and the eigenfaces corresponding with the largest 930 eigenvalues.
This number was selected so as to retain 97% of the total energy. Some of the
eigenfaces are shown in Figure 2.

4.2 Performance of RSC Clustering

The advantages of the RSC clustering model include:

– It can be applied to any dataset for which ranked relevant sets can be effi-
ciently generated whenever a dataset item is treated as a query-by-example.
The model does not depend on the precise value of the underlying similarity
measure except for the purpose of generating ranked relevant sets.

– Items can appear in more than one cluster. This allows the model to assess
the association between two clusters according to the degree of correlation
(overlap) between their set memberships.

– The model can assess the quality of internal association of clusters inde-
pendently from other clusters. The model is not forced to accept a poorly-
associated cluster in order to satisfy some global optimization criterion.

– Clustering heuristics based on the model can automatically determine an
appropriate number of clusters over a large range of sizes (even as few as 3
or 4 items).

Heuristics based on the RSC model, supported by fast approximate similarity
search techniques, have been shown to scale to handle dataset of millions of
objects represented in thousands or even millions of dimensions [19,12,11].



398 D.-D. Le, S. Satoh, and M.E. Houle

Fig. 1. Face extraction from news video - face regions detected by a face detector (top),
and faces after normalization (bottom)

Fig. 2. Some eigenfaces used to form the subspace for face representation

Fig. 3. Representative faces of several clusters found by GreedyRSC

Fig. 4. An example of GreedyRSC output showing strong inter-cluster correlation

Applying GreedyRSC to the TRECVID faces produced 810 clusters after 10
minutes of execution on a 3.0GHz PC Pentium IV with 2GB RAM. In order to
produce approximate k-nearest neighbor lists for use by GreedyRSC, the SASH
was tuned for an average accuracy of 98% at a speed of 6 times faster than
sequential search.

The resulting clusters had sizes ranging from 4 to 541. To keep the precision
high, clusters with more than 100 members were discarded. Of the 21,527 faces,
7,176 faces were not assigned to any clusters. This is not unreasonable since many
faces appeared fewer than four times in the dataset. Of the 14,351 faces belonging
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Fig. 5. An example of a cluster group both before (left) and after (right) reshaping
using temporal information

to at least one cluster, 9,825 faces belong to exactly one cluster. Representative
faces of several of the clusters are shown in Figure 3.

The output of the clustering process also provided inter-cluster correlation
relationships, examples of which are shown in Figure 4, that can facilitate the
navigation and browsing of news video data.

In Figure 5, we show an example from the clustering results that illustrates
the impact of temporal information on cluster quality.

5 Discussion

Face identification in real video data (such as broadcast news video) is far more
difficult than in controlled environments due to the large variations in face ap-
pearance. We have proposed a method to integrate temporal information with
intensity information to improve the performance of face identification systems.
By using RSC model-based clustering together with fast approximate similarity
search, our method has the potential to handle very large scale video datasets
effectively and efficiently. In the future, we plan to integrate other information
sources from video data such as face positions and name entities extracted from
transcripts to further improve the performance. More experiments and evalua-
tions are also needed, particularly on larger datasets.
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Abstract. Multimedia retrieval brings new challenges, mainly derived
from the mismatch between the level of the user interaction—high-level
concepts, and that of the automatically processed descriptors—low-level
features. The effective use of the low-level descriptors is therefore manda-
tory. Many data structures have been proposed for managing the repre-
sentation of multidimensional descriptors, each geared toward efficiency
in some set of basic operations. The paper introduces a highly
parametrizable structure called the BitMatrix, along with its search al-
gorithms. The BitMatrix is compared with existing methods, all imple-
mented in a common framework . The tests have been performed on two
datasets, with parameters covering significant ranges of values. The Bit-
Matrix has proved to be a robust and flexible structure that can compete
with other methods for multidimensional descriptor indexing.

1 Introduction

People need to automatically search on multimedia objects. The retrieval task is
characterized by the specification of user queries and the selection of appropriate
objects by the system. While textual data allows an easy identification of high-
level concepts, images, for instance, do not directly provide such concepts, even
if they are subject to state-of-the-art analysis.

Multimedia data has to conform to convenient models in order to be used
in retrieval. Extraction techniques are used to analyze the streams, generating
higher-level representations of features such as color or texture, in the form of
multidimensional descriptors. Descriptors constitute a possible search space on
which similarity calculations are required [1].

We concentrate here on the specific task of retrieving objects that satisfy some
(sharp) similarity criterion in a database of objects represented by multidimen-
sional descriptors. A BitMatrix is proposed along with methods for searching ac-
cording to similarity criteria. The BitMatrix is compared with other approaches
using an extensible test platform.
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2 Multimedia Object Models

Multimedia objects typically have a complex structure. It is common for objects
to encapsulate parts in different media, to have references to components they
do not directly include, and to have complex relationships among them. This is
reflected in the models for multimedia objects adopted in recent standards such
as MPEG-7 [2]. The goal of our work is to build systems capable of managing
structured multimedia objects and offer retrieval functions that range from text-
based to structure and content-based browsing and querying. We are using an
operational model accounting for the structure of current standards [3] and need
to accommodate various descriptors in a flexible way.

As computing power is cheap, it is viable to have image and video processing
algorithms analyzing object features and generating large amounts of descriptor
data. It is therefore crucial to adopt descriptor representations and indexing
methods that, besides accommodating the expected diversity of descriptors, can
be effective in the basic retrieval operations. Moreover, as similarity search is
a core task for these descriptors, metrics are required and they must be fit for
the nature of descriptors. A flexible model for metrics is likely to require a fine-
grained representation of the descriptor values and their types.

Multidimensional indexing requires assumptions on the nature of data and
the algorithms to search it. Several requirements from the application domain
may condition the choice of the indexing method. A common requirement is that
updates to the object database are allowed. This will lead to indexing methods
able to incrementally update their data structures. Another important aspect
is the ability to add new descriptors of varying dimensionality. To meet this
requirement, it is necessary to allow varying dimensionality in descriptors, and
again to be able to extend the indexing structure piecemeal.

Handling a large number of multidimensional descriptors may be inconvenient
in some parts of the retrieval process. Being able to search on a chosen subset
is therefore a desirable feature. Metrics can take many forms, and the choice
of metric is also important from the point of view of flexibility of the retrieval
process.

3 Multidimensional Indexing Methods

The similarity between objects is evaluated with a comparison between their
representations. Each object o from the universe of objects O is characterized by
a set F of features (color, motion activity, . . . ), where each feature fi is captured
as a feature vector vi. In the resulting vector space, with dimensionality N ,
the similarity between objects is given by a similarity measure which is not
necessarily a metric distance. There are, however, distance-only datasets, for
which the information available is the distance between the objects. Given a
query object o and a metric function d(ox, oy), the search task accounts to finding
a particular set of objects. Possible results sets are the Nearest Neighbor Set
NN(q), the set of objects such that ∀v ∈ O, d(q, o) ≤ d(q, v), the k- Nearest
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Neighbors Set NNk(q), a set of k elements closest to q in O, i.e. objects o such
that ∀v ∈ O, d(q, v) < d(q, o) → v ∈ NNk(q) and the approximate Nearest
Neighbor Set (NNA(q)), a set of objects such that d(q, o) ≤ (1+ ε)∗d(q, NN(q))
for some ε > 0.

Generally, the high-dimensional indexing methods divide the search space in
a set of ranges with the goal of pruning them at search time. The remaining
partitions have to be exhaustively scanned. A great diversity of indexing meth-
ods emerged from the differences in the models of the underlying search space
(vectorial or metric), partitioning strategies and similarity measures.

Spatial Access Methods (SAM) are based on a tree data structure with the
data nodes (the leaves) grouped in directory nodes. The partitioning strategies of
the SAM’s can be data partitioning (DP) which uses minimum bounding regions
(MBR) such as R-tree, R∗-tree , X-tree, bounding spheres such as SS − tree,
MBR and bounding spheres such as SR − Tree, generic minimum bounding
regions(hyper rectangle, cube, sphere) such as TV − tree and space partitioning
methods (SP) such as the kDB − tree, Hybrid − tree, SH − tree [4].

Metric Access Methods (MAM), are distance-based indexing methods, that
work with relative distances between the objects rather than their absolute posi-
tions. MAM’s are also based on tree-structures that recursively partition the data
set into subsets (ball partitioning or generalized hyperplane partitioning) at each
node level [5]. The applicability of such methods ranges from “native” distance-
only datasets to high-dimensional datasets for which conventional SAM’s are no
longer efficient [6].

Single-Dimensional Mapping techniques map the points in the high-dimen-
sional space to single-dimensional values for which efficient techniques exist. In
[7] a spacial data partitioning(DP) technique is applied, followed by a single-
dimensional mapping technique within each partition. The mapping process
consists of sorting the objects in each partition on the distance to a specific
reference point (such as the center). The reference points are then indexed in a
B+ − tree structure.

Aggregation algorithms treat each dimension as a separate list, and their goal
is to obtain the result of the query by accessing a minimum number of lists and
as few objects as possible in each of the visited lists. These methods operate in
middleware systems [8], like the Fagin’s Algorithm, the Threshold Algorithm,
the Quick-Combine [9], or directly on the original data like BOND [10].

Data Approximation Structures make the assumption that a sequential scan
is inevitable [11] and construct a vector of approximations (VA-file), signifi-
cantly smaller than the original data. Each dimension D is divided in kD ranges,
obtaining a grid of approximations. In the first step the approximations are
pruned based on their minimum/maximum distance to the query point. For
the remaining approximations the corresponding exact data points have to be
analyzed.

Using a similar grid of ranges the IGrid [12] maintains separate lists for the
objects in each range. The similarity between any two objects uses only the set
of dimensions for which the two objects lie in the same range (the proximity
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set). The number of objects that are accessed is kept small as dimensionality
increases, at the cost of a large storage overhead (100%) and significant edge-
effects. Bitmap variants have been proposed [13,14].

As dimensionality increases, the distances from the query object to the nearest
and the farthest objects are harder to distinguish [15]. In such conditions, a
query region that includes the nearest neighbor will overlap most of the other
partitions, dramatically decreasing selectivity. With low selectivity, the search
methods end up accessing all the nodes of their structures, which means pseudo-
random access to all the objects in the dataset. Sequential scan therefore becomes
a robust competitor. Recent works in this area have established concepts like the
meaningfulness [15,16], and the distinctiveness [17] of the retrieved objects in
order to characterize the retrieval process in high-dimensional spaces.

4 The BitMatrix-Based Methods

Given the high cost of random disk access as compared to sequential access, the
idea is to construct a collection of signatures that can be sequentially analyzed
and used to effectively prune the search space. The BitMatrix method follows
a data approximation approach in the spirit of VA-File [11] and IGrid [12],
partitioning each of the N dimensions in k ranges . A partition of a dimension
D is a set of ranges πD = {ri = [li, ui] , i = 1 . . . kD}, where li, ui are the lower
and upper bounds of range i. The partitioning scheme (k1, k2, . . . , kN ) is used
to obtain bitmap signatures for all the objects in a dataset O arranged as lines
in a matrix.

4.1 Building the BitMatrix

The first step in the construction of the BitMatrix is to choose a partitioning
scheme such as equi-width, equi-depth or k-means partitioning. In the case of
equi-width partitioning the ranges have the same length, while in the case of equi-
depth the ranges contain an equal number of objects. The k-means partitioning
requires a previous k-means clustering step, where k clusters are identified and
their centroids calculated and sorted. The bounds of the k ranges are obtained
from the centroids: the lower bound for range i is li = (Ci−1 + Ci)/2 and its
upper bound ui = (Ci + Ci+1)/2.

Definition 1 (Signature). Given a partitioning scheme (k1, k2, .., kN ), an ob-
ject’s signature is a bitmap of length ΣN

D=1kD. For each dimension the signature
contains 1 for the range where the object belongs and 0 for the other ranges.

The cardinality of a signature is the number of bits set to 1. The example in
Figure 1 has 2 dimensions (N = 2) and 3 ranges per dimension (k1 = k2 = 3).
Object o2 has signature 001010 as the object lies in range 2 for dimension 1, and
in range 1 for dimension 2. Arranging each signature as a line in a matrix we
obtain the BitMatrix with |O| lines and ΣN

D=1kD columns.
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Fig. 1. BitMatrix

4.2 Searching with the BitMatrix

We now propose two algorithms for approximate nearest neighbor, exploring the
sequential access to the BitMatrix. The näıve approach selects objects based
on the cardinality of the bitwise AND between object and query signatures, as
follows.

The näıve approach

– Step 1 : Given a query object q = [q1, . . . , qN ], obtain it’s signature, i.e. find
for each dimension D the range in which the query coordinate qD lies.

– Step 2 : Iterate through the objects, performing bitwise AND between their
signatures and the query object’s signature. If the cardinality of the result-
ing bitmap is above a predefined cardinality threshold(ct) the object is
retained for the next phase.

– Step 3 : Access the full vector values of the remaining objects, compute their
exact distance to the query object and rank them.

We will use cardinality of an object in the sequel to refer to the cardinality
of the bitmap resulting from the bitwise AND between the signatures for the
object and the query. In Figure 1, the signature qnaive=010010 of the query
object is AND’ed with the signatures of all the other objects o1, o2, ..o10. With
the cardinality threshold set to 2 only objects o1 and o3 remain for Step 3.

The example above shows that the näıve approach prunes object o2 which
happens to be the nearest neighbor. This effect, known as the edge-effect [12]
appears because for all dimensions D, only the objects in the same range as qD

are considered. The range expansion heuristic is a modification of the näıve
approach affecting Step 1: for a dimension in which the query object is close
enough to one of the edges, the query’s signature is set to 1 for both the query’s
range and the range next to it. Assuming that qD lies in range i for dimension D,
the expansion takes place to the left if ‖qD − li‖ < eti ‖ui − li‖ or to the right if
‖qD − ui‖ < eti ‖ui − li‖, where eti, the expansion threshold, takes values in
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Fig. 2. Subspace selection

[0, 0.5]. The cardinalities column (with expansion) in Figure 1 shows that with
the query signature qexp=011010 and the same cardinality threshold, objects o2
and o10 are not pruned, as their cardinalities are now 2.

Subspace selection. The increase of dimensionality makes the task of find-
ing the nearest neighbor harder because the distances between objects become
very similar. For the majority of the high-dimensional search methods, the near-
est neighbor becomes indistinguishable from the rest of the objects. In order
to improve the quality of the nearest neighbor selection, we have considered
the subspace selection approach, where subsets with smaller dimensionality are
successively explored using the BitMatrix algorithms. Let s be the number of
dimensions of the subspace to be processed in the current iteration:

– Step 1 : Apply Step 1 and 2 of the näıve or expansion approaches on the
selected s dimensions (Σs

D=1kD columns of the BitMatrix).
– Step 2 : Combine the partial result set obtained in this iteration with the

previous result set (intersection, union). If the stop condition is false repeat
Step 1 on the next subspace.

– Step 3: Same as Step 3 of the näıve approach.

The stop condition becomes true if enough dimensions have been processed or
enough objects have been pruned. Figure 2 illustrates a space with 256 dimen-
sions processed with s=86. In the left part, intersection between the partial result
sets is performed, using a low cardinality threshold in each subspace, and in the
right part union is performed with a high cardinality threshold.

4.3 Insert, Update, Delete

The insertion of a new object in the BitMatrix, accounts for computing its
signature and adding it as a new line in the matrix. The size of the BitMatrix
grows linearly with the number of objects and with the dimensionality. The
precise size of the BitMatrix is (ΣN

D=1kD) ∗ |O| bits. To update an existing
object its signature has to be modified through bitwise operations. To delete an
object, the corresponding line is removed from the matrix.

5 Experimental Results

One of the difficulties encountered in the evaluation of the various high-dimen-
sional indexing methods was the lack of a common platform on which they
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Fig. 3. Time Comparison

can be objectively tested. Indexing methods depend on parameters and storage
models, which make them better suited for some domains. This makes them
difficult to compare, and the majority of the proposed high-dimensional re-
trieval methods are only compared to the sequential scan. High-dimensional
indexing methods, however, follow common steps such as preprocessing the
object data, partitioning the search space, index construction, query process-
ing, searching the index, accessing the remaining objects. A first step in the
experimentation work has been to develop a Java framework for the integra-
tion and benchmark of the various indexing methods [18]. We have included
Sequential Scan, Bond [10], VA-File [11], GridBitmap [13], and the proposed
BitMatrix.

The first experiment has been designed to test the time performance of the
various methods as memory-based indexing methods. The time columns in Fig-
ure 3 have two components: the time to build the index in memory (build time)
and the time to search it (engine time). The engine time for the BitMatrix is
clearly smaller than the values for Sequential Scan and Bond and is in the same
range with the GridBitmap. The time for the VA-file does not do justice to the
method as it is tested using the same partitioning scheme as GridBitmap and
BitMatrix; with 7 ranges in each of the 256 dimensions, there are 7256 cells and
the non-empty ones have at most one object.

Fig. 4. Histogram of cardinalities
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Table 1. Testing the BitMatrix on two datasets

Dataset 1 N = 256, kD = 7, i = 1 . . . 256 (k − means partitioning)
NN(q) NN10(q)

ct Näıve(et=0) et=0,01 Näıve(et=0) et=0,01
NN Rate accessed NN Rate accessed NN10Rate accessed NN10Rate accessed

0.73 0.6 0.2% 0.7 0.4% 0.39 0.2% 0.48 0.4%
0.67 0.78 0.8% 0.87 1.0% 0.61 0.8% 0.68 1.0%
0.55 0.93 2.9% 0.95 3.8% 0.86 2.9% 0.9 3.8%
0.47 0.97 6.0% 0.99 7.4% 0.91 6.0% 0.94 7.4%
0.40 1.0 10.9% 1.0 13.5% 0.93 10.9% 0.96 13.5%

Dataset 2 N = 80, ki = 7, i = 1 . . . 80 (k − means partitioning)
NN(q) NN10(q)

Näıve (et=0) et=0,01 Näıve (et=0) et=0,01
0.60 0.24 0.19% 0.25 0.21% 0.08 0.19% 0.09 0.21%
0.50 0.55 1.99% 0.57 2.31% 0.33 1.99% 0.35 2.31%
0.40 0.78 8.16% 0.84 9.32% 0.57 8.16% 0.62 9.32%
0.35 0.90 17.0% 0.93 19.2% 0.77 17.0% 0.80 19.2%
0.30 0.90 32.2% 0.94 34.21% 0.85 32.2% 0.87 34.21%

The second set of experiments was geared toward finding a good parametriza-
tion for the BitMatrix. The quality of the parametrization is evaluated comparing
the approximate results with the k-nearest neighbors. If R is the set NNk(q) and
A is the approximate result (|A| varies with the query object, ct, et, partition-
ing scheme, subspace) the quality is computed as |A∩R|

|R| . This measure can be
regarded as a formal recall rate, taking R as the relevant set and A as the answer
set. The percentage of objects that remain after pruning is also recorded. Two
datasets have been used: a dataset of 9908 image histograms with N = 256 di-
mensions obtained from real images (Dataset 1) and a synthetic dataset of 10000
objects with N = 80 dimensions IID (Independent Identical Distributed) uni-
form distribution (Dataset 2). The cardinality threshold was set as a percentage
of the maximum cardinality encountered up to that moment for the subspace.
The histograms of cardinalities in Fig. 4 use dark bins for the cardinalities of the
NN10. On a subspace of 86 dimensions from the original 256, after expansion,
all the 10 nearest neighbors have cardinalities larger than 40.

Table 1 shows average values of the two measures (formal recall rate, and %
of objects accessed) with respect to NN(q) and NN10(q) across random sets
of 100 queries. With a cardinality threshold of 0.55, less than 3% of Dataset 1
is accessed, the average recall rate is 0.93 (relative to NN) and 0.83 (relative
to NN10). The experiments have shown that the tradeoff between quality of
retrieval and speed can be tuned with the expansion mechanism. For example,
with the cardinality threshold 0.47, about 6% of Dataset 1 is accessed, and the
average recall rate relative to NN10 is 0.91. If expansion is performed the recall
is 0.94 at 7.5% accessed, while for a smaller cardinality threshold (ct = 0.4)
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the recall is 0.93 at 10.9% accessed. Thus, expansion should be preferred in this
case. The results for the synthetic IID uniform distributed Dataset 2, (second
half of Table 1) show worse performance. Much larger amounts of the Dataset
2 have to be analyzed in order to obtain acceptable recall rates. The expansion
mechanism clearly improves the recall rate in this case as well.

6 Conclusions

The purpose of this work has been to study the BitMatrix with as few assump-
tions as possible on the underlying structure of the descriptors. The BitMatrix
is highly parametrizable offering a large space for experimentation: cardinal-
ity threshold, expansion threshold, number of dimensions processed in each
step, dimension processing order for the case of weighted dimensions. While
the majority of the high-dimensional indexing approaches are only compared
to Sequential Scan, the current experiments were driven on top of a prototype
framework for integration of high-dimensional indexing methods, and include
a set of 5 methods: Sequential Scan, Bond, VA-File, GridBitmap, and BitMa-
trix. The experiments revealed that the BitMatrix retains most of sequential
scan’s flexibility with good quality of the approximations and a much better
time performance. It can be conveniently arranged for efficient sequential access
and optimized bitwise operations. It can further be broken into segments for dis-
tributed or parallel processing. It supports weighted queries and accommodates
query feedback mechanism. Relevant features selection (dimensional reduction)
and multiple clustering techniques can be used with the BitMatrix as long as the
metric is fixed. Future work includes research on the expansion mechanism, ex-
tensive testing with larger collections and integration into a multimedia retrieval
system.
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Abstract. This paper presents a novel approach for visual scene repre-
sentation, combining the use of quantized color and texture local invari-
ant features (referred to here as visterms) computed over interest point
regions. In particular we investigate the different ways to fuse together
local information from texture and color in order to provide a better
visterm representation. We develop and test our methods on the task
of image classification using a 6-class natural scene database. We per-
form classification based on the bag-of-visterms (BOV) representation
(histogram of quantized local descriptors), extracted from both texture
and color features. We investigate two different fusion approaches at the
feature level: fusing local descriptors together and creating one repre-
sentation of joint texture-color visterms, or concatenating the histogram
representation of both color and texture, obtained independently from
each local feature. On our classification task we show that the appropri-
ate use of color improves the results w.r.t. a texture only representation.

1 Introduction

Viewpoint invariant local descriptors [1,2] (i.e. features computed over automat-
ically detected local areas) have proven to be useful in long-standing problems
such as viewpoint-independent object recognition, wide baseline matching, and
image retrieval. These feature were designed to have a high degree of invariance.
As a result, they are robust to changes in viewpoint and lighting conditions.
Furthermore, due to their locality, they provide robustness to image clutter,
partial visibility, and occlusion. In addition, the use of quantized local invariant
features has also proven in recent years to provide a robust and versatile way
to model images, leading to good classification [3,4,5], retrieval [6,7] and image
segmentation [4,8] performance.

A great advantage of modeling images based on quantized local invariant fea-
tures for the tasks of retrieval and classification is that the same methodology
can be used for different image categories and that performance is often similar
if not better than most of the existing task specific state-of-the-art algorithms.
This was demonstrated on images of objects [3] and on scenes [4,5]. Moreover,
in scene classification, this general approach performed surprisingly well given
that only local texture features were used [4,5], while most state-of-the-art tech-
niques [9,10] are based on both texture and color. Nevertheless, in visterm based
representations used for scene classification, it seems that by discarding color we
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are potentially eliminating discriminative information since several scene classes
are characterized by specific colors. Thus, it is quite natural and relevant to in-
vestigate the use of color in visterm based approaches and address the following
related questions: how can color be integrated in the BOV framework and how
much is gained by doing so?

In this paper, we propose and present an approach to model scene images using
both color and texture visterm representations. More precisely, we first show on
a 6-class problem that texture based invariant local features, used to build bags-
of-visterm representations, are suitable for natural scene classification. Secondly
we show that the inclusion of color improves the classification results. Although
not demonstrated in the paper, the representation and methods presented here
can be extended for ranking/retrieval [3,4,5].

The rest of the paper is organized as follows. The next Section discusses related
work. Section 3 presents the BOV image representation. Section 4 describes the
experimental setup. Classification results are provided and discussed in Section 5.
Section 6 concludes the paper.

2 Related Work

The problem of image modeling using low-level features has been studied in
image and video retrieval for several years [9,10,11,12,13]. Broadly speaking, the
existing methods differ by the definition of the target image classes, the specific
image representations, and the classification method. In the next paragraphs,
we focus our dicussion on the image representation issue.

Image representations based on quantized invariant local descriptors have
been used for many tasks, with variations on both local detectors/descriptors
and the subsequent image representation. Sivic et. al. [6] applied text retrieval
methodologies on quantized local descriptors in a movie keyframe retrieval ap-
plication. The system was proven to be fast and usable for large image database
queries. The exploitation of quantized local descriptors was further extended
by Csurka et. al. [3] to object recognition. The authors proposed to represent
images using an histogram of the quantized local descriptors (bag-of-visterms).
On the Caltech object image database, their system was show to outperform
state-of-the-art object recognition techniques. In more recent work Quelhas et.
al. [4] and Fei-Fei et. al. [5] have show that this bag-of-visterms representation
can be further decomposed into mixtures of latent semantic models. Such latent
models enable clustering and ranking of images into meaningfull groups.

On the field of scene image modeling, most works use color and texture infor-
mation to perform classification/retrieval. Vailaya et al. [9] used histograms of
different low-level cues to perform scene classification. Different sets of cues were
used depending on the two-class problem at hand: global edge features were used
for city vs landscape classification, while local color features were used in the
indoor vs outdoor case. More generally scene recognition methods tend to fuse
color and texture information. Both Serrano et al. [14] and Szummer et al. [10]
propose a two-stage classification of indoor/outdoor scenes, where color and tex-
ture features of individual image blocks are computed over a spatial grid layout
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Fig. 1. Schematic representation of our system and of the two alternative fusion ap-
proaches: fusion between texture and color information is done either at the feature
level before quantization (yellow box) or at the bag-of-visterm level(pink box)

are first independently classified into indoor or outdoor. The local classifica-
tion outputs are then further combined to create the global scene representation
used in the final image classification stage. Vogel and Schiele propose a similar
two-stage approach based on a fixed grid layout to perform scene retrieval and
classification [15]. Several local features (color and edge histograms, grey-level
co-occurence matrix) are concatenated after normalization and weighting into
one feature vector. Finally, Boutell et. al. [16] use only Luv color moments in a
7x7 block layout to perform scene multi-label scene classification.

In contrast, methods based on quantized local descriptors use only gray-scale
information to create their fundamental features. Although this may be accept-
able for some classes it is obvious that for natural scenes, color is important and
its use may improve the power of the visterm representation.

3 Image Modeling

In this section we first describe the bag-of-visterms (BOV) image modeling
methodology. We then introduce the considered local features used in this paper,
and finally introduce the considered fusion schemes.

3.1 Bag-of-Visterms Representation from Local Descriptors

The construction of the BOV feature vector h from an image d involves the steps
illustrated in Fig. 1. In brief, interest points are automatically detected in the
image, then local descriptors are computed over those regions. These descriptors
are quantized into visterms, and the number of occurrences of each specific vis-
term of the vocabulary are counted to build the image BOV representation. In
the following we describe in more detail each step involved in the construction
of the BOV representation.

Interest Point Detection. The goal of interest point detectors is to automat-
ically extract characteristic points -and more generally regions- from the image,
which are invariant to some geometric and photometric transformations. This
invariance ensures that given an image and its transformed version, the same
points will be extracted from both and hence, the same image representation
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will be obtained. Several interest point detectors exist in the literature. They
vary mostly by the amount of invariance they theoretically ensure, the image
property they exploit to achieve invariance, and the type of image structures
they are designed to detect [2,17].

In this work, we use the difference of Gaussians (DOG) point detector [2].
This detector essentially identifies blob-like regions where a maximum or mini-
mum of intensity occurs in the image, it is invariant to translation, scale, rotation
and constant illumination variations. This detector was selected for the following
reasons. First, it was shown to perform well w.r.t. other detectors [17]. Second,
since it defines regions that are homogeneous, it is more adapted to the com-
putation of color descriptors (e.g. mean colors) than, for instance, edge corners
(Harris detector). Finally, as an increase of the degree of invariance may remove
information about the local image content that is valuable for classification, the
DOG detector is preferable than fully affine-invariant ones [1,18].

Local Descriptors. Local descriptors (SIFT or color moments, see next Sub-
section) are computed on the region around each interest point detected by the
local interest point detector.

Quantization and Vocabulary Model Construction. When applying the
two preceeding steps to a given image, we obtain a set of real-valued local de-
scriptors. We then quantize each local descriptor into one of a discrete set V of
visterms v according to a nearest neighbor rule:

v �−→ Q(v) = vi ⇐⇒ distQ(v, vi) ≤ distQ(v, vj) ∀j ∈ {1, . . . , NV} (1)

where NV denotes the size of the vocabulary (the set of all visterms). The vo-
cabulary is constructed by applying the K-means algorithm to the set of local
descriptors extracted from the training images, and keeping the means as vis-
terms. Except in the fusion case (see Section 3.3), we used the Euclidean distance
in the clustering. As for vocabulary size, we used 1000 clusters since it has been
shown that little performance can be gained by increasing this number [4,5] when
using texture visterms. However, when building a joint color-texture vocabulary,
2000 clusters were considered as detailed in Section 3.3.

Bag-of-Visterms Representation. Finally, the BOV representation of the
image is constructed from the local descriptors according to:

h(d) = (hi(d))i=1..NV , with hi(d) = n(d, vi) (2)

where n(d, vi) denotes the number of occurrences of visterm vi in image d. This
vector-space representation of an image contains no information about spatial
relationship between visterms.

3.2 Local Descriptors

In this work, two local descriptors were considered: SIFT (Scale Invariant Fea-
ture Transform) [2], representing local texture/structure information, and Luv
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color moments. The choice of SIFT was motivated by the findings of several
publications [6,17,5], where SIFT was found to work among the best on several
tasks. For color, the use of the Luv color space was motivated by the fact that it
is a perceptual color space (it was designed to linearize the perception of color
distances) and that it has also been known to perform well in both retrieval and
recognition applications [9,16]. A description of both features follows:

– SIFT descriptor vs: this descriptor is based on the gray-scale image. SIFT
features are local histograms of edge directions computed over different parts
of the interest region. They capture the structure of local image regions,
which correspond to specific geometric configurations of edges or to more
texture-like content. In [2], it was shown that the use of 8 orientation direc-
tions and a 4 × 4 grid gives a good compromise between descriptor size and
accuracy of representation. The final feature size is thus 128. Orientation
invariance is achieved by estimating the dominant orientation of the local
image patch and normalizing for rotation. For a more compact representa-
tion, we applied a principal component analysis (PCA) decomposition on
this features using training data. By keeping 95% of the energy, we obtain
a 44-dimensional feature vector. The PCA step did not increase or decrease
performance, but allowed for faster clustering.

– Luv descriptor vc: it is based on 121 Luv values computed on a 11×11 grid
normalized to cover the local area given by the interest point detector. From
these values, we calculate the mean and standard deviation for each dimen-
sion and concatenate the result into a 6-dimensional vector. Each dimension
of this vector are then normalized to unit variance so that L (luminance)
does not dominate the distance metric.

3.3 Feature Fusion

We investigated two fusion strategies, addressing two different aspects of early
fusion [19].

Fusion 1. In this approach, we fused the real valued SIFT and color features
before quantization, in order to obtain a joint color/texture vocabulary (see top
of Fig 1). The fusion occurs by concatenating the sift feature vs and color feature
vc, after normalization, and weighted by a mixing value α according to:

v = (αv�
s , (1 − α)v�

c ) with v�
s = βsvs and v�

c = βcvc (3)

The normalization factor βs (resp. βc) is learned by setting it to the inverse of
the average euclidian distance between 50000 random pairs of SIFT (resp. color)
features. These values were found to be: βs =60 and βc =1.6. As a consequence
of this concatenation, using a euclidian distance distQ in the Kmeans algorithm,
we end up with a weighted distance between the two feature type distances:

distQ(v1,v2) = α distQ(v�,1
s ,v�,2

s ) + (1 − α) distQ(v�,1
c ,v�,2

c ) (4)

where the distance between feature types is approximately of the same order of
magnitude. The value of α is learned through cross-validation on training data.
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Fusion 2. Here (bottom part of Fig. 1), we assumed that the two feature types
(SIFT, color) were independent, and fused the features by concatenating their
BOV representation, again using a mixing value α, i.e. h = (αhs, (1−α)hc). The
use of the mixing value is necessary to allow the weighting of the different BOV
representation in the SVM classifier (see next Section).

4 Experimental Setup

In this section we describe the database we used, the protocol we followed, and
the baseline system used for comparison.

4.1 Database

We use the database kindly provided to us by Vogel et. al. [15], and which is
constituted of 6 different natural scenes type images. This data set contains a
total of 700 images of resolution 720× 480 pixels, distributed over the 6 natural
scene classes as follows: coasts (142), river/lakes (111), forests (103), plains (131),
mountains (179), and sky/clouds (34). We chose this data because of its good
resolution and color. Additionally, it is the only available public database we
found which contained several natural classes. A drawback, however, is that
the database has some non negligeable overlap between classes (e.g. an image
belonging to a given class could also easily belong to another class given its
content). This is a property originally introduced as part of the database to
evaluate human classification performance.

4.2 Classifier and Evaluation Protocol

In all our experiments, we used a multi-class Support Vector Machine (SVM)
for classification. To perform experiments, we adopted a 10-fold training/testing
protocol. That is, data is split into 10 folds, and for each fold, all parameters
(quantization, mixing value α, SVM capacity) are trained on the remaining 90%
data, and the learned system is tested on the given fold. The presented class
performance corresponds to the averages over the 10 runs, and the overall system
performance is the macro average of the class performance.

4.3 State-of-the-Art Baselines

Baseline of [15]. We considered as first baseline the approach introduced along
with the database [15]. In that work, the image was divided into a grid of 10×10
blocks, and on each block, a feature vector composed of a 84-bin HSI histogram,
a 72-bin edge histogram, and a 24 features grey-level co-occorence matrix was
computed. These features were concatenated after normalization and weighting,
and used to classify (with an SVM) each block into one of 9 local semantic
classes (water, sand, foliage, grass,...). In a second stage, the 9 dimensional vector
containing the image occurence percentage of each regional concept was used as



Natural Scene Image Modeling Using Color and Texture Visterms 417

Table 1. Classification performance for the SIFT based BOV representation (left).
Sample patches belonging to three visterms.

Class confusion matrix performance
coasts 61.3 9.9 1.4 9.2 17.6 0.7 61.3
river/lakes 18.0 30.6 9.9 12.6 24.3 4.5 30.6
forests 0.0 0.0 90.3 2.9 6.8 0.0 90.3
plains 15.3 11.5 6.1 55.7 7.6 3.8 55.7
mountains 10.1 6.1 2.8 6.1 73.7 1.1 73.7
sky/clouds 14.7 2.9 0.0 14.7 0.0 67.6 67.6
overall 63.2

Table 2. Classification results for the Luv color space based BOV representation.
Sample patches belonging to three random visterms.

Class confusion matrix performance
coasts 49.3 16.9 2.8 12.7 15.5 2.8 49.3
river/lakes 21.6 31.5 9.0 7.2 30.6 0.0 31.5
forests 4.9 8.7 70.9 7.8 7.8 0.0 70.9
plains 9.2 9.2 6.9 53.4 16.8 4.6 53.4
mountains 12.3 12.3 1.7 14.0 59.2 0.6 59.2
sky/clouds 14.7 11.8 0.0 14.7 0.0 58.8 58.8
overall 53.9

input to an SVM classifier to classify images into one of the 6 scene classes. The
reported performance of that approach were good: 67,2%1.

Color Histogram. In order to compare the results obtained with our color-
only visterm BOV representation against a more traditional color histogram
approach, we used a concatenated Luv 96-bins linear histogram (32 bins for
each dimension: L, u, and v).

5 Results

In this section, we first present the classification performance when using a single
information source (texture or color), and then using the fusion schemes.

5.1 SIFT and Color Visterm BOV Classification Performance

Let us first explore the classification results obtained using the BOV represen-
tation constructed from each feature type separately.

1 Note however that the approach of [15] requires much more work than ours, as
labeled data (image blocks with labels) to train the intermediate regional concept
classifier are necessary. In [15], approx. 70000 blocks were manually labeled!
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Table 3. Classification results with the first fusion strategy: joint texture/color vis-
terms. Sample patches belonging to three visterms.

Class confusion matrix performance
coasts 69.0 8.5 2.1 7.7 10.6 2.1 69.0
river/lakes 21.6 28.8 9.0 11.7 26.1 2.7 28.8
forests 1.9 1.9 85.4 2.9 7.8 0.0 85.4
plains 9.2 9.2 2.3 62.6 12.2 4.6 62.6
mountains 8.4 5.6 1.1 5.6 77.7 1.7 77.7
sky/clouds 5.9 0.0 0.0 14.7 2.9 76.5 76.5
overall 66.7

SIFT Features. Table 1 provides the result obtained with the SIFT based
BOV representation. While being slightly lower than the baseline, this approach
performs surprisingly well given that no color information is used. This is illus-
trated by the sample patches belonging to 3 different visterms (Table 1, right).
As can be seen (and as expected), visterm patches have no coherence in terms
of color.

Color Features. Table 2 shows the results obtained using the Luv color vis-
terms. Although significantly smaller than the performance obtain with SIFT
visterms, the result is still relatively good given the features’ simplicity (6 di-
mensions). Overall, all classes are affected by the performance degradation. Sur-
prisingly, the forest class gets the most degradation, indicating that there is
more reliable information in the local structure than in the color. When observ-
ing samples associated to some visterms (Table 2, right), we can see that the goal
of color coherence is achieved, but that coherence in terms of texture/structure
is mainly lost (there remain some coherence due to the specific interest point
detector employed). To further analyse the performance of our BOV approach,
we compared it with a simple Luv color histogram (see Section 4.3). The system
performance in this latter case exhibited a strong performance drop, achieving a
34.1% recognition rate. This illustrates the necessity for both a data-driven and
local approach, embedded in out BOV representation, as compared to global
approaches based on more arbritary color representations.

5.2 Fusion Classification Performance

We now present the classification results combining color and texture information
in the BOV representation, as presented in Section 3.3.

Fusion 1. In this approach, local features are concatenated prior to cluster-
ing, resulting in a joint texture/color vocabulary of 2000 visterms. The average
mixing value α obtained through cross-validation was 0.8, indicating that more
importance was given to the SIFT feature. Table 3 displays the results obtained
in this case. These results shows an overall improvement w.r.t. those based on
the SIFT feature alone, and are very close to the baseline results (67.2%). The
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Table 4. Classification results with the second fusion strategy: concatenation of the
texture and color BOV representation

Class confusion matrix performance
coasts 58.5 13.4 1.4 13.4 10.6 2.8 58.5
river/lakes 20.7 36.0 7.2 9.9 23.4 2.7 36.0
forests 1.9 1.0 89.3 2.9 4.9 0.0 89.3
plains 12.2 6.1 6.9 64.1 7.6 3.1 64.1
mountains 6.1 7.3 3.4 6.7 76.0 0.6 76.0
sky/clouds 14.7 0.0 0.0 11.8 0.0 73.5 73.5
overall 66.2

Fig. 2. Images ilustrating the resulting classification of the evaluated systems. Ground-
truth is shown on the top left corner. On the bottom are all attributed labels: SIFT
BOV, Color BOV, feature fusion and histogram fusion (from left to right).

sky/clouds class is the one that beneficiate mostly from the improvement, with
a reduction of its overlap with the coasts class.

When looking at the constructed vocabulary, we observe that visterms have
coherence in both texture and color, as illustrated in Table 3. However, since
now both features influence the clustering process, we notice an increase of the
noise level in both color and texture coherence within the clusters.

Fusion 2. In this second strategy, it is assumed that, at the interest point level,
information gathered from color is independent from texture/structure informa-
tion. This strategy thus works by concatenating the BOV representation of color
and texture, after having them weighted by the factor α. Interestingly enough,
the optimal α value was again found to be 0.8, showing again an emphasis on
information arising from the SIFT features. Table 4 shows the obtained results.
These are nearly identical to those obtained with the first fusion strategy, and
again very close to those of the baseline.

Overall, the results are encouraging, and demonstrate that the two approaches
are valid for the scene classification task. Both fusion approaches performed sig-
nificantly better than grey-scale BOV representation. The fact that both ap-
proaches reach similar results to the baseline may indicate that we are reaching
the performance limit that may be obtained in this data when not using any
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spatial information. Figure 2 shows some images with the labels attributed by
each systems we tested. We can see that some labels are subjective. For some
images several possible labels could be considered correct. As such some of the
errors that the systems produce seem logical. This indicates that the BOV rep-
resentation captures valid scene properties, however this dataset does not supply
a clear enough class definition for the training of the systems.

6 Conclusion

We investigated the use of color information, in addition to texture, to represent
scene images with BOV relying on interest point detectors. Two fusion schemes
were proposed and tested on a 6 class scene recognition task. They have shown
that a small but significant gain in classification performance can be achieved
w.r.t. texture only BOV representation. The obtained performances are similar
to a state-of-the-art approach that requires much more supervised training. We
believe that the proposed fusion schemes can easily be applied to other tasks.

Several extensions to the proposed BOV framework could be investigated
to improve scene classification results. For instance, some invariance could be
removed in the SIFT descriptor computation: recent studies in object recogni-
tion have shown that eliminating the rotation invariance usually leads to better
results. Or, as the BOV discards all image spatial information, it would be in-
teresting to reintroduce this information, for instance by computing regional
BOV.
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Abstract. This paper describes an original system for content based
image retrieval. It is based on MPEG-7 descriptors and a novel approach
for long term relevance feedback using a Bayesian classifier. Each image
is represented by a special model that is adapted over multiple feedback
rounds and even multiple sessions or users. The experiments show its out-
standing performance in comparison to often used short term relevance
feedback and the recently proposed FIRE system.

1 Introduction

Recently the world wide web has become one of largest repositories of multimedia
data, such as images, audio and video. For searching images a large amount of
content based image retrieval (CBIR) systems have been proposed.

In the beginning most of them utilized techniques from text retrieval systems
and thus relied on textual annotations (keywords). These systems are rather in-
practical due to the following reasons: On the one hand it is nearly impossible to
provide a manual annotation for a large number of images and on the other hand
these descriptions are usually incomplete or ambiguious. The latter problem is
called the “linguistic gap” that describes the discrepancy between the semantic
meaning and the textual description. Thus the direct description of the visual
content using visual low level descriptors such as color, texture and shape gained
more and more interest[1]. Since these descriptors typically describe only the low
level properties of the visual content they can not provide a reliable high level
(semantic) description of it. This discrepancy between the visual description and
the semantic meaning is known as the “semantic gap”. It can be decreased for
very restricted applications but remains for general image retrieval tasks. An-
other problem is the “semantic ambiguity” that describes the varying semantic
meaning for different users. Both problems can be handled by incorporating the
user into the retrieval process, which is known as relevance feedback (RF).

Existing content based image retrieval systems can be categorized based on
several criteria including the year of proposal, the approach (query by example,
relevance feedback), if they utilize incremental learning or not, if the images
are described globally, locally or based on regions, and what visual features and
learning approaches are used. Table 1 gives an overview of recent systems along
with the corresponding characteristics. In order to enable a comparison to the
other systems, the proposed system is considered as well.
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Table 1. Overview of available systems

Abbreviation Year Appr. Incr. Description Features Techniques

a-Lip[2] 2003 QE No Local LUV color, Wavelets 2D MHMM
CIRES[3] 2002 QE No Global Color table, Gabor filters,

structuring elements
Statical feature
weighting

FIRE[4] 2004 RF No Global Invariant feature histogram Score based
ImageRover[5] 1997 RF No Local Color histogram, texture Distance based
IRMA[6] 2003 QE No Regions Frequency, texture and struc-

tural features
Segmentation,
graph matching

MiAlbum[7] 2001 RF Yes Global HSV color histogram, LUV
coherence vector, Tamura
coarseness and directionality

Bayesian classifier

SIMBA[8] 2001 RF No Global Invariant feature histogram,
color and texture features

Manual feature
weighting

SIMPLIcity[9] 2001 QE No Regions Wavelets Segmentation,
classification,
region matching

Proposed RF Yes Global, local Edge histogram descriptor,
Homogenous texture descrip-
tor, Color layout descriptor,
Local average LUV descriptor

Bayesian classi-
fier, Automatic
feature weighting

As it can be seen only half of the systems utilize relevance feedback and only
very few of them combine it with incremental learning. Only this combination
enables users to benefit from previous sessions. Although all system use color
and texture features, only some of them consider local or region based features
which seems necessary to distinguish images reliably.

Only the “MiAlbum” system developed by Su et al.[7,10] utilizes an approach
similar to the proposed system. The main differences are the incremental learn-
ing method, the visual low level descriptors and that the proposed system works
online1. Although we utilize a Bayesian classifier similar to “MiAlbum” the ac-
tual learning approach is different. The proposed system is based on MPEG-7
compliant visual descriptors[11] which provide a rich and exchangeable descrip-
tion of the visual characteristics of the images. Furthermore, local and global
features are considered, which allow a description on different levels of abstrac-
tion. By supporting different initial queries, such as random sample and query by
example, the user can influence the session from the beginning depending on the
available resources. The combination of these techniques leads to outstanding
retrieval results as it will be shown in section 3.

2 System Overview

The proposed system consists of an offline and an online part. In the former part
all the data preprocessing is done, which includes the extraction of the visual
descriptors and their normalization. Furthermore their values and informations
about the corresponding images are stored in a database to enable efficient and
uniform access. In the latter part the actual image retrieval using relevance
feedback is done. It starts by offering two different possibilities for the initial
1 http://mpeg7im.nue.tu-berlin.de/imatchRelevance/
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search (random sample, query by example) and goes on with the iterative search
consisting of user interaction, relevance feedback and display. In the following
sessions the most important parts of the overall system are explained.

2.1 Feature Extraction

Each image is represented by a set of features that can be automatically ex-
tracted. Both color and texture as well as global and local features are used to
obtain a rich description of the image. Beside a novel feature various MPEG-7
descriptors[11] are utilized. The follwing paragraphs describe the descriptors in
more detail.

Homogeneous Texture Descriptor (HTD). The HTD is proposed in the
MPEG-7 visual standard for describing homogeneous textures in an image. It is
based on the human perception of textures and describes them in polar coordi-
nates using 6 orientations and 5 scales. It is extracted using 30 Gabor filters (6
different orientations and 5 different scales), which are applied in the frequency
domain. Therefore the image is transformed using a combination of the Radon
transform and a one-dimensional Fourier transform. For each of the Gabor filters
the energy mean and standard deviation of the filter response with the image
is calculated. The final feature vector consists of mean and standard deviation
values of the spatial domain and 30 mean and standard deviation values of the
frequency domain.

Edge Histogram Descriptor (EHD). The MPEG-7 EHD can be used to
describe local edge characteristics. It can be interpreted as multiple localized
edge histograms, that describe the amount of certain edge types, such as ver-
tical, horizontal, 45 degree diagonal, 135 degree diagonal and non-directional
edges. The image is divided into 4x4 subimages and into 1100 blocks that are
assigned to the corresponding subimages. For each of these blocks the edge type
is determined using different Haar-like filters which lead to an edge amplitude
for each of the possible edges. If the highest edge amplitude is larger than a
certain threshold the corresponding edge is assigned to that block. Otherwise
the block is considered to contain no edges. For each subimage the ratios of the
individual edge types are calculated by averaging all blocks within the subimage.
Furthermore 3 semi-global (row, column, block) and 1 global histograms can be
calculated by combining the histograms of certain subimages. Altogether this
yields a feature vector with 150 elements.

Color Layout Descriptor (CLD. The CLD, defined in the MPEG-7 stan-
dard, decribes the global color distribution of the image using the frequency
domain. The image is converted into YCbCr color space and subsampled to a
64x64 image. For each channel the discrete cosine transform (DCT) is applied
independently leading to a representation where the energy is concentrated in
the lower cofficients only. After a zig-zag-scan and a non-linear quantization the
first 6 coefficients, corresponding to the low frequencies, are selected as the final
features for each channel. Thus the feature vector consists of 18 elements.
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Local Average LUV Descriptor (LALD). The proposed LALD provides a
straight forward way to describe the local color characteristics using 4x4 subim-
ages, similar to the EHD. First the image is converted into LUV color space,
which was chosen due to its closeness to the human perception. For each of the
subimages the mean and the variance of the pixels are computed for each color
channel independently. This leads to a feature vector of 96 elements.

2.2 Preprocessing

3σ-Normalization. In order to obtain unique ranges for the individual fea-
tures within a feature vector and over different feature vectors normalization
needs to be applied. Since the distributions of each feature xi can be approx-
imated by a Gaussian distributions with mean μi and standard deviation σi a
3σ-normalization is applied. Each feature xi is normalized to yi = (xi−μi)/(3σi)
and clipped within the range yi ∈ [−1, 1].

Principal Component Analysis. The principal component analysis (PCA)
allows to reduce the number of features by finding the optimal decorrelated basis
V of a feature matrix X and discarding components with less information. This
can be useful to avoid the “curse of dimensionality” and decrease the computa-
tional complexity in the case of high-dimensional feature vectors. It is based on
the eigenvalue decomposition of the covariance matrix Cx which calculates the
eigenvectors vi and the corresponding eigenvalues λi. By sorting λi in descend-
ing order and discarding the eigenvectors of lower order eigenvalues a reduced
basis V = (v1, v2, . . .) can be built. The decorrelated and reduced feature vector
y is obtained by projecting x onto V as y = VT x.

2.3 Relevance Feedback

In this system relevance feedback is treated as a classification task. Based on
the relevant images j ∈ J , selected by the user, a model M is trained that
describes the common characteristics of these selected images. This model is
compared to all the images k ∈ K in the database and either the most relevant
or most informative images are returned based on the minimum distance criterion
k′ = argmink dk. Both non-incremental and incremental learning are considered,
depending on whether short term or long term relevance feedback is used.

Minimum Distance Classifier. The minimum distance classifier (MDC) mod-
els each class j by the mean vector μj of the provided examples. For an unknown
example x the distance dj(x) is simply the Euclidian distance between x and
μj which is defined as

dj(x) =
∑

i

(xi − μji)2 (1)

The minimum distance classifier is solely used for short term learning.
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Bayesian Classifier. An optimal statistical classifier minimizes the probability
of missclassifications and can be built by utilizing the maximum a posteriori
(MAP) criterion. The posteriori propability p(j|x) of a class j can be calculated
from the prior probability p(j) and the likelihood p(x|j) using Bayes rule:

pj(x) = p(j|x) = p(x|j)p(j)

Usually a multivariate Gaussian density is used to characterize the distribution
of the feature vector x with the probability density function

p(x|j) =
1

(2π)d/2|Cx|1/2 exp(−1/2(x − μj)T C−1
j (x − μj))

With the assumptions that the features xi are orthogonal and independent to
each other, classes having equal prior probabilities and that all images are com-
pared to one class only the logarithmic posterior probability can be calculated as

p(x) = −1
2

∑
i

(
xi − μi

σi

)2

Maximizing this probability can also be expressed as minimizing the distance
d(x) which is defined as:

d(x) =
1
2

∑
i

(
xi − μi

σi

)2

(2)

The Bayes classifier is used for short term (non-incremental) and long term
(incremental) relevance feedback. The differences between the individual modes
is how the model M = (μ, σ) is obtained.

Short Term Relevance Feedback. In short term RF the learning is restricted
to the actual round only. That means the actual feedback has no influence on
the learning of further rounds or even further sessions. Thus it is also called
non-incremental learning. The model M = (μ, σ) solely built based on the joint
information of the actual set of relevant images j ∈ J and is given by

μi =
1

|J |
∑

j

xji; σ2
i =

1
|J |
∑

j

(xji − μi)
2

Long Term Relevance Feedback. Here, in contrast to the short term RF,
the model M is built from combined information of the set of relevant images
and from the individual past of each image j individually. Therefore each image
is described by an individual model Mj = (μj , σj , nj) with that is updated in
every iteration using the following equations
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n′
j = nj + |J |

μ′
ji =

1
n′

j

(njμji + nμi)

σ′2
ji =

1
n′

j − 1

⎛⎝(nj − 1)σ2
ji + njμ

2
ji − n′

jμ
′2
ji +
∑

j

x2
ji

⎞⎠
Finally the parameters of the combined model M = (μ̄, σ̄) are calculated by

averaging the mean and variance vectors of the updated image models M ′
j =

(μ′
j , σ

′
j , n

′
j)

μ̄i =

∑
j n′

jμ
′
ji∑

j n′
ji

; σ̄i =

∑
j n′

jσ
′
ji∑

j n′
ji

Weigth Adaption. Foreach of thefeaturevectors f∈{HTD, EHD, CLD, LALD}
the distance df is calculated using equation 2. The overall distance d is then
given by

d =
∑

f

wfdf (3)

with the weights wf . These weights can be set according to the selection strate-
gies. For most relevant images the feature vector f with the lowest average
variance σ̃ gets the highest weight. On the other hand for most informative im-
ages the feature vector f with the highest average variance σ̃ gets the highest
weight. The average variance σ̃ is calculated by averaging all elements of the
variance vector σ̄.

3 Experiments

3.1 Databases

Different image databases are available that can be used to demostrate or evalu-
ate CBIR systems. The following databases have been used: Corel Gallery Magic
650002 (Corel), Wangs Subset of the Corel Gallery3 (Wang), Data Backer Pre-
mium Cliparts4 (DataBecker), The Caltech-101 Object Categories5 (Caltech)
and the Butterfly Database6 (Butterfly). Table 2 provides an overview of these
databases and some of their characteristics.

While all these databases can be used in the online system, the experiments
shown here are only based on the Wang database. Nevertheless similar results
can be achieved using the other databases.
2 ISBN: K8483417
3 URL: http://wang.ist.psu.edu
4 ISBN: 2815868203
5 URL: http://www.vision.caltech.edu/feifeili/Datasets.htm
6 http://www-cvr.ai.ai.uiuc.edu/ponce grp/data
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Table 2. Overview of the used databases and their characteristics

Abbreviation Resolution Number Content Annotation

Corel 384x256 40000 Various Categories
Wang 384x256 1000 Various 10 categories
DataBecker ca. 500x900 20000 Various Multiple keywords
Caltech Different 9144 Various 101 categories
Butterfly Different 619 Butterflies 7 categories

3.2 Evaluation Measures

The evaluation of content-based image retrieval systems is usually based on avail-
able ground truth data. For the following experiments “Wangs Corel Selection”
was used which provides categories that can serve as ground truth data. Based
on this well-known measures such as precision P and recall P can be computed.
Varying the number of retrieved images N leads to multiple (P, R) pairs that
can be visualized as so called precision vs. recall curves. Furthermore, Müller et
al.[12] proposed some evaluation measures such as R̃ank, P (N), R(P = 0.5),
R(N) and R(P = R). Both the PR-curves and these supporting measures are
considered for the following experiments.

3.3 Results

Normalization. The first set of experiments was conducted to compare the
performance of the short term relevance feedback using MDC and BC with or
without normalization.

Figure 1 shows the resulting PR-curves. In general normalization improves
the results for both approaches. The gain for the BC is much larger than that
for the MDC, which shows that normalization is a crucial step for using a BC. In
cases where normalization cannot be applied the MDC outperforms the BC. On
the other hand the BC is the better choice if the feature vectors are normalized.
These facts are supported by the objective measures in table 3.
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Fig. 1. PR curves for different short term approaches (MDC, BC) with/without
normalization
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Table 3. Objective measures for different short term approaches (MDC, BC)
with/without normalization

Norm. Rank P(N=20) P(N=50) P(N=100) R(P=0.5) R(N=100) R(R=P)

MDC No 0.1063 0.84 0.75 0.61 0.63 0.61 0.61
MDC Yes 0.0946 0.92 0.80 0.61 0.68 0.61 0.61
BC No 0.2082 0.71 0.57 0.40 0.27 0.40 0.40
BC Yes 0.0823 0.91 0.81 0.65 0.64 0.65 0.65

Principal Component Analysis. The goal of this set of experiments was to
analyze the influence of the feature reduction using PCA on the performance
of the different short term approaches (MDC, BC). Therefore the dimensions
of the feature vectors were successively reduced from 100% to 3%. Figure 2(a)
and 2(b) show the resulting PR curves for the MDC and the BC respectively.
Concerning the reduction of dimensionality it turns out that a reduction to 75%
results only in a small performance loss for the MDC and the BC as well. Be-
low that the performance decreases considerably, with the BC dropping faster
than the MDC. Table 4 provides a more extensive comparison of the perfomance
without applying PCA and utilizing a PCA with 75% of the original dimensions.
As it can be seen the performance loss is mainly in the precision which drops
about 8% while the recall drops between 1% and 4% depending on the used
classifier.
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Fig. 2. PR curves for different approaches and PCA with different dimensions

Table 4. Objective measures for different short term approaches and PCA

PCA Rank P(N=20) P(N=50) P(N=100) R(P=0.5) R(N=100) R(P=R)

MDC No 0.0946 0.92 0.80 0.61 0.68 0.61 0.61
MDC 75% 0.1054 0.84 0.75 0.60 0.64 0.60 0.60
BC ST No 0.0823 0.91 0.81 0.65 0.64 0.65 0.65
BC ST 75% 0.1110 0.84 0.74 0.61 0.60 0.61 0.61
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Fig. 3. PR curves for MDC, short and long term BC and FIRE system

Table 5. Objective measures for the short and long term BC and the MDC

Rank P(N=20) P(N=50) P(N=100) R(P=0.5) R(N=100) R(P=R)

MDC 0.0946 0.92 0.92 0.80 0.61 0.61 0.61
BC ST 0.0823 0.91 0.81 0.65 0.64 0.65 0.65
BC LT 0.0599 0.98 0.87 0.70 0.77 0.70 0.70

Short Term vs. Long Term Relevance Feedback. Finally the performance
of the short and the long term relevance feedback based on the BC are compared
to each other in order to justify the developed approach. Furthermore it is com-
pared to the recently proposed FIRE[4] system. Figure 3 shows the PR curves
for the MDC, BC short term, BC long term and the FIRE reference system. It
can be seen that the long term RF clearly outperforms the short term RF. The
precision increases by up to 9% for nearly the whole recall range. This justifies
the idea of incrementally adapting the models over multiple rounds or sessions.
Table 5 proves this fact by providing objective measures for the different ap-
proaches. Furthermore it can be seen from figure 3 that all approaches clearly
outperform the reference system. The main reason for that are the more sophis-
ticated visual descriptors and the long term RF used in the proposed system.

4 Conclusion

In this paper an original system for content based image retrieval has been pro-
posed, that utilizes a Bayesian classifier combined with an incremental learning
strategy to support long term relevance feedback. MPEG-7 descriptors and novel
color descriptor are used for describing color and texture characteristics both lo-
cally and globally. The experiments show that this combination leads to a very
efficient system that clearly outperforms the FIRE reference system.

Future work will consider the use of positive and negative relevance feed-
back, other learning approaches such as support vector machines and different
strategies to incorporate the feedback from different users.
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Abstract. A challenge already opened for a long time concerning Content-
based Image Retrieval (CBIR) systems is how to define a suitable distance 
function to measure the similarity between images regarding an application 
context, which complies with the human specialist perception of similarity. In 
this paper, we present a new family of distance functions, namely, Attribute 
Interaction Influence Distances (AID), aiming at retrieving images by 
similarity. Such measures address an important aspect of psychophysical 
comparison between images: the effect in the interaction on the variations of the 
image features. The AID functions allow comparing feature vectors using two 
parameterized expressions: one targeting weak feature interaction; and another 
for strong interaction. This paper also presents experimental results with 
medical images, showing that when the reference is the radiologist perception, 
AID works better than the distance functions most commonly used in CBIR. 

1   Introduction  

Nowadays images are present in the majority of medical systems. However, to allow 
effective and suitable use of images, the systems need to provide tools to manage 
images, including their fast and efficient comparison and retrieval. 

The Content-based Image Retrieval (CBIR) techniques use image processing 
algorithms to automatically extract relevant characteristics (features) from the images, 
which are employed to index them. CBIR techniques use the intrinsic visual features 
of images, such as color distribution, shape and texture to compare them [1], and take 
advantage of index structures that use the similarity of features to speed up the 
retrieval.  

Given the current state-of-the-art in Computer Vision [2],  the features usually 
employed to describe images in CBIR systems are restricted to those that can be 
computed automatically. An important challenge of applying CBIR techniques in any 
specific application context is to define feature vectors and a distance function that 
can: (a) precisely discriminate images by content; (b) act as the basis of an index 
structure to manage the image collection during querying process, and (c) rank the 
images most similar to a given one in a way resembling the rank possibly defined by 
an human analyst.  

This paper presents two new families of distance functions to compare images 
using feature vectors that meet these requirements. These families concern with the 
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broader or narrower effects of the interaction of differences in the features when two 
images are compared.  

The remainder of this paper is structured as follows. Section 2 briefly gives a 
background on distance functions. Section 3 presents the new proposed distance 
functions. Section 4 discusses the experiments performed in order to corroborate the 
effectiveness of the new proposed functions, and Section 5 concludes the paper.  

2   Background on Distance Functions 

The Euclidean distance is the most known and used distance function. It belongs to 
the Minkowski family, which is based on the Lp norm [3]. 

Let us consider a set of objects, each one having n attributes. The Minkowski 
Distance between two objects Q and C, represented by attribute vectors q=(q1, q2, ... , 
qn) and c=(c1, c2, ... , cn), is given by:  

( ) p
n

i

p
ii qcCQd −=

=1
,  (1) 

According to the value of p, specific distance functions are obtained, such as: 

p = 1: City Block or Manhattan distance (L1) 
p = 2: Euclidean distance (L2) 
p = ∞: Infinity or Chebychev distance (L∞) 

The L2 distance defines the geometric place of all points equidistant from the point 
representing the query object, that is, in two-dimensional space, it is a circumference 
centered at the query object. The L1 distance, on the other hand, defines the geometric 
place of all points that have the same value of the sum of absolute differences of each 
attribute, while L∞ can be approximated by the following expression: 

||max),( 1 ii
n
i qcCQd −= =  (2) 

The region where objects at the same distance from the reference object are placed, 
considering the most common Minkowski Distances, are shown in Fig. 1.  

p=2 (L2)

p=8  (L8 )

  p=1 (L1)       

Q
reference 
object 

 

Fig. 1.  Geometric places defined by different values of p, considering a 2-dimensional space 
(only the first quadrant is shown) 
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Choosing a distance function depends on several characteristics of the related 
system, such as: a) the descriptors that will be used; b) the statistical nature of the 
context; c) the data types of each descriptor; d) the pre-processing procedure that will 
be applied to data; e) the semantic particularities presented by the environment. 

Several works concerning the definition and use of new distance functions have 
been presented in literature. The majority of them focus on specific applications or 
contexts. Among these distances, we can mention: Mahalanobis distance [4], 
Kullback-Leibler and Jeffrey divergences [2, 5], 2 measure [6, 2], Cosine distance 
[7], Quadratic distance [8], Histogram intersection [7], Contrast model [9, 10], 
Perception-based distance [11], Bhattacharyya distance [5], Hellinger distance [6]. 

3   Proposed Distances 

The environment, context, application, purpose and nature of data are some variables 
that determine what features will be chosen to represent images for similarity 
retrieval. Different descriptors such as color, shape and texture are commonly used to 
build the feature vector that represent an image.  

For instance, in a specific context we could use texture descriptors – such as 
homogeneity and entropy – as representative features of the target images. Even 
considering that homogeneity and entropy features are independent from each other, 
there is an important question to be considered when comparing two images: how do 
these features affect the human perception of similarity when they both vary? In other 
words, if images Q and C1 present a high difference considering only one feature – 
for instance, homogeneity – and images Q and C2 present smaller differences 
considering several other features – for instance, homogeneity and entropy – what 
image, C1 or C2, is considered more similar to Q? What is the effect of interaction of 
feature variations on the human judgment of similarity? 

Our objective is to answer these questions for a specific context: analysis of 
medical images. For this purpose, we define two families of distance functions, 
named Attribute Interaction Influence Distances – (AID) that allow the user to set 
parameters and adjust the influence between feature interactions, following more 
closely the human perception of image differences, and thus achieving a reduction in 
the semantic gap.  

3.1   Distances Concerning Attribute Interaction  

For the sake of clarity, we start our discussion using 2-dimensional feature vectors 
(attributes x and y). Later, we will extend the feature space to any dimension. 

Definition: Considering two images that are being compared, Attribute Interaction 
(AI) is the proportion in the variation of the attribute values obtained from the 
respective feature vectors. 

Ex: Attribute Interaction in the comparison of images Q and C, with feature vectors 
q=(qx , qy) and c=(cx , cy): 
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AI varies from 0 (variation of only one attribute - points on the axes of coordinates 
in Fig. 1) to 1 (same variation on both attributes - points on the identity line in Fig. 1). 

How does the human being perceive variations of similarity when two images 
present high (near 1) or low (near 0) values of AI? Actually, it depends on the context. 

Definition 2: Attribute Interaction Influence (AII) is the effect of AI in the human 
perception of similarity. In some contexts, high values of AI leads to a perceptual effect 
of high dissimilarity – in this case, we say that the attribute interaction influence (AII) 
is strong. In contexts where high values of AI leads to a perceptual effect of low 
dissimilarity, we say that the attribute interaction influence (AII) is weak.  

To deal with weak and strong interaction influence we propose two distance function 
families: Weak Attribute Interaction Influence Distances (WAID) and Strong 
Attribute Interaction Influence Distances (SAID). Both of them are represented by 
polynomials of degree 2 that define the geometric place of the objects at the same 
distance from a reference one. In Fig. 2, all points on the WAID curve are at distance 
dw from Q, while all points on the SAID curve are at the distance ds from Q. Taking 
point C, if we decide to work with WAID, its distance from Q (dw) will be smaller 
than if we decide to work with SAID (ds). The use of WAID considers the objects 
that present high values of AI as closer, while the use of SAID considers these objects 
as farther. Thus, WAID is designed to compare objects in contexts where AII is weak, 
and SAID is designed to compare objects in contexts where AII is strong. 

Attr a

A
tt

r 
b

Q

C2

WAID

SAID

 

 

 

 C 

dw 

ds 

Q 

WAID

SAID

 

Fig. 2. Curves and distances of WAID and SAID. Only the first octant (|qx-cx|>|qy-cy|) is 
represented. In the second octant the identity line mirrors the curves. 

3.2   Degree of Attribute Interaction Influence 

In order to quantify and control the effect of Attribute Interaction Influence (AII), we 
define a parameter n that represents the degree of interaction and determines the 
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Fig. 3. Family SAID 

elongation of the curves. This leads to a family of curves for WAID and another for 
SAID. Fig. 3 shows examples of curves for the SAID family. 

The stronger AII the higher the value of n of the most suitable SAID curve. The 
weaker AII the higher the value of n of the most suitable WAID curve. 

3.3   General Expression of SAID1 

To simplify the notation, we call |qx-cx| as x and |qy-cy| as y. Considering the first 
octant, x is always greater than y. 

To determine the quadratic expression of SAID, considering y=f(x) a polynomial 
of degree 2, we use the following constraints:  

• x=ds   y = f(ds) = 0   
• x=ds/n   y = f(ds/n) = ds/n   
• f '(ds/n) = 0  (f maximum at ds/n) 

where ds is the value of the SAID distance defined for all points on the curve and n is 
the degree of interaction (elongation of the curve). 

With these constraints, we can determine the value of ds as follows: 

)2(2

2)1(2424)1(22)1(

−
−+−−+−−

=
n

nyxyxnxny
sd        with  n>2 (4) 

3.4   Extending SAID to Any Dimension of Feature Space 

Expression (4) gives the distance between two images, considering two attributes. 
Variables x and y represent the differences on values of the attributes. In addition, x 
represents the maximum difference.  

If there are more than two attributes, we should analyze the interaction between  
x (the maximum attribute difference) and each other attribute in a separate plane,  
and then gather them into a final expression. To do this, L1 and L  can be very 
helpful: 

                                                           
1  Due to limitations of space, in this paper we will present the formal definition of SAID but 

omit the definition of WAID. 
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∞== Lattribx max  (5) 

= attribsallL _1  
(6) 

SAID presents a behavior that is similar to L1, that is, the attributes are summed up to 
compose the final distance. Thus, to determine the SAID distance, y will be replaced 
by the sum of the other attributes values: 

−== attribattribsallattribsothersumy max___  (7) 

thus                                                 ∞−= LLy 1  (8) 

Now, replacing the values of x (5) and y (8) in expression (4), we determine the SAID 
distance between 2 objects in a multidimensional space, as a function of L1, L  and n. 

3.5   Composing with Lp Family 

A graphical analysis of the Lp family shows that L1, L2 and L  present differentiation 
regarding attribute interaction. In Fig. 4, looking at these three functions, we can see 
that the highest difference among them occurs on the identity line, decreasing in the 
direction of the axes until become zero over the axes. However, this approach 
presents drawbacks: 1) They are limited by a specific space region; 2) L1 and L  are 
linear, regarding the proportion of attribute variation; 3) L  is not suitable to compare 
images, since it considers as equal objects that are dissimilar regarding different 
attributes. 
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Fig. 4. Composition of Lp and AID 
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The SAID and WAID families can compose with the Lp family to cover the whole 
feature space, as shown in Fig. 4. The superior limit of SAID is L1 (SAID with n=2) 
and the inferior limit of WAID is L  (WAID with n=1). Actually, the Lp family is not 
limited by L1, it can continue in the inferior region, with values of p less than 1, but 
these measures do not reflect attribute interaction, since the variations that they 
present along their curves are not consistent with this approach.   

3.6   How to Determine the Best Perceptually Fitted Distance Function 

Given the AID and Lp families of distance functions, we define a 2-step procedure to 
determine the best distance for a specific application, as follows. 

Step 1: determine the attribute interaction influence. With a training set of images, 
run similarity tests with distances SAID (n=3), L1, L2, L  and WAID (n=3). Analyze 
the results of each distance and compare them to the results given by human 
specialists’ evaluations. With the best distance function obtained for this context we 
determine the attribute interaction influence: if SAID (n=3) is the most suitable, then 
we have a strong attribute interaction context; if WAID (n=3) is the best choice, then 
we have a weak attribute interaction; if one of Lp distances is the best, we have an 
intermediate attribute interaction context.  

Step 2: determine the degree of attribute interaction influence and the best 
distance function. If the attribute interaction is intermediate, then the best distance 
function is the one that reached the best results in Step 1. If the attribute interaction is 
strong, we execute new tests with SAID with different values of n to determine the best 
one. We execute the same procedure with WAID if the attribute interaction is weak. 

This procedure identifies the best perceptual distance function to a specific context, as 
we will show in the experiments that follow. 

4   Experimental Studies 

4.1   Perceptual Similarity of Texture for Medical Images 

In this experiment, we used a set of 30 images. They consist of Regions of Interest 
(ROIs) extracted from a set of medical images of Magnetic Resonance, Computerized 
Tomography and Mammography. Five radiologists (R1, R2, R3, R4, e R5) were asked to 
rank the images in order of similarity with a given reference, comparing the texture 
presented by the images. Thereafter, we used a texture extractor tool to obtain the 
features employed to ask for the k-nearest neighbors of the same reference image. The 
texture descriptors used were uniformity and homogeneity [12], extracted from the 
corresponding co-occurrence matrix. The k-nearest neighbor queries were executed 
for each distance function of the families AID and Lp as described in Step 1 presented 
in Section 3.6. 

Each sequence ranked by the radiologists was then compared to the results from 
each distance function. In order to analyze the results and evaluate the degree of 
conformity of the automatic sequences to each radiologist’s sequence, we calculated 
the sequence precision as follows: 



 Perceptual Distance Functions for Similarity Retrieval of Medical Images 439 

 

• divide the sequences being compared into subsequences of k images;  
• count the number num of images present simultaneously in both subsequences 

(the radiologist and the distance function sequences); 
• calculate precision(k)=num/k;  
• vary k from 2 to 29 and calculate precision(k);  
• calculate the final precision as the average of precision(k).  

Fig. 5 presents the plots of precision achieved with each function. 
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Fig. 5. Precision to evaluate the accuracy of distances. Each curve corresponds to the results for 
each Radiologist (R1 to R5), and their average. 

From the analysis of the curves, we can see that despite the large variation between 
each human specialist, the SAID function consistently reached the best precision. It 
indicates that this kind of context is characterized by strong attribute interaction. 
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Fig. 6. Precision to determine the best function regarding parameter n (all five radiologists were 
considered) 
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In Step 2 of the approach, we applied SAID with different values of n, in order to 
determine its best value. Fig. 6 presents the resulting curves for values of n varying 
from 3 to 15. 

Analyzing the curves, we can see that n=3 and n=4 present similar performances, 
while for values greater than 4 the performance is reduced. Thus, by the experiments, 
we conclude that when using these descriptors to represent the image texture, the best 
distance function is SAID with n=3.   

4.2   Similarity of Medical Images Based on Region Segmentation 

This experiment aims to evaluate the ability of the distance functions to discriminate 
images from different regions of the human body. We used a medical image database 
with 704 Magnetic Resonance images, separated in 8 classes: axial head, coronal 
head, sagittal head, axial pelvis, axial abdomen, coronal abdomen, angiogram and 
sagittal spine.   

To analyze the results and to evaluate the efficacy of the distance functions, the 
well-known concepts of precision and recall were applied. A rule of thumb on 
analyzing such curves is that the closer to the top the better the method. The curves 
were plotted using the average of the precision and recall values.   

Each image was segmented in 5 regions. Six features were extracted from each 
region: the fractal dimension, the x and y coordinates of the center of mass, the mass, 
the average gray level and the linear coefficient of the fitting line used to obtain the 
Fractal dimension. Therefore, for each image, a feature vector consisting of 30 
attributes was defined. 

K-nearest neighbor queries were executed taking images from all classes as 
reference, and using the distance functions of families AID and Lp. Individual 
precision and recall values were calculated and the averages for all classes were used 
to generate precision vs. recall curves for each distance function. Fig. 7 shows these 
curves. 
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Fig. 7. Precision vs. Recall for image segmentation 
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In Fig. 7 we can see that the best graph was provided by SAID, so this context is 
also characterized by strong attribute interaction. We also see that SAID with n=3 is 
better than SAID with n=6 (we have processed the data with other values of n, but the 
best results occurred using n=3).  

5   Conclusions 

Two new families of distance functions for image comparison have been presented in 
this paper. These families – SAID and WAID – take into account the effects of 
interactions of attribute differences when two images are compared, reflecting the 
human perception of similarity. Thus, SAID and WAID represent a new way to 
summarize one aspect of the human perception. 

The families of functions have received the mathematical development, in order to 
define the formal expressions needed to calculate the distance between objects. The 
composition of AID and Lp families was evaluated, and an experimental approach 
was described, aiming to determine the most suitable function to perform similarity 
retrieval in a specific context. 

The results from the experiments on the proposed distance function were 
presented. Using the results of tests employing 5 radiologists, we determined that, for 
texture representation of medical images, the best function was SAID with coefficient 
of interaction 3. Another experiment employed a database of segmented images from 
different human body parts, and the distance functions were evaluated in order to find 
the best one. Again, the best function regarding discriminative power was SAID with 
coefficient 3.  
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Abstract. The goal of this paper is to investigate the selection of the
kernel for a Web-based AIRS. Using the Kernel Rocchio learning method,
several kernels having polynomial and Gaussian forms are applied to
general images represented by color histograms in RGB and HSV color
spaces. Experimental results on these collections show that performance
varies significantly between different kernel types and that choosing an
appropriate kernel is important. Then, based on these results, we propose
a method for selecting the kernel type that uses the score distribution
models. Experimental results on our data show that the proposed method
is effective for our system.

1 Introduction

In a Web-based Image Retrieval System, the goal is to answer as well (fast and
accurate) as possible with images that meet the user’s request. Here, we assume
that the database and the query image(s) are represented by color histograms.
However, a characteristic of these colors is that they are not independent, but
correlated. Moreover, the interaction between colors is stronger for some queries
(images) than for other queries. In the former case, a more complex, possibly
non-linear, kernel has to be used, whereas in the latter case, a linear kernel may
be sufficient. Since we are dealing with real images, and therefore, with complex
queries, it is expected that we need to use non-linear kernels to achieve good
retrieval results. However, in the literature, “there are currently no techniques
available to learn the form of the kernel” [4]. Methods like Relevance Vector
Machines [11] assume distribution of data, which might fit or not a real collection.
In this study, we learn from real tests the characteristics of our data, and then,
we build our kernel selection method.

The paper organization is as follows. Section 2 provides the retrieval model,
and the kernel method. Based on the experimental results presented in section 3,
section 4 explores a new methodology for selecting the kernel to be used by the
Kernel Rocchio learning method in order to improve the performance of an
adaptive image retrieval system (AIRS). Finally, section 5 concludes the paper.

H. Sundaram et al. (Eds.): CIVR 2006, LNCS 4071, pp. 443–452, 2006.
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2 Background

2.1 Retrieval Model

In Image Retrieval, the user searches a large collection of images to find images
that are similar to a specified query. The search is based on the similarities of
the image attributes (or features) such as colors. A linear retrieval form [2,1]
matches image queries against the images from collection

F : RN × RN → R, F (P, Q) = PtQ .

The query image Q contains the features desired by user. The bigger the value
of the function F , when applied to a query Q and an image P, the better is the
match between the query image Q and the database image P. For representing
images by color, we use the histogram representations in RGB and HSV color
spaces.

2.2 Kernel Method

The kernel method constitutes a very powerful tool for the construction of a
learning algorithm by providing a way for obtaining non-linear decision bound-
aries from algorithms previously restricted to handling only linearly separable
datasets.

In this work, the general form of the polynomial kernels [4,1] is given by

K(x, y) = (〈x, y〉)d , d > 0, (1)

and the general form of the radial kernels is given by

K(x, y) = exp

⎛⎝−
(∑N

i=1 |xa
i − ya

i |b
)c

2σ2

⎞⎠ , σ ∈ R+. (2)

Recently, image retrieval systems started using different learning methods
for improving the retrieval results. In this work, we use the Kernel Rocchio
method [1] for learning.

3 Experimental Study of Kernel Type Selection

Since we are dealing with real images, and therefore, with complex queries, it
is expected that we need to use non-linear kernels to achieve good retrieval
results. Therefore, in this section, we experimentally study, through several test
query examples, the possible relationships between the different queries and the
different kernels.

3.1 Experimental Setup

For our experiments, we use two test collections of size 5000, which include 10
and 100 relevant images, respectively, for each query image, and one of size 10000,
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which includes 100 relevant images for each query image. For convenience, we
name these sets as 5000 10, 5000 100 and 10000 100. All image collections are
quantized to 256 colors in RGB and 166 colors in HSV. We use the same set of
10 images as queries (Q1,Q2, ..., Q10) for each experiment.

For evaluation purposes, we use the Test and Control method. The process
of obtaining the training and testing sets is described in detail in [6]. For each
test collection we create 3 different training sets, each of 300 images (called Set
1, Set 2, Set 3), and one test set. The images in the three training sets and the
testing set are randomly distributed. The number of relevant images within the
training and the testing sets for each query is given in Table 1. We assume that
at each feedback step there are 10 images seen by user. For each test collection
(5000 10, 5000 100 and 10000 100), we perform three similar experiments, each
one corresponding to a different training set (Set 1, Set 2, Set 3). That is, in
total, we performed 9 experiments.

Table 1. Number of the relevant images within the training sets and the testing set

To evaluate the quality of retrieval, we use the Rnorm measure [3]. We perform
the experiments for a set of 12 kernels: 6 polynomials and 6 radial basis, with
general forms given respectively by Equations (1) and (2). The values of the
parameters (a, b, c, and d) and the names of the kernels used in the experiments
are presented in Table 2. In all experiments presented in this work, σ = 1.

Table 2. Parameters used for the different kernels

d Name
d = 1 Pol1
d = 2 Pol2
d = 3 Pol3
d = 4 Pol4
d = 5 Pol5
d = 6 Pol6

a b c name
a = 1 b = 2 c = 1 Rad1

a = 1 b = 1 c = 1 Rad2

a = 0.5 b = 2 c = 1 Rad3

a = 0.5 b = 1 c = 1 Rad4

a = 0.25 b = 2 c = 1 Rad5

a = 0.25 b = 1 c = 1 Rad6

a) polynomials b) radials



446 A. Doloc-Mihu and V.V. Raghavan

Space limitation precludes us from showing all the plots obtained from our
experiments. However, as an example, in Figure 1, we present the plots of the
kernel values obtained for query Q1 for 5000 100 image test collection in RGB
color space, for the first training set, Set 1.

3.2 Discussion of the Results

In this section, we analyze the possible relationships between the different queries
and the different kernels that occur in our experiments.

Selecting the kernel for a given query. In our previous work [6], we found
that there is no general best kernel, but there may be a best kernel for each
query or groups of queries. Continuing this work, from Figure 1 we notice the
different behaviors of the different kernels for query Q1. Moreover, each query
within each of the 9 experiments presents similar behavior. To be able to study
the results of our experiments, we need to define our criterion for selecting the
best kernel corresponding to a particular query.
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Fig. 1. Kernel results for query Q1 for 5000 100 in RGB

For this, for each query within each training set of each test collection, we
compute the average Rnorm (over all feedback steps) value corresponding to each
kernel, and then, we compare these 12 values. The kernel with the highest average
Rnorm value is chosen as the best initial kernel for the respective query. If for any
query there is a kernel more efficient than the initial kernel, whose average Rnorm

value is very close to the initial best kernel (the difference between the two values
is less than 0.05), then this kernel is chosen as the best final kernel for that query.
The order of our kernels, from the more efficient to the less efficient, is Pol1, ...,
Pol6, for polynomials and Rad2,Rad1,Rad4,Rad6,Rad3,Rad5 for radials. Then,
low order polynomials (Pol1,Pol2) are always preferred over any radials.

Table 3 presents this process of choosing the best kernel for all 10 queries
for 5000 100 collection for the first training set (Set 1) in RGB color space. By
using this procedure, we select the best (final) kernels for all runs for all 3 test
collections in both color spaces, which we use in our study from now on.
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Table 3. Selecting the best (final) kernel for 5000 100 test collection, for Set 1 in RGB

RGB Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10

Initial Rad5 Pol5 Rad5 Rad3 Rad5 Rad5 Rad5 Pol5 Rad5 Rad5

Difference 0.009 0.005 0.007 0.014 0.007 0.025 0.033 0.007 0.006 0.0184
Final Rad3 Pol1 Pol1 Pol1 Rad3 Pol1 Rad3 Pol1 Pol1 Pol1

Query groupings based on kernel type. To summarize the results from our
experiments, in here, we start by grouping the queries according to their per-
formance with respect to the different best kernels, for each experiment. These
groupings are shown in Tables 4 and 5, for 5000 100 and 10000 100 test collec-
tions, respectively.

Kernels’ behavior in different color spaces. It is known that HSV color
space is more attractive, due to its approximately perceptually uniform charac-

Table 4. Query groupings for 5000 100 test collection

Set 1 Rad2 Rad3 Pol1 Pol2 Pol3

RGB Q1, Q5, Q7 Q2, Q3, Q4, Q6, Q8, Q9, Q10

HSV Q3, Q10 Q2, Q4, Q5, Q7, Q8, Q9 Q6 Q1

Set 2 Rad1 Rad2 Rad3 Rad5 Pol1 Pol2

RGB Q5 Q1, Q2, Q3, Q4, Q6, Q7, Q8, Q9 Q10

HSV Q1 Q9 Q4 Q2, Q3, Q5, Q6, Q7, Q8, Q10

Set 3 Pol1 Pol2 Pol6

RGB Q2, Q3, Q4, Q5, Q6, Q7, Q8, Q9 Q10 Q1

HSV Q1, Q2, Q3, Q4, Q5, Q6, Q7, Q8, Q9, Q10

Table 5. Query groupings for 10000 100 test collection

Set 1 Rad2 Rad3 Rad5 Pol1 Pol3 Pol5

RGB Q1, Q5, Q7 Q3, Q4, Q6, Q8, Q9, Q10 Q2

HSV Q2 Q1 Q3, Q4, Q5, Q6, Q8, Q9, Q10 Q7

Set 2 Rad3 Rad5 Pol1 Pol2 Pol3

RGB Q1, Q7 Q2, Q5, Q8, Q9 Q3, Q4, Q6 Q10

HSV Q1 Q2, Q3, Q5, Q8, Q9, Q10 Q4, Q6, Q7

Set 3 Rad3 Rad5 Pol1 Pol2 Pol3

RGB Q5 Q7 Q1, Q2, Q4, Q6, Q8, Q9, Q10 Q3

HSV Q7 Q2, Q3, Q4, Q6, Q8, Q9, Q10 Q1 Q5
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teristic, than the RGB color space. In [4] the authors found that, in practice,
“the impact of the choice of the color space on performance” is minimal when
“compared to the impacts of the other experimental conditions” such as the
choice of the kernel type. An explanation is that the classifier does not use any
information about the color space after quantization [4]. By using the results
presented in the previous tables, we group the queries according to which color
space has a more efficient best kernel type in Table 6. As we can see from the
table, there are some queries that perform equally well (using the same efficient
kernel) in both color spaces (column marked “Same”). Then, there are cases
where it seems that it is better to work in RGB color space than in HSV color
space (e.g., for the Set 2, for the 10000 100 collection, there are 5 queries in RGB
and 3 in HSV), and vice-versa. This result is consistent with the results of [4].

Table 6. Query grouping according to the space representation for Set 2

Set 2 RGB Same HSV
5000 10 Q1, Q2, Q7, Q9 Q8 Q3, Q4, Q5, Q6, Q10

5000 100 Q1, Q4, Q9 Q2, Q3, Q6, Q7, Q8 Q5, Q10

10000 100 Q1, Q4, Q6, Q8, Q9 Q2, Q5 Q3, Q7, Q10

Kernels’ behavior across different collections. In this part, we want to an-
swer the question of whether a query keeps the same best kernel across different
test collections or not. From Tables 4 and 5, one can notice that there are queries
that keep the same best kernel across both test collections, but only for some
training set(s), and not for all 3 training sets of each collection. For example, in
RGB, query Q1 for Set 1 gets Rad3 as the best kernel across both test collec-
tions, and for Set 2, it gets Pol1 and Rad3 as the best kernels for 5000 100 and
10000 100 test collections, respectively. As a conclusion, in our experiments, no
particular query has a best kernel across different collections.

Kernels’ behavior for different training sets. For this study, we perform 3
runs, each corresponding to a different training set (Set 1, Set 2, Set 3), on each
test collection. From Tables 4 and 5, one can notice that there are some queries
that have the same kernel for all 3 training sets. The other queries, in either color
space, have different kernels between the 3 training sets, without a general pat-
tern. In conclusion, since different runs (training sets) include different number
of relevant images and cases differ in terms of if they offer enough information or
not, the choice of the best kernel between the different training sets depends on
how much information (from relevant and non-relevant images) is good enough
for the respective query. If this information is equally good between the runs
then they show the same best kernel, and conversely.

Influence of the number of relevant images. In here, we analyze the effect of
having different number of relevant images in our test collections, or generality
[5]. As a statistics: for the 5000 10 test collection, with a generality of 0.002,
radial kernels represent 50% in RGB color space, and 40% in HSV; for the
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5000 100 test collection, with a generality of 0.02, radial kernels represent 13%
in RGB color space, and 17% in HSV; for the 10000 100 test collection, with
a generality of 0.01, radial kernels represent 23% in RGB color space, and 13%
in HSV. That is, in RGB color space, the smaller the generality fraction, the
bigger is the number of queries that present a radial kernel as their best kernel.
However, it seems that in HSV color space this rule does not necessarily apply.

From our plots, one can notice that, generally, all polynomial kernels and
Rad3, Rad5, Rad1 kernels display the same increasing curves (and behavior)
whenever a relevant image is learned. On the other side, the other three radial
kernels display, in general, similar behavior, approximately constant. However,
there are cases when Rad2 kernel’s curve drops when a relevant image is learned,
and cases when Rad4, Rad6 curves increase when a relevant image is learned. As
a statistics, Pol1 is the best kernel for the most number of queries (55%), Rad3
is chosen by 13% of queries, Pol2 is chosen by 7% of queries, Pol3 is chosen by
8% of queries, Rad5 is chosen by 6% of queries, whereas the other kernels are
chosen by less than 5% of the queries. From these observations, we can prune
down the number of kernels to study from 12 to 5 (Pol1,Pol2,Pol3,Rad3,Rad5),
which answer to approximately 90% of our queries.

4 Using Score Distributions for Kernel Type Selection

Researchers [8,9,7] modeled the score distributions of search engines for relevant
and non-relevant documents by using a normal and an exponential distribution,
respectively. In this section, we propose a procedure based on this model to select
the kernel type for an AIRS.

4.1 Mathematical Model of Image Score Distributions

The score distributions of the relevant documents suggested by researchers [9]
are modeled as

P (score|R = r) = 1√
2πσ

exp(− (score−μ)2

2σ2 ),

where μ is the mean, and σ is the variance of the Gaussian distribution. The
score distributions of the non-relevant documents are modeled as

P (score|R = nr) = λ exp(−λ ∗ score),

where λ is the mean for the exponential distribution.
Our experimental results (Section 3.1) support these mathematical models

of the score distributions, with some approximation. This analysis was done for
5000 100 and 10000 100 test collections only, since the 5000 10 test collection
does not contain sufficient number of relevant images and, therefore, the score
distribution models do not fit for this collection. Figure 2 illustrates how the
score distributions fit the top 300 images for one query for 3 kernels.

As an observation, the score distributions are different for the different kernel
types used in the experiments. This motivates us to seek for a method to select
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Fig. 2. Score distributions for query Q1 for 5000 100 and Set 1 in RGB, for
Pol6, Rad1, Rad3 kernels

the kernel type by using these differences between the score distributions. Next,
we present such a method.

4.2 Kernel Selection Method Based on Image Score Distributions

In image retrieval, the goal is to retrieve as many relevant images and as few
non-relevant images as possible. This means, we wish to have a retrieval system
capable to rank all the relevant images before the non-relevant ones. In other
words, the scores of the relevant images should be as high as possible, whereas
the scores of the non-relevant images should be as low as possible.

In our system, these scores are computed by using the different kernels type.
Then, logically, the best kernel is the one that is able to distribute the scores
of the images such that the relevant images have higher scores than the non-
relevant ones. Therefore, we suggest the following procedure for selecting the
kernel type:

1. for each kernel type Ki, compute
(a) the score distribution of the relevant images (ScRi) by using a Gaussian,

and
(b) the score distribution of the non-relevant images (ScNRi) by using an

exponential.
2. compare the results of any two kernel types Ki and Kj ; reject those kernels

Kj for which there is a kernel Ki with
∑10

s=1 ScRis >
∑10

s=1 ScRjs and∑10
s=1 ScNRis <

∑10
s=1 ScNRjs, where ScRis = NormalizedFreqis∗scoreis

and s is the score interval.
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As an observation, the above procedure can be applied after each feedback step
to select the best kernel type to be used for the following feedback step. Another
observation is that the model is biased, especially for low scoring images, which
do not occur between the top 300 images. However, for high scoring images, the
model offers a relatively good estimation [8].

Discussion. Our method of selecting the best kernel tries to fit the score
distributions of both relevant and non-relevant images, such that there are as
many as possible relevant images with high scores grouped towards the right half
of the plot, and less relevant images grouped in the left half side, and vice-versa
for the non-relevant images.

For example, in Figure 2, Rad3 and Pol6 have better distributions for the
non-relevant images than Rad1 (more non-relevant images get scores of 0 or
below). For relevant images, Rad1, followed by Pol6, shows the least number of
relevant images with scores of 0. But, Rad3, followed by Pol6, shows a bigger
number of relevant images with bigger scores. As a result, by cumulating these
observations, the order for the best kernel is Rad3, Pol6, and Rad1.

If we compare this result with the results from the previous section 3, we can
see that these kernels display very close results (Figure 1). However, this result
is consistent with our result from the experiments (Table 3). We obtained similar
results for most of the queries in all the experiments.

As a conclusion, our method for selecting the kernel type for a particular
query is based on score distributions, which are obtained via feedback from user
and can be calculated automatically by the system. The method gives the same
results as those obtained in Section 3, from extensive experiments, for most of
the cases. That is, this method could be a viable solution to automatically select
the kernel type in an AIRS.

5 Conclusions and Future Work

Kernel methods offer an elegant solution to increase the computational power
of the linear learning algorithms by facilitating learning indirectly in high -
dimensional feature spaces. Therefore, kernels are important components that
can improve the retrieval system.

This motivates us to investigate several types of kernels in order to improve
the performance as well as the response time of our AIRS, which is intended
to be a web-based image retrieval application. For this, several kernels having
polynomial and Gaussian Radial Basis Function (RBF) like forms (6 polynomials
and 6 RBFs) are applied to generic images represented by color histograms in
RGB and HSV color spaces.

We implement and test these kernels on image collections of sizes 5000 and
10000. Experimental results on these collections show that an appropriate kernel
could significantly improve the system performance. By observing the behavior
of the different kernels for several queries, we answer to several questions about
the possible characteristics that might influence the kernels’ behavior. Then,
based on these observations, we propose a kernel selection method that uses
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score distribution models to select the best kernel for a particular query. The
method shows approximately the same results in selecting the best kernel type
for most of the queries and parameter settings used in our experiments.

As future work, we plan to investigate whether our kernel selection method
works or not when multiple feature types (e.g., color and texture) are used to
represent images.
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Abstract. High-dimensional index is one of the most challenging tasks for 
content-based video retrieval (CBVR). Typically, in video database, there exist 
two kinds of clues for query: visual features and semantic classes. In this paper, 
we modeled the relationship between semantic classes and visual feature 
distributions of data set with the Gaussian mixture model (GMM), and proposed 
a semantics supervised cluster based index approach (briefly as SSCI) to 
integrate the advantages of both semantic classes and visual features. The entire 
data set is divided hierarchically by a modified clustering technique into many 
clusters until the objects within a cluster are not only close in the visual feature 
space but also within the same semantic class, and then an index entry including 
semantic clue and visual feature clue is built for each cluster. Especially, the 
visual feature vectors in a cluster are organized adjacently in disk. So  
the SSCI-based nearest-neighbor (NN) search can be divided into two phases: the 
first phase computes the distances between the query example and each cluster 
index and returns the clusters with the smallest distance, here namely candidate 
clusters; then the second phase retrieves the original feature vectors within the 
candidate clusters to gain the approximate nearest neighbors. Our experiments 
showed that for approximate searching the SSCI-based approach was faster than 
VA+-based approach; moreover, the quality of the result set was better than that 
of the sequential search in terms of semantics. 

Keywords: High-dimensional index, cluster, video semantics, video database. 

1   Introduction 

In video database applications, the amount of data is very large and the dimension of 
data is very high. So it becomes necessary to support efficient retrieval in CBVR 
systems. Current approaches can be categorized into two general classes: 1) 
representative size reduction; 2) retrieved set reduction [5]. The dimensionality 
reduction [1] and VA-based indexing [2,3,4] are examples of representative size 
reduction. The dimensionality reduction can overcome the curse of dimensionality to a 
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degree. However, dimensionality reduction sacrifices some accuracy. The retrieved set 
reduction can be achieved by limiting search in some semantics range or by 
cluster-based indexing approaches. Some semantic video classification techniques 
[6,7,8] are proposed to classify video data into pre-defined semantic classes. 

Typically, in video database, there exist two kinds of clues for query: visual features 
and semantic classes. In general, users of video search engines are interested in 
retrieving video clips based on semantic concepts such as “shoot events in football 
games” and so on. However, it is a difficult and expensive manual task to label the 
video with semantic concepts, and the label process is subjective, inaccurate and 
incomplete. Users hardly know the semantic classes labeled by video database authors, 
so video objects are queried by visual feature vectors in CBVR system. Now computers 
can extract low-level visual features of videos automatically, but there is no efficient 
index method for large-scale visual features data, and querying video clips based only 
on visual features usually could not provide satisfied solutions because of the semantic 
gap. 

Intuitively, it is reasonable to develop techniques that combine the advantages of 
both semantics and visual feature index. However, the visual features of some 
semantically relevant video clips may not be located very close in the visual feature 
space, or vice versa, the video objects with similar visual features may come from 
different semantic classes.  

In this paper, we propose a semantics supervised cluster based index approach 
(briefly as SSCI) to achieve the target. We model the relationship between semantic 
classes and visual feature distributions of the video data set with the Gaussian mixture 
model (GMM). The SSCI method proceeds as follows: the entire data set is divided 
hierarchically by a modified clustering technique into many clusters until the objects 
within a cluster are not only close in the visual feature space but also within the same 
semantic class and the cluster here is called as index cluster, in particular, the visual 
feature vectors in an index cluster are organized adjacently in disk; an index entry 
(cluster index) including semantic clue and visual feature clue is built for each index 
cluster.The main character of our technique is that it distinctly improves the search 
speed and the semantic precision of CBVR. 

2   Video Feature Distribution and Modeling 

In this section, we discuss the relationship between semantic classes and visual feature 
distributions of video objects. Intuitively, the semantic gap would be reduced if the 
relationship between the visual feature vectors and the semantic classes was mined. It is 
often supposed that the feature vectors within a semantic class follow a single Gaussian 
distribution [4]. In practice, real data distribution in video databases is complicated, so 
the feature distribution in a semantic class may be arbitrary shape. Fig. 1(a) abstractly 
illustrates the complex distributions in the feature space where two arbitrary shaped 
semantic classes A and B exist. If each semantic class simulated by a single Gaussian 
model, the Gaussian model for A would cover many objects of B. To alleviate this 
problem, the distribution of class A in Fig. 1(b) is modeled by a combination of 3 small 
Gaussian components, which can avoid to cover the objects in class B.  
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(a)                             (b) 
 

Fig. 1. Feature distribution of two semantic classes. (a) each semantic class with a single 
Gaussian model; (b) each semantic class with a Gaussian mixed model. 

In this paper, we present a reasonable hypothesis: not only the whole data set but 
also each semantic class follows the Gaussian mixture distribution, and a cluster of 
feature vectors follow a compact single Gaussian model. In this paper, the expectation 
maximization (EM) algorithm is used to estimate the GMM parameters. 

3   The Semantics Sensitive Approximate NN Search 

In this section, we propose a semantics supervised cluster based index (SSCI) approach 
and approximate NN search method based on the index approach. 

3.1   The SSCI Algorithm (SSCI) 

We expect to build an index structure based on the following principles: the entire 
data set is divided into many subsets; the visual feature vectors in a subset are organized 
together continuously in the disk; an index entry is built for each subset. Supposing that 
the mean size of the subsets is d, the population of the index file is as 1/d as that of the 
data set. The index file is small enough to fit into memory in a lump. During retrieval, 
the index file is accessed at first to measure the similarity between the query example 
and the subsets and only a few most similar subsets are accessed to gain approximate 
query result. Accessing the several similar subsets from disk takes much less time 
because the vectors in each subset are stored together.  

Now, which objects should be clustered into one subset? We expect that a CBVR 
system returns semantic relevant results, given a visual feature vector as a query 
example. If the semantic class of the query could be estimated, we go forward to the 
expectation. We adopt a Bayes classifier to classify video objects into certain semantic 

class. Let iπ  denote the a priori probability of video semantic class i, 1 i |S|, where |S| 

is the number of video semantic class, and p(x | si) refers to the conditional probability 
density of x, the feature data point for a video object, given that it belongs to class i. 

p(x), the probability distribution function of x, is given by 
| |

1
( | )

S

i ii
p x s π

=
. The Bayes 

error that is associated with Bayes classifier is given by: 
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1 max ( | ) ( )i
i

E p s x p x dx= −  . (1) 

Where ( | )ip s x  is the a posteriori probability of semantic class si, i = 1,2,3,…,|S|. 

Because of the complexity of the relation between visual feature distribution and 

semantic classes (see section 2), ( | )ip s x  can’t be accurate estimated directly. The 

feature data point space is partitioned into subsets 1 | |Cc ,...,c , whose distribution is 

compact Gaussian component, where |C| is the total number of the subsets. Then, 

( | )ip s x can be calculated by: 

| |

1
( | ) ( | ) ( | )

C

i i j jj
p s x p s c p c x

=
=  . (2) 

Where ( | )i jp s c  is the conditional probability density of semantic class si given 

cluster cj, and the conditional probability density ( | )jp c x  is the probability of x 

belonging to cluster cj and can be given by: 

( | ) ( )
( | )

( )
j j

j

p x c p c
p c x

p x
=  . (3) 

So the Bayes error E can be written as: 

[ ( | ) ( ) max ( | ) ( | ) ( )]j j i j j j
i

j j

E p x c p c p s c p x c p c dx= − . (4) 

Where ( | )i jp s c  can be estimated by: 

( | )
( | )

( )
i j

num i j
p s c

num j
=  . (5) 

Where num(j) is the total number of data points in cluster j and ( | )num i j  is the total 

data points from semantic class i in cluster j.  
The above two equations imply that the Bayes error will be lessen to 0 as 

max ( | )
i j

i

p s c  increases to 1, to say, when all of data points within a cluster (a single 

Gaussian component) are from the same semantic class, the error reaches minimum. So 
all data points within a subset (simulated by a compact Gaussian component) should 
belong to an identical semantic class. The index entry of a subset takes both visual 
features and semantic classes into account.  

According to what we discussed above, we propose SSCI algorithm to create our 
expected index structure. The outline of our SSCI is as follows: the entire data set is 
divided into k clusters (k can be determined by the number of semantic classes involved 
every time); those clusters which include objects of more than one semantic classes will 
be divided into sub-clusters moreover until all (or the most of) objects of each cluster 
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belong to an identical semantic class; up to now, the objects of each cluster belong to an 
identical semantic class; if a cluster’s size goes down below the lower threshold, merge 
the cluster into the nearest neighbor cluster within same semantic class; if a cluster’s 
size goes above the upper threshold, split the cluster into two; at last, the result clusters 
are index clusters, and an index entry including semantic class identification code and 
parameters of the Gaussian model (mean and variance) is created for each index cluster. 
The used clustering algorithm consists of two steps: in first step, K-means cluster 
algorithm is used to clustering the data into k clusters; in second step, the k clusters are 
inputted EM algorithm to fine-tuned and the parameters of the Gaussian model for the 
clusters are obtained.  

In practical, we firstly transform the feature space with Karhunen-Loeve 
Transformation (KLT). After KLT, the covariance matrix becomes a diagonal matrix. 
Calculation is simplified and more accurate Gaussian clusters can be gained. 

The cluster index structure is hierarchical while the semantic concepts in the video 
database are hierarchical.  

3.2   Approximate NN Searching Approach  

For the SSCI technique, given a query, the video retrieval algorithm works as follows:  

1. Transforming query vector. Transform the query feature vector to KLT space 
domain. 

2. Searching the index file. Read the index file from disk to memory, then compute the 
distance between the query vector and the index entries based on formula (3) (the 
probability of the query vector belonging to each cluster). 

3. Identifying the query result candidates. Gain the m nearest index clusters and the 
candidates are the objects within the m clusters. 

4. Searching the candidate original feature vectors. The query is answered 
approximately by k-NN results in the range of the candidates. 

The algorithm is marked as Cluster-m. 
In the following of this section, we analyze the algorithm complexity of the 

strategy. 
For the large-scale high-dimensional database, the query runtime is dominated by 

the times of I/O because of memory limitation. On sequential retrieval method, reading 
the whole database needs many times I/O because of memory limitation. On the 
proposed algorithm, the accessed portion of data is a small part of the whole data. For 
the most of practical application, the accessed portion of data can be fixed into memory 
within one I/O operation. Reasoningly, the efficiency of the SSCI-based searching is 
higher than that of the VA-based searching [2,3] too. Because the main drawback of the 
VA-base approaches is that the disk I/O of accessing candidate feature vectors is 
random, whereas in our SSCI-based approach the disk I/O of accessing 
candidate feature data is sequential. Obviously, the efficiency of the sequential I/O 
is much higher than the random I/O, so the SSCI-based approach has better 
performance. Nevertheless, the SSCI-based approach is only applicable to 
approximate retrieval. The VA-based methods haven’t the limitation. 
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4   Evaluation 

In this section, we evaluate the efficiency and the result quality of the SSCI-based 
searching approach. 

We first describe the data set and the experimental system. The data set is about 
videos from TV, VCD-ROM, DVD-ROM. We have already collected 150G video files 
for about 300 hours. We chose about 40 hours videos including 40553 key-frames. We 
categorized the key-frames based on their video semantics into 20 semantic classes. 
The 51-dimentional texture histograms [9] of the key-frames were clustered into 3981 
clusters, a cluster index entry created for each cluster. For comparison, we employ the 
VA+-file algorithm, and create 300 bits approximate vector for each 51-dimensional 
texture feature vector of the data set. Our experiment system is C/S (Client/Server) 
structure in a local area network of 10 Mbps bandwidth. The client PC is P4 2.4G 
CPU with 512MB memory. The server PC is P4 1.0GHz×2CPU with 1024MB 
memory. The data set feature vectors are stored in SQL Server, and the query engine 
runs on the client PC. The index files are on the client PC.  

4.1   Evaluation of Efficiency of the SSCI-Based Searching 

In this subsection, we evaluate the speedup achieved by the SSCI-based searching 
approach compared to the VA+-file based approach. Supposed k = 90, we queried 10 
times randomly, and the mean times of the two approaches were calculated. Averagely 
372 original feature vectors were accessed in the VA+-file based approach. For fairness, 
we accessed the original feature vectors of top 30 nearest neighbor clusters for the 
proposed method, noted Cluster-30. The mean number of the visited original feature 
vectors was 358 in 10 queries. The accessed data sizes of the two methods were nearly 
equivalent. 

Table 1. The mean query times of the two index approaches (the unit is second)  

Time Cost Cluster-30 VA+-file 
ITindex   0.015 0.109 
CTindex  0.015 1.286 

ITdb      4.820 
CTdb    0.010 

5.450 

ST      4.860 6.845 

Table 1 shows that the efficiency of the SSCI-based approach is higher than that of 
the VA+-file approach though both methods spend long time because C/S structure and 
SQL Server were used. Especially, searching the index file of the SSCI-based approach 
is significantly faster than searching the VA+-file. It is caused by two reasons: first, the 
population of the index file in VA+-file approach is equal to the population of the 
original feature data, N, whereas the population of the index file in the SSCI approach is 
N/m; second, the distances between the query object and the index entries of index file 
are computed directly in the SSCI-based approach, whereas in the VA+-file based 
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approach, the lower and upper bounds of the distances between the query example and 
the approximate vectors all need to be calculated. The computing complexity of the 
latter is obviously higher. At the phase of computing the distance of the original 
feature vectors, the distance measure of the two approaches are equivalent. The 
difference is that accessing the original feature vectors is performed at random disk 
locations in VA+-file but at sequential disk locations in the SSCI-based approach. 

4.2   Performance of Approximate k-NN Searching  

In this paper, precision is used to measure the performance. In our experiments, an 
object of result set is correct if and only if the object belongs the same semantic class 
with the query example. The precision P is defined by /P c t= . Where c is the number 
of the correct result objects, and t is the number of the all result objects.  

To evaluate the quality of the approximate result set, we introduce two quality 
metrics: relative precision ratio and relative distance ratio. Suppose the precision of the 
approximate k-NN algorithm is pa and that of the sequential k-NN algorithm is ps. We 

define the precision ratio P as relative approximate precision, given by a sP p p= . It is 

intuitive that the bigger P is, the higher the precision of the approximate k-NN search is. 
If the precision of the approximate k-NN search is higher than that of the sequential 
k-NN search, P is larger than 1. Or else, P is less than 1.  

The precision does not capture important information about the quality of the 
approximation. Ferhatosmanoglu etc. [5] introduce an error metric. Suppose the 

approximate k-NN algorithm returns the result set 1 2( , , , )ka a a  and the real result 

set computed by the underlying distance function ( , )fd q x  is 1 2( , , , )kr r r . The 

relative distance ratio D as error metric is given by: 

( )
( )

1

1

,

,

k

f ii

k

f ii

d q a
D

d q r

=

=

=  
(6) 

For certainly, D 1. Only when the result set of the approximate k-NN algorithm equal 
to that of the real result set computed by the distance function, the equal sign is tenable. 
The smaller D is, the closer the result set of the approximate k-NN algorithm is to the 
real result set. 

We compared the proposed method with the VA-LOW-k algorithm. The 
VA-LOW-k algorithm [10] [5] is an approximate query algorithm based on VA+-file. 
At first phase, the lower bounds of the distance between the approximate vectors and 
the query example were figured out. The k nearest neighbor vectors were regarded as 
the approximate retrieval results. At second phase, only the k original feature vectors 
were accessed and their accurate distance with the query example were computed for 
sorting the result objects. We chose 11 semantic classes randomly and do 3 queries for 
each class randomly, k = 100. For the Cluster-m method, the original feature vectors of 
the top 10 nearest neighbor clusters were accessed to compute the accurate distances, 
namely Cluster-10. The distance is measured based on the Euclidean distance.  
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Table 2. Comparison of performances of VA-LOW-k and Cluster-10 

P D 
Semantic Class 

VA-LOW-k Cluster-10 VA-LOW-k Cluster-10 
Reports 1.0 1.55 3.29 2.62 
Weather forecast 0.50 2.75 2.16 1.67 
Commercial 0.86 1.05 2.94 1.53 
Surf ride 0.52 0.81 2.11 1.71 
Basketball 0.45 1.40 2.60 1.42 
Running 0.34 1.46 1.90 1.49 
Pingpong 0.50 0.73 3.17 1.75 
Hockey 0.66 0.91 1.99 1.42 
Gymnastics 0.57 1.71 2.80 1.83 
Swimming 0.78 1.11 1.69 1.65 
Football 0.77 1.33 1.68 1.22 
Mean 0.58 1.23 2.19 1.53 

 
The comparisons of performance of VA-LOW-k and Cluster-10 are presented in 

Table 2 for both the two metrics. On average, the Cluster-10 algorithm achieves an 
error of D = 1.53, whereas the VA-LOW-k algorithm achieves an error level of D = 
2.19. In terms of total distance of the results, the Cluster-10 algorithm is closer to the 
sequential retrieval (accurate retrieval). The precision ratios of the Cluster-10 are 
higher than that of the VA-LOW-k. The mean precision ratio of the Cluster-10 reaches 
P = 1.23, to say, the precision ratio is 1.23 times of that of the sequential retrieval. The 
mean precision ratio of the VA-LOW-k reaches P = 0.58 that is much less than that of 
the sequential retrieval. Typically, the precision of the approximate retrieval is lower 
than that of the accurate retrieval. Because the semantic class is taken into account for 
the SSCI technique to create index, our approximate retrieval achieves higher precision 
than the accurate retrieval. 

   
 

(a) Metric: D                         (b) Metric: P 
 

Fig. 2. Comparison of performance of Cluster-m with m=10 and m=20 
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We analyze the improvement of the result quality of our technique as the number of 
the accessing clusters increases. The result of Cluster-m overlap to that of the accurate 
retrieval as the value of m increases. Meanwhile, the time cost increases as the size of 
the accessed original feature data grows. Fig. 2 illustrates the comparison of the 
performances of Cluster-m with m=10 (Cluster-10) and m=20 (Cluster-20). The D of 
Cluster-20 is 1.16, whereas the D of Cluster-10 is 1.53 averagely. The P of Cluster-20 
and Cluster-10 are average 1.33 and 1.23 respectively. The improvement of the 
precision is slow as m increases. The clusters with higher condition probability for the 
query example are relevant to the query semantics with higher probability. Therefore, 
the higher precision can be gained by accessing a few clusters of original feature 
vectors using our algorithm. 

Comparing to the idea proposed in [5], our approach gives attention to both visual 
clue and semantic clue of video objects, improving the speed and semantic precision of 
CBVR systems at same time. 

5   Conclusions and Discussions 

In this paper, we have proposed an index method based on clustering supervised by 
semantics to integrate the advantages of both semantic classes and visual features. We 
analyzed the relation of semantic classes and visual feature distribution of data set and 
then we modeled the relation with the GMM. We developed the SSCI-based 
approximate searching technique. The data set is divided into the clusters, in which the 
objects are similar on visual feature and relevant on semantics. We performed 
experiments to evaluate our proposed approach. Only accessing original feature vectors 
within the candidate clusters fastens the query, and higher semantic precision is 
achieved. 

The future work includes finding hidden semantics corresponding to the interim 
clusters. For example, a cluster including objects of “football” and “grassland” possibly 
means “green field”. This should be helpful to bridge the semantic classes and visual 
features.  
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Abstract. Automatic image annotation (AIA) has been proved to be an effec-
tive and promising solution to automatically deduce the high-level semantics 
from low-level visual features. Due to the inherent ambiguity of image-label 
mapping and the scarcity of training examples, it has become a challenge to 
systematically develop robust annotation models with better performance. In 
this paper, we try to attack the problem based on 2D CRFs (Conditional Ran-
dom Fields) and semi-supervised learning which are seamlessly integrated into 
a unified framework. 2D CRFs can effectively capture the spatial dependency 
between the neighboring labels, while the semi-supervised learning techniques 
can exploit the unlabeled data to improve the joint classification performance. 
We conducted experiments on a medium-sized image collection including about 
500 images from Corel Stock Photo CDs. The experimental results demon-
strated that the annotation performance of this method outperforms standard 
CRFs, showing the effectiveness of the proposed unified framework and the 
feasibility of unlabeled data to help the classification accuracy. 

1   Introduction 

Automatic image annotation (AIA) is a crucial step for application areas such as ob-
ject recognition and semantic scene interpretation, and thus becomes an active re-
search area in computer vision communities. In recent years, many generative models 
and discriminative approaches have been proposed to automatically annotate images 
with descriptive textual words to support multi-modal image retrieval using different 
keywords at different semantic levels. Many of them have achieved state-of-the-art 
performance. However, most of the approaches may face two key challenges. First, 
the fundamental problem for image annotation is the ambiguity of label assignment, 
and contextual constraints are little examined in the annotation process. That is to say, 
each image component is identified independently without considering the spatial 
correlations between image components of a scene, which may degrade annotation 
accuracy due to the ambiguities inherent to visual appearance. For example, like “sky” 
and “ocean” region, even for human beings, it is often difficult to identify these two 
regions accurately without context. In the literature, Random Fields techniques have 
been used in classification and recognition problems J. Lafferty et al [22] apply CRFs 
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model to segmenting and labeling sequential data, X. He et al [23] and Kumar et al 
[24] perform image region labeling with the 2D extension. M. Szummer et al [25] 
present the use of CRFs model to contextual recognition of hand-drawn diagrams. 
Most of these approaches achieved start-of-the-art performance and motivated us to 
explore image annotation with the help of their excellent experiences and knowledge. 
The second challenge is that many hand-labeled images are required to perform the 
classifier training or parameter estimation. In most cases, however, labeled images are 
often hard to obtain or create in large quantities, while the unlabeled ones are easier to 
collect. How to efficiently use the unlabeled images to improve the annotation  
performance is a key issue for providing an effective and accurate mapping from  
low-level visual features to high-level semantic concepts. J Fan et al [32] have  
proposed to use unlabeled data to learn the hierarchical concept model effectively.  
L. Wang et al [29], Q. Tian et al [30] and Z.-H. Zhou [31] have exploited unlabeled 
images in relevance feedback to perform query concept learning. Based on the  
researchers’ experiences, our work in this paper focuses on selecting the useful unla-
beled images explored by a classification scheme in order to further reduce the human 
effort and to improve the classification performance. 

The main contribution of this paper is two-fold: First, instead of annotating each 
image components individually, we will annotate them by context-dependent classifi-
cation scheme. We formulate the image annotation problem as a joint classification 
task based on 2D CRFs (Conditional Random Fields) model. Compared to generative 
probabilistic models like Markov Random Fields (MRFs), CRFs can offer some ad-
vantages over MRFs. On one hand, CRFs allows the relaxation of conditional inde-
pendence assumption of the observed image given the class labels usually used in 
MRF for computational tractability. One the other hand, unlike MRFs, CRFs directly 
model the conditional distribution of class labels given the observed image so as to 
avoid the describing the density model, i.e., the distribution of observed data which is 
complicated and is not needed for classification task. Second, a semi-supervised 
learning algorithm is introduced to enable the unlabeled images to be exploited to 
improve the model performance to some degree. Theoretical analysis and experimen-
tal results show that our proposed method can outperform the standard CRFs model. 
To our best knowledge, semi-supervised learning combined with conditional random 
fields has not been carefully investigated in the task of automatic image annotation.  

 

This paper is organized as follows: Section 2 presents related work. Section 3 first 
describes the basic theory of Conditional Random Fields; image annotation model 
based on the 2D extension, and then discusses details of how to use the unlabeled 
images to improve the model accuracy. Section 4 demonstrates our experimental 
results and some theoretical analysis. Conclusions and future work are discussed in 
Section 5. 

2   Related Work 

Recently, many models using machine learning techniques have been proposed for 
automatic and semi-automatic image annotation and retrieval, Including hierarchical 
aspect model [1][2], translation model [3][19], relevance models [4][9][17], 
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classification methods [8][10][12-15] and latent space models [20][21]. Mori et al [5] 
is the earliest to performance image annotation, they collects statistical co-occurrence 
information between keywords and image grids and uses it to predict annotated key-
words to unseen images. Dyugulu et al [3] views annotating images as similar to a 
process of translation from “visual information” to “textual information” by the esti-
mation of the alignment probability between visual blob-tokens and textual keywords 
based on IBM model 2. K. Fang [19] improved IBM model 1 by regularizing the 
imbalance of keywords distribution in the training set. Barnard et al [1][2] proposed a 
hierarchical aspect model to capture the joint distribution of words and image regions 
using EM algorithm. Jeon et al [4] presented a cross-media relevance model (CMRM) 
similar to the cross-lingual retrieval techniques to perform the image annotation and 
ranked image. Lavrenko et al [8] proposed continuous relevance model (CRM)  
to extend the cross-media relevance model using actual continuous-valued features 
extracted from image regions. This method avoids the clustering and constructing  
the discrete visual vocabulary stage. S. L. Feng  et al [17] improved the CRM model 
by assuming a multiple Bernoulli distribution to generate the keyword annotations 
instead of multinomial distribution to model the Blei et al [11] proposed a correspon-
dence LDA and assumes that a Dirichlet distribution can be used to generate a mix-
ture of latent factors that can further relates words and image regions. Wang and Li 
[8] introduced a 2-D multi-resolution HMM model to automate linguistic indexing of 
images. Clusters of fixed-size blocks at multiple resolution and the relationships be-
tween these clusters is summarized both across and within the resolutions. E. Chang 
et al [6] proposed content-based soft annotation (CBSA) for providing images with 
semantic labels using (BPM) Bayesian Point Machine. Cusano C et al [10] proposed 
using Multi-class SVM to classify each square image region into one of seven pre-
defined concepts of interest and then combine the partial decision of each classifier to 
produce the overall description for the unseen image. E. Chang, B. Li and K. Goh 
[12-15] introduced a multi-level confidence-based ensemble scheme to assist the 
discovery of new semantics and useful low-level perceptual features. F. Monay 
[20][21] presented to use the latent variables to link image features and words based 
on the latent semantic analysis (LSA) and probabilistic latent semantic analysis 
(pLSA). Instead of predicting the annotation probability of a single word given an 
image, R. Jin et al [18] estimated a coherent language model for each image to infer a 
set of words with the word-to-word correlation to be considered. J. Fan et al [17] 
presented a concept hierarchy model and adaptive EM algorithm to deduce multi-
level image semantics. 

3   The Framework of Automatic Annotation Model 

3.1   Conditional Random Fields for Image Annotation 

Conditional Random Fields are an instance of undirected graphical models designed 
for calculating the conditional distribution of class labels given the observed feature 
vectors. For a given image I , the semantic label and observation of an image are rep-
resented as 

IL  and 
IV respectively. ),( II VL  is a conditional random field if, when 
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conditioned on 
IV , all the random field 

IL  obey the Markov property 

( ) )),(,)((),(,)( xIIIIII yyLVxLPxyyLVxLP Ν∈=≠ , where the set 
xΝ denote the 

neighboring site of a particular image patch x  in Image I . Hence 
IL  is a random 

field globally conditioned on observed feature vectors. By using the Hammersley-
Clifford theorem, the conditional distribution over the labels 

IL  given the observa-

tions can be defined as. 

( ) ( ) ( )( ) ( ) ( )( )+=
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where )(θz is the normalization factor known as the partition function, 
kk μλ ,  are the 

parameters to be evaluated and 
kk TS ,  are feature functions to encode the local de-

pendency between observed image data and corresponding semantic labels as well as 
spatial dependency among the neighboring semantic labels. 

Given a training set of annotated images, each image I  can be represented by a 
combined feature vector { }nIIImIII VVVLLLI ,2,1,,2,1, ,,,;,,,=  in a multi-modal 

feature space including visual appearance and semantic description, where 
jIL ,
de-

notes the labels from a generic predefined vocabulary to describe image semantics, 

jIV ,
represents the visual features of each image patch such as color, texture and shape 

descriptors, m and n are the number of labels and image patches in image I  respec-
tively. The goal of our model is to learn the mapping from image data to semantic 
labels to automatically deduce the image semantics from the observed low-level per-
ceptual features. 

3.2   Unigram and Bigram Potential 

The key issue for conditional random fields is to select an appropriate neighboring 
system or clique for each image patch and to define the local clique potentials in the 
neighborhood. We’d like to employ two kinds of potentials. Firstly, for each node 
(image patch), we will introduce a unigram potential, which measures the degree of 
association between one semantic label and visual appearance of the image patch. 
Secondly, for each edge (label dependence) a bigram potential is provided to measure 
the pair-wise constraints between the two neighboring labels, conditioned on their 
associated image patches. Fig. 3.1 illustrates the cliques, i.e., neighboring systems and 
the two kinds of potential functions defined over the clique. 

 
 
 
 

Fig. 3.1. Cliques and potential functions defined on cliques 
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3.3   Training and Inference of 2D CRFs 

Training and inference are the two essential components of 2D CRFs, and our algo-
rithms for parameter estimation and inferring labels draws heavily from previous 
work. We also train the 2D CRFs using the conditional Maximum Likelihood crite-
rion, which maximize the following log conditional likelihood: 

( )θθ
θ

,logmaxarg*
II VLP=  (2) 

where ],[ λμθ =  represents the parameters to be estimated 

( ) ( )( ) ( ) ( )( ) ( )θμλθ ZVjLiLTViLSVLP
k j
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i

log,,,,log −+=
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We need to calculate the expectations under the model distribution which is diffi-
cult due to the bottleneck of computing ( )θZ . In this paper, contrastive divergence 

(CD) [23][34] algorithm is used to compute the expectations which can approximate 
the gradients in a few steps compared to Markov Chain Monte Carlo sampling 
method. 

Unlike traditional classification methods which infer the class label for an unseen 
observed data, the problem of inference in 2D CRFs is to find an optimal label con-
figuration given an unlabeled image. Maximum a posterior (MAP) and maximum 
marginal (MM) solutions are widely used in the literature: 

),|(maxarg θII
L
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I VLPL

I

=             ),|(maxarg θII
L

MM
I VLPL

j
jI

j
=  

(4) 

The MAP solution usually finds a globally compatible label configuration, while 
the MM approach chooses the most likely individual labels which require individual 
marginal distribution. In the context of image annotation, we would like to minimize 
the number of individually mislabeled image patches, thus MM criterion is more 
desirable than MAP solution. 

3.4   Learning with the Unlabeled Images 

The performance of the image annotation accuracy heavily depends on the size of the 
labeled training data. Precisely labeled images with explicit correspondence is, how-
ever, difficult to create or obtain in large quantities, whereas, unlabeled images are 
easier to collect. Hence, we propose to use the semi-supervised learning which at-
tempts to exploit the unlabeled images to improve the annotation performance. Sup-
pose we have a small set of labeled images denoted by L , and a large set of unlabeled 
images denoted byU . The key issue underlying semi-supervised learning is how to 
select the useful unlabeled images, which aims to optimize the classification perform-
ance while minimizing the number of needed labeled images for classifier training. 
We propose a two-step scheme for effectively training the 2D CRFs from both the 
labeled and unlabeled images. First, an initial weak 2D CRFs is trained based on the 
labeled images, and then apply the weak trained model to the unlabeled images to 
assign semantic labels to each image block. Second, a binary classification approach 
is employed to select the useful unlabeled data with correct labels which can not only 
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improve the performance of the weak 2D CRFs model, but also reduce the human 
verification and labeling effort to some degree.  

 
Semi-supervised Conditional Random Fields Learning Algorithm 

Input TL : Labeled data for training 2D CRFs (training set)    
VL : Labeled data for validation (validation set) 

           U : Unlabeled data 
           MaxIter : Max number for iteration 
Output a trained 2D CRF model 

*λ  

Algorithm 
1. 0←τ  
2. 

τλ  is trained using TL  

3.      apply
τλ to annotate the images in VL  

4.      VPL : positive instances derived from the correctly labeled cliques in VL  
5.      VNL : negative instances derived from the incorrectly labeled cliques in VL  
6.      if 

τλ has no improvement on VL  or τ is greater that MaxIter 

7.          terminate the training 
8.      else 
9.          apply

τλ to annotate the images inU  

10.        train a binary SVM classifier B based on VPL and VNL  
11.        classify the instances (cliques + assigned labels) in U  as positive or negative using B  
12.        if the instance (cliques + assigned labels) are classified as negative 
13.             ignore these cliques as well as the assigned labels from U  
14.        else 
15.             add the positive instance to IU  
16.        

1+τλ is trained from both TL and IU  

17.        1+=ττ  

18. return 
τλ as 

*λ  

The above pseudo-codes describe the outline of the semi-supervised conditional ran-
dom fields learning algorithm. The labeled set L is first divided into two disjoint 
sets TL and VL , where TL is used for training the model τλ , VL is used for validation and 

U is used as the unlabeled images. We use τλ to annotate the images in VL  and in U re-

spectively. For the labeled results in VL , we treat each clique as an independent new 
instance, that is to say, features and the assigned labels associated with each block  in 
the clique are considered as the instance observation, and the new instance label 
ranges over { }1,1 +−  depending on whether all the labels are correct or not. These 

instances are used to generate the sets VPL (positive training instances) and VNL (nega-
tive training instances), which are utilized to train a binary SVM classifier B , then B is 
applied to classify the binary instances derived from the newly labeled images in 
U into either correctly labeled cliques IU or incorrectly labeled cliques. Next, a new 
model is trained from TL and IU , where IU consists of the potential useful training data 
in U by ignoring those cliques classified as negative using binary SVM classifier B . 
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4   Experimental Results 

Our experiments are carried out using a mid-sized image collection, comprising about 
500 images from Corel Stock Photo CDs. In this collection, each image is divided 
into blocks with the size 28*28 pixels, followed by manually labeling each image 
block with a predefined semantic label to make explicit correspondence. Some com-
monly used low-level visual features are computed over each image block such as 
position, area, HSV color moments and Gabor filters. The predefined textual vocabu-
lary contains 20 keywords including water, sky, airplane, cloud, etc. We evaluate the 
performance of our proposed methods by comparing with classification approaches as 
shown in Fig. 4.1. 

 
 
 
 
 
 

Fig. 4.1. Region labeling for different models 

The above figures demonstrate that the region labeling based on 2D CRFs (mid) can 
significantly outperform the results using SVMs (right most) in terms of spatial de-
pendency, which illustrates the advantage of 2D CRFs in terms of spatial modeling. 
From the theoretical point of view, SVMs can only predict semantic labels based on 
the local observation by ignoring the context information, while 2D CRFs can use the 
Bigram potential to capture the spatial dependency to get a more reasonable and im-
proved label results. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4.2. Comparison of classification rate and the keyword distribution 
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Fig. 4.2(a) shows the effectiveness of training 2D CRFs with the unlabeled images 
compared with the standard CRFs model and Fig. 4.2(b) illustrates the keyword dis-
tribution in the training set. In this experiment, we use different number of labeled 
training images and apply our semi-supervised learning algorithm to train the CRFs 
model repeatedly. In each experiment, labeled images are divided into two disjoint 
sets for training and validation. The current learned 2D CRFs model is applied to 
assign labels to unlabeled images, and then a classification scheme is used to exploit 
these newly labeled data in the unlabeled set to select the useful data to train a better 
CRFs model to reduce the human labeling effort to some degree. For example, 

0λ is 

assumed to be the trained model and covers a small circle region in the whole obser-
vation space, 

0λ will then be used to predict labels for unlabeled data and 1ux (assumed 

to exist inside the covered circle region) will be likely assigned more correctly, while 
the prediction of 2ux (assumed to exist outside the covered circle region) may contain 
some mistakes because it exists in the region uncovered by

0λ . By this we mean 

that 2ux is more useful or more informative than 1ux to train a better CRFs model and 
our semi-supervised learning scheme exploits the uncovered region to select more 
useful data which can help train a better model. For the performance evaluation, pre-
cision and recall are used for each single word query as shown in Fig. 4.6. 

 
 
 
 
 
 
 
 
 
 
 
 
                       
 

Fig. 4.6. Precision and recall for single word query 
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standard 2D Conditional Random Fields, the proposed model gets slightly better an-
notation and retrieval results, demonstrating the potentials of unlabeled data in train-
ing a better model.  

In the future, more work should be done to provide more expressive image content 
representation, efficient algorithms and precise models for semantic image classifica-
tion using both the labeled and unlabeled images. In addition, language models word-
to-word correlations will be taken into consideration as a post-processing step to 
achieve a more scalable and accurate image-level annotation model. 
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Abstract. We introduce NPIC, an image classification system that focuses on
synthetic (e.g., non-photographic) images. We use class-specific keywords in an
image search engine to create a noisily labeled training corpus of images for each
class. NPIC then extracts both content-based image retrieval (CBIR) features and
metadata-based textual features for each image for machine learning. We evaluate
this approach on three different granularities: 1) natural vs. synthetic, 2) map
vs. figure vs. icon vs. cartoon vs. artwork 3) and further subclasses of the map
and figure classes. The NPIC framework achieves solid performance (99%, 97%
and 85% in cross validation, respectively). We find that visual features provide
a significant boost in performance, and that textual and visual features vary in
usefulness at the different levels of granularities of classification.

1 Introduction

Images created entirely by digital means are growing in importance. Such synthetic
images are an important means for recording and presenting visual information. The
accurate classification of these images – such as icons, maps, figures and charts – is
increasingly important. With the advent of the web, images are being used not just
to communicate content but also for decoration, formatting and alignment. An image
classification system can improve image search and retrieval engines and can act an
input filter for downstream web processing as well as image understanding systems.

We introduce NPIC, an image classification system that is specifically trained on
synthetic images. The implemented system uses semi-supervised machine learning to
create its classifier. It does this by first using class-specific keywords to build a corpus
of associated images via an image search engine. Textual features are extracted from the
filename, comments and URLs of the images and content-based image retrieval features
are also extracted. These features are strung together as a single feature vector and fed
to a machine learner to learn a model. The resulting system is able to enhance the
performance of text-only based image search, as the addition of visual features allows
some spurious image matches to be correctly rejected.

A classifier needs ground truth labels to classify against. Existing image classifica-
tion taxonomies are a good starting point. However, our dataset comes from the web,
and in our opinion, a suitable taxonomy of content images available on the web does
not exist. After sampling synthetic images culled from the web, we decided to create
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our own hierarchy for the classification of web images, loosely based on portions of the
Getty Art and Architecture Thesaurus (AAT).

NPIC obtains very good classification accuracy on all three granularities that we
have trained the system on. A key point in the analysis of our study shows that although
textual features are an immense help to synthetic image classification, their efficacy can
be eclipsed by CBIR features at finer granularities.

After reviewing past related work on image classification, we discuss our method-
ology, including the design for the image hierarchy and how we construct our training
data set using the commodity image search engine, Google Image Search. We then
inventory both the textual and visual features in Section 4. Finally, we describe our ex-
periments using cross-validation on the training set as well as using another synthetic
dataset drawn from the Wikipedia.

2 Related Work

Image classification is a relatively young field of research, with many published systems
being created after the year 2000. As of today, although many image categorization
systems have been created, most classify against a very general classification scheme.
A representative example is [1], who implemented and evaluated a system that per-
forms a two-stage classification of images: first, distinguishing photo-like images from
non-photographic ones, followed by a second round in which actual photos are sepa-
rated from artificial, photo-like images, and non-photographic images are differentiated
into presentation slides, scientific posters and comics. The WebSeer system [2] investi-
gates how to classify images into three categories: photographs, portraits and computer-
generated drawings. Both schemes are neither exclusive nor exhaustive; many images
fall into multiple categories or none. Work has also focused on specific synthetic image
classes. [3] and [4] deal only with chart images. These works aim to classify and then
extract the data and semantic meaning of several types of charts: such as bar, pie and
line charts. Similar to our work, [5]’s system classifies web images found in news sites
by their functionality: including classes for story images, advertisements, server host
images, icons and logos.

Textual features. Quite a bit of research focuses on the textual features related to an im-
age. [2] and [5] performed classification based on textual features such as the filename,
alternate text, hyperlink and text surrounding the image. Both papers deal only with
web-accessible images, so hyperlinks are always available to be used. Attempts have
also been made to detect and recognize text embedded in images. [6] and [7] use spa-
tial variance and color segmentation techniques to separate text segments from graphics
on an image. OCR or similar techniques often can extract the text from regions of the
image. Using this technique, [8] detects text on images by examining connected com-
ponents that satisfy certain criteria. Structure or comment metadata (i.e., MPEG-7) may
also provide useful textual features in the future, but currently is not prevalent enough to
affect classification performance. Taken altogether, it is probably unsurprising that [9]
argues that textual features of images are far more useful in determining which images
to return for a search query.
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This will not work in cases where an image to be classified does not come from
the web. Reliance on textual features might degrade the system performance when an
image is not identifiable by these features, yet is easily associated with a category by
the image’s visual features.

Visual features. Most systems use simple visual features such as the most prevalent
color, width-to-height ratio, image file type, among others. Using additional features
from the image itself is the focus of Content Based Image Retrieval (CBIR). CBIR sys-
tems have progressively advanced, but practically all systems share a body of features
based on the image’s color histogram, texture, edge shape, and regions. From these low-
level features, higher-level features that may have semantic meanings can be identified
and built. For single images, region segmentation [10,11] or block segmentation [12] is
usually done followed by spatial layout based matching of regions or statistical feature
extraction [13]. Feature analysis of the same color, salient points [14], texture and line
features can then be assessed for individual regions and matched.

While CBIR has undoubtedly improved much over recent years, it remains a tech-
nology that has been mostly omitted from standard image search. This is largely due
to the fact that searchers would rather type in a textual description to start. Automatic,
content-based blind feedback on the top ranked images also does not seem to work, as
text-based search followed by CBIR is computationally expensive.

3 Methodology

Given these observations, one architecture for improved image classification incorpo-
rates CBIR visual features with textual ones. This captures both the high accuracy and
semantic nuances that textual features can garner, but enables classification based purely
on visual features when text is not available.

In a nutshell, NPIC performs its task in three steps. Given a taxonomy of image clas-
sification, NPIC: 1) Constructs a dataset of sample images each class using traditional
image search engines; 2) Extracts both textual and visual features from each sample
image to create feature vectors for learning; 3) Builds discriminative models for each
set of sibling classes in the hierarchy that originate from a common parent. Images can
then be programmatically classified by generating their feature vector representations
(step 2), followed by classification against the inferred models.

While this approach can be applied to any classification, we have specifically trained
the NPIC system for synthetic images. We address synthetic images specifically as they
often carry semantic content and data that are of interest to scholars and as well as the
image analysis and digital library community.

An ontology of synthetic images. What is a proper taxonomy of synthetic images?
To our knowledge, few classifications of synthetic images exist. In our exploration of
related research, only Lienhart and Hartmann’s work [1] addressed synthetic images
specifically. In their work, synthetic images found on the web are classified into four dis-
tinct categories of photo-like images, presentation slides, scientific posters and comics.
Another possible classification is the widely-used Getty Art and Architecture thesaurus
[15]. The AAT is used mainly by museums and libraries to catalog visual materials.
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It employs a faceted classification for objects, materials, activities, styles and periods
(among others) and consists of over 133,000 generic terms.

A successful classification scheme must ensure that it can classify most items and
that items clearly belong to distinct classes. For us, a successful classification needs to
be simple enough such that an ordinary layman can understand and employ the clas-
sification scheme without needing specialist knowledge. Given these criteria, we feel
neither Lienhart and Hartmann’s classification (covers only certain types of web im-
ages) nor the Getty AAT schemes (too complex) work well.

Instead, our classification is based on what types of synthetic images a user encoun-
ters during her daily computing tasks. Our classification has five broad categories: maps,
figures, icons, cartoons and artwork. We include icons as many images on a computer
are icons associated with programs or data files. Artwork includes work drawings and
pictures representing aesthetic images; figures include all types of abstract data repre-
sentations. In our empirical analysis, this classification covers a large portion of impor-
tant functional image types that users encounter.

As most images do not come labeled as synthetic or natural, we must include and im-
plement a superordinate classifier to distinguish between natural and synthetic images
for NPIC to be useful. Also, the two classes of maps and figures can be refined as they
are quite general. We use the AAT to refine these two image types. The AAT has classi-
fications for maps based on its form, function, production method, or subject. Based on
our analysis, we conflated these schemes to produce a single subordinate classification
of five categories: plans, chorographic maps (i.e., maps of large regions), relief maps,
weather maps and zip code maps. Following the same editorial selection of the relevant
AAT categories, we construct a categorization of figures into seven categories: block
diagrams, venn diagrams, bar graphs, pie charts, line graphs, tables, and illustrations.
Figure 1 shows our resulting classification hierarchy.

Fig. 1. NPIC’s classification hierarchy

We would like to emphasize that the hierarchy developed here constitutes a working
attempt to compile a useable and useful classification to typical end users, and should
not be construed as a formal model for synthetic image classification. Other image
classes or alternate organizations can be also considered; such alternative classification
schemes may work equally well in the NPIC framework.
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Automatic corpus collection using image search. Given this classification, NPIC
needs to collect labeled image samples to extract features for supervised learning. How-
ever, publicly available labeled synthetic datasets do not exist and creating one through
manual efforts of annotating and selecting clean images is quite costly. However, as
most machine learning algorithms are robust to small amounts of noise in their train-
ing data, we opt to create an image dataset by automatic means that may contain small
amounts of mislabeled data. NPIC thus relies on the ratio of correctly labeled to misla-
beled instances in training.

We do this by employing web image search engines. By searching for keywords that
are indicative of the desired image category, we can form a noisy collection of images
to use in training (hence our method is semi-supervised, as supervision is equated with
image search engine relevance). The returned image dataset from any search is noisy, as
image search engines occasionally return false matches. As long as the number of false
hits is minimal, the image sets should generate useful training features for classification.

We follow this procedure to build image datasets for each of the image classes in
the hierarchy. After associating each image class with a set of representative keywords
(as shown in Table 1), we input these terms to Google’s Image Search to find matching
images. We build this dataset from the bottom up, as sample images from each child
class can serve as positive examples for its parent. Given a ranked list of images for a
class, we programmatically extract the URLs of the images for the first n hits. To help
minimize the skew of the dataset, we extract a balanced corpus for each level (10K, 5K
and .6K images for each of the three levels, respectively), balancing the number of im-
ages extracted from each keyword. We followed this procedure for all of the categories,
except for icons, as we had access to a clean collection of icons.

Table 1. Some representative keywords for classes in our image hierarchy

Level 1 photograph aerial, birthday, bedroom, central library, concert, face

Level artwork painting, drawing, artwork
2 icons <separate icon collections used>

cartoons cartoon, disney, anime, garfield

Level plans floor, plan, fire escape
3 table data, excel

illustration illustration, DNA molecule, engine

4 Features

Once the corpus was collected, each image was processed to extract textual and visual
features for training and testing. As our paper does not focus on the feature creation,
we only give a brief inventory of the features used in Table 2. These features have been
chosen as they have been shown to be useful for image classification (natural as well as
synthetic) in past work, as referenced in the final column of the table. We use standard
utilities to extract both sets of features: the identify utility from the ImageMagick
library to extract image metadata from the header; and for visual features, the OpenCV
suite of visual detectors and the xpm package to examine the raster data.

A short discussion about the features is necessary. Textual features were created by
extracting tokens from the filename, extension, and path information from the URL
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Table 2. Features in NPIC. References indicate past published work using this feature.

Feature Description Refs.
Textual Features - via analysis and header metadata

Filename Image filename without extension [2,9,5]
File extension Extension of the file, if any [2,9,5]
Comments Comments in Image metadata header new
Image URL URL components of the location of the image on the Web (if applicable) [2,9,5]
Page URL URL components of the enclosing page of the image [2,9,5]

Visual Features - header information, raster via XPM, or shape detection via OpenCV
Height Image dimensions in pixels [2,1,5]
Width [2,1,5]
X resolution Number of pixels per inch (dpi) along X and Y dimensions new
Y resolution
C1 Most common color [5,2]
C1 Fraction Fraction of pixels in the image that have color C1 [5,2]
F1 Fraction of pixels with the neighbor metric greater than zero [1]
F2 Fraction of pixels with the neighbor metric greater than 1/4 of the maximum [1]
F2/F1 The ratio of F2 to F1 [1]
L1 distance L1 = (|hi − ki|), where H = {hi} is the image histogram, and K = {ki}

represents the average histogram in each category
[16]

L2 distance L2 = ( |hi − ki|2)1/2 [16]
L-∞ distance L-∞ = ( (|hi − ki|)100)1/100 , a large value of 100 is chosen to represent

infinity
[16]

Jeffrey divergence dis-
tance

((hilog(hi/mi) + kilog(ki/mi)), where mi = (hi + ki)/2 [16]

Chi2 distance ((hi − mi)2/mi) where mi = (hi + ki)/2 [16]
Quadratic distance dA(H, K) = (h − k)T A(h − k), where h and k are vectors that list every

entry in H and K. Cross-bin information is incorporated via a similarity matrix A =
[aij ] where aij denotes similarity between bins i and j.

[16]

EMD Earth Movers Distance: EMD(P, Q) =
m
i=1

m
j=1 dijfij

m
i=1

m
j=1 fij

[17][16]

Rectangles 2 features: Number of rectangles whose sides are parallel to the image frame, fraction
of entire image occupied by rectangles

[17]

Circles Number of circles with certain radius new
Corners Number of corners found on the image new
Lines 5 features: Number of horizontal, vertical and slanted lines; average line length and

average line gradient
new

(when available) of the image. For this, simple tokenization was done to create a more
meaningful inventory of features (garfield 2.jpg→ garfield 2 jpg) and to
reduce problems with sparse data.

We have chosen to use many color features for visual features as they are relatively
straightforward to calculate given raster data. We follow the literature and use both the
HSV and RGB color spaces for analysis. For neighbor metrics, we create features using
the standard RGB and HSV color spaces, as well as reduced HS and H spaces. Color
histogram features are calculated using a simplified 9-bit RGB color space. This is done
by first obtaining an average histogram over all training samples in a class. Then for
each testing image, we calculate the difference between the class average and the im-
age’s histogram. A total of n features are generated, where n is the number of classes in
the classifier (e.g., 5 for the second level). A number of different distance measures are
used: Minkowski-form (L1, L2 and L-∞), Jeffrey Divergence, Chi-square, Quadratic
distances as well as EMD.

For the rectangle, line, circle and corner detection features, we need to specific
settings for the spatial and scaling constraints of the detectors. Using a laissez faire
approach, we use a wide variety of parameter settings to create different features and
forward these to the learner to decide which group of parameter settings should be used.
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5 Evaluation

There are two questions that we would like to answer with our evaluation: 1) how
well does NPIC perform? 2) how do the different textual and visual features interact
to achieve its performance?

Image datasets. We tested NPIC’s performance on two datasets of image data. The
first is the original corpus of 15,600 images that was obtained by automatically down-
loading pictures from Google Image Search. The second corpus consists of a subset of
1,300 images (200, 500 and 600 images for levels 1, 2 and 3, respectively) retrieved
from the Wikipedia Commons. The Wikipedia Commons is a license-free repository
of media files free for anyone to use in any way. These datasets are available from our
NPIC website, to facilitate further research in the field1. These datasets are entirely
independent of each other.

Procedure. After obtaining the datasets, each dataset was hand-labeled by the first au-
thor (for evaluation only – we rely on the assigned labels from the keyword search in
training). For the Google dataset, we performed five-fold cross validation; that is, we
used 4/5ths of the data to train a model and 1/5 for testing, and repeated this process
five times and averaging the performance. For the Wikipedia dataset, the entire Google
dataset was used for training a model, and tested on the Wikipedia set. A boosted deci-
sion list learner, BoosTexter [18], was used as the machine learner, as its inferred rules
are easy to interpret. The learner was asked to do 300 rounds of boosting (i.e., 300 serial
rules inferred) for each classifier. The rules also easily lend themselves to an analysis of
which features are helpful. For succinctness, Table 3 shows only the resulting accuracy;
precision, recall and F1 are intentionally omitted.

We observe several trends from the results. First, accuracy increases as we go from
the specific Level 3 classifiers towards the Level 1 classifier. This is expected, as the
Level 3 classifiers are more fine-grained and are harder, 5- or 7-way decision prob-
lems. Second, accuracy on the Wikipedia dataset is lower across the board. Specifically,
the textual features are less helpful than the visual ones. This is partially due to the
fact that URLs are not available in this dataset and that the filenames are not nearly
as indicative of the class as in the Google dataset (after all, filenames are partial evi-
dence for relevance in Google’s image search, used to construct the dataset). The visual
features show roughly the same performance on both data sets. As such, we feel that
the test on the Wikipedia dataset is more realistic and representative of what would be
encountered in practice. Third, maps are harder to classify than figures, as the figure
subcategories have notably different visual features that are captured by the OpenCV
detectors. Fourth, icons do extremely well, as their extension in Windows is a fixed
.ico and we start with a clean corpus, unlike any of the other sets. Finally, although
the performance is not directly comparable with prior reported results (as the problem
specifications and datasets differ), the NPIC classifiers show similar performance. The
advantage here is that NPIC system uses a set of very general, coarse features that are
inexpensive to compute and applicable to a wide range of problems. Classifiers aimed
at specific tasks (c.f., [19]) are bound to do better in their stated problem domain.

1 http://wing.comp.nus.edu.sg/npic/
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Table 3. Performance of NPIC on the two datasets, with different feature sets

Level Class Average C.V. accuracy (Google) Testing accuracy (Wikipedia)
Text (T) Visual (V) V + T T V V + T

Level 1 Synthetic 99.4% 95.9% 99.9% 94% 93% 95%
Natural 99.7% 93.5% 99.9% 90% 92% 94%
Total 99.6% 94.7% 99.9% 92% 92.5% 94.5%

Level 2 Map 94.3% 87.6% 98.5% 78% 77% 86%
Figure 90.5% 82.9% 98.7% 74% 78% 90%
Icon 100.0% 77.6% 100.0% 95% 91% 96%
Cartoon 89.2% 73.6% 97.6% 69% 84% 81%
Artwork 92.5% 67.0% 93.2% 73% 74% 79%
Total 93.3% 77.7% 97.6% 77.8% 80.8% 83.4%

Level 3 Block diagram 84% 86% 84% 72% 82% 86%
(Figure) Venn diagram 88% 86% 90% 70% 88% 90%

Bar graph 84% 78% 82% 78% 78% 74%
Pie chart 82% 86% 90% 80% 86% 86%
Line graph 80% 78% 80% 66% 74% 76%
Table 78% 68% 82% 72% 72% 76%
Illustration 82% 78% 82% 74% 80% 82%
Total 82.6% 80.0% 84.3% 73.1% 79.9% 81.4%

Level 3 Plan map 86% 76% 86% 82% 78% 84%
(Map) Chorographic map 86% 80% 88% 78% 82% 82%

Relief map 90% 68% 84% 70% 70% 72%
Weather map 84% 64% 84% 74% 66% 72%
Zip code map 96% 72% 92% 88% 72% 86%
Total 88.4% 72.0% 86.8% 78.4% 73.6% 79.2%

Given that image search primarily employs textual features, are the improvements by
incorporating visual features significant? We compared the textual versus the combined
feature judgments using Student’s 2-tailed T-test. Our findings indicate a significant
(p < .05) for both Level 2 classifiers but not the Level 1 or 3 classifiers. We believe
the reason for this is simply because there are too few images for the Level 3 classifiers
(600 for both Level 3 classifiers) and for the Level 1 Wikipedia classifier (1000).

To assess the efficacy of the feature sets, we explore the resulting classifiers. Table 4
shows the first 100 features used by each of the four inferred models (with repetitions
omitted). We see that individual words (each a separate feature) constitute a large frac-
tion the useful features in the Level 1 and 2 classifiers, but a smaller fraction of Level
3 features (validating our earlier claim). We also see that the color histogram distance
measures play a larger role in the fined-grained classifiers, and that no one distance
measure is best: they all seem to be used by the classifier for discriminating in different
instances. Finally, our OpenCV features have been effective for the classes we suspect:
circles are used in the figure classifier and vertical/slanted lines in the map classifier
(perhaps for deciding between building plans vs. natural region maps).

For the OpenCV detectors, the learner found optimal settings through cross-
validation separation. For the circle detector, a diameter setting of d = 0.3 × min
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Table 4. Salient features found in the BoosTexter models

Level Textual Features Visual Features

Level 1 jpeg smsu co jennifer friends azoft stylefest gif map
painting pie shtml a search drawing areas iconfan seri-
als paris freeyellow online ru tv sponsors sponsors k12
eastburtonhouse

Quantum, C1, F1/D2, Magick, L-∞, C1 Fraction, Col-
ors, Height, BackgroundH

Level 2 map painting artwork drawing ico cartoon venn graph di-
agram disney pie anime garfield maps physics www di-
rectory chemistry comics com world artwork art maths
archie chem. page street au image tintin gifs sg city hein
edu books chinese asp sun moaa gov nr 278 nice chart
assembled ga, region

Width, F1/D3, #slantedLines, F2/D1, Quadartwork

#HorizontalLines, Quadicon , Height, AvgLine-
Length, BackgroundH , averageLineGradient, F1/D4,
F1/D1, Size, F1-F2/D1, EMDdiagram, JDartwork ,
EMDartwork , X-resolution

Level 3
(Figure)

block pie venn bar table diagram data archives illustration
2 barograph none gov charts htm cty us edu venndiagram
fag articles hisoftware en cfm 0805rettable pubs

#SlantedLines, #circles, Chi2block , AvgLineGradi-
ent, #HorizontalLines, Width, X-resolution, Size,
Chi2diagram , #VerticalLines, Colors, AvgLineLength,
EMDblock, Background, Y-resolution, EMDpieChart ,
JDpieChart , L1barGraph , L2graph , EMDblock ,
Height, Quadblock , L-∞block

Level 3
(Map)

weather plan relief noaa gov weather country map us
maps com plan wunderground leone scbtvsworld graph-
ics planning wr php province map asp files ca

#SlantedLines, EMDregion , #HorizontalLines,
AvgGradient, #Corners, L1relief , EMDrelief ,
AvgLineLength, EMDweather , L1zipAreaCode,
L-∞relief , EMDweather , L2zipAreaCode,
JDplan, QuadDistzipAreaCode, #VerticalLines,
Height, EMDplan, FractionOccupiedByRectangles,
L-∞weather

(height, width) performed best, as lower settings of d would find many spurious re-
sults; the rectangle detector was set to detect only ones parallel to the image frame.

6 Conclusion

We have introduced NPIC, a system specifically trained for synthetic image classifi-
cation. This system is fully automated and distinguishes between natural vs. synthetic
images, and types synthetic images into five classes, of which maps and figures are
further subdivided. We obtain the image datasets by standard text-based image search
using keywords highly correlated with each class. This noisily labeled corpus serves
as training data, making our classification scheme semi-supervised. In all cases, per-
formance of the classifiers increases when simple color and geometric shape detection
features (specifically for particular synthetic image classes) are added. A key result is
that visual features make a stronger contribution than the textual ones when fine grained
classification is needed.

NPIC is based on a general framework that relies on the scale of image search en-
gines to sift away noise from the training data. Such a framework could be extended to
natural image classification, where much of image retrieval research is centered on. We
expect to further improve NPIC in the future by 1) using the relevance ranking of the
images from search engine in weighting examples for training, and 2) exploring how to
find keywords automatically for training data acquisition. We plan to achieve the latter
using mutual information which can provide a list of statistically correlated modifiers
for a base keyword. We have already done a detailed error analysis on the dataset, and
have additional features in mind that may help to improve performance.
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Abstract. In this paper we propose a representation framework for dynamic 
multi-sensory knowledge and user context, and its application in media 
retrieval. We provide a definition of context, the relationship between context 
and knowledge and the importance of communication both as a means for the 
building of context as well as the end achieved by the context. We then propose 
a model of user context and demonstrate its application in a photo retrieval 
application. Our experiments demonstrate the advantages of the context-aware 
media retrieval over other media retrieval approaches especially relevance 
feedback. 

Keywords: Context modeling, media retrieval, knowledge representation. 

1   Introduction 

In this paper we propose a representation framework for dynamic multi-sensory 
knowledge and user context, and its application in media retrieval. There are two 
fundamental problems in media retrieval: the vagueness of the query and the 
unavailability of the information about the unique way the user associates the 
different media elements. The context of the user provides solutions to both these 
problems at the same time and hence representation and estimation of user context is 
important. 

We interpret the user’s interaction with a media retrieval system as a special type 
of communication in which the user provides messages as query and the system 
provides messages as retrieved media. In any communication scenario, we define 
context as “the finite and dynamic set of multi-sensory and inter-related conditions 
that influences the exchange of messages between two entities in communication.” 
This set forms a subset of knowledge that is “a dynamic set of multi-sensory facts.” 
Knowledge has three important properties; it is multi-sensory (represented through 
multiple senses), emergent (new facts are formed) and dynamic (old facts are 
revised). Context is the dynamic subset of knowledge that is in attention and 
influences the exchange of messages between the entities in communication. In a 
media retrieval scenario, the multi-sensory and interrelated information set in the 
user’s short-term memory influences the query provided by the user [2] and at the 
same time is influenced by the user’s activity and the media the user consumes. This 
set of multi-sensory and interrelated information forms the user query context. The 
organization of the rest of the paper is as such. We propose a user context model for 
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media retrieval in section 2 based upon the above discussion. Section 3 discusses user 
experiments and finally we discuss conclusions in section 4. 

2   Context for Media Retrieval 

We now present our context model for media retrieval. The context model consists of 
two structures: a dynamic multi-sensory knowledge representation consisting of the 
concepts and the relationships between them, and a temporally evolving context 
representation in relation to this knowledge. The Knowledge can be subdivided into 
user knowledge (knowledge about the user), environment knowledge (knowledge 
about the environment, here limited to the common-sense knowledge from 
ConceptNet [3]) and application knowledge (media database structure consisting of 
media and related annotations).  

2.1   Knowledge 

Knowledge is represented as a graph. The nodes in the graph are the instances of 
concepts in one modality and the weighted edges (weights represent the similarity 
between the end nodes along the edge) are the relationships between those instances. 
The user knowledge model is initialized by an initial set of concepts obtained from 
the user as their profile and obtaining the neighborhood of this set in the environment 
knowledge.  The user knowledge model grows as the user interacts with the media 
retrieval system that leads to information exchange between the user and the system. 
The environment knowledge and the application knowledge are represented similarly. 

2.2   User Query Context 

User query context is represented as the subset of the nodes and edges in the 
knowledge graph that are in attention. The attention on concepts and relationship 
types are represented as weights of the respective concepts and the biases on the types 
of relationships. The bias on the relationship type along with the weight of relation-
ship determines the similarity between the neighboring concepts demonstrating the 
relationship. The user context evolves with the interaction and the weights of concepts 
and the biases on relationship types changes as discussed in [1]. Some important 
desirable properties of the context dynamics are the stability, controllability and 
suitable steady-state distribution of weights on concepts. It was proved in [1] that the 
dynamics has these properties. 

2.3   Context-Aware Retrieval 

We applied our context model to a photo retrieval system. The system is composed of 
four components as shown in Figure1: a user context model, a media database, a user 
interface that allows users to enter text query or select relevant images and a search 
engine. Given the query as a set of selected images, the context-aware search is 
performed in the media knowledge space to find the most relevant photographs. The 
search process first obtains the current context from the context model and modifies it 
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Fig. 1. (a) Block diagram of the photo retrieval application and (b) the user interface displays 9 
images at a time and allows for query as text and images 

using the user information obtained from the query. The modified context is then used 
to obtain the candidate concepts in the media knowledge space. The images close to 
the candidate concepts in the media knowledge space form the retrieval results. 

3   Experiments 

We now discuss the retrieval experiments. To compare the context-aware retrieval 
with baseline strategies, we performed experiments with three retrieval set-ups 
namely the random retrieval, relevance feedback based retrieval [4] and the context-
aware retrieval. Six graduate students volunteered for the experiments and a database 
of approximately 4000 images (15% annotated) was made from their shared photo 
collection. Each user provided a set of at least ten concepts as the seed with which the 
user knowledge and context were initialized. Then each user searched for one query 
concept from among a set of choice concepts. Once the images were displayed, the 
user selected the relevant images that were used to retrieve new set of images without 
replacement. This process was repeated four times. 

Table 1. Number of retrieved images and the mean relevance score for different queries and the 
% of relevant images in the database 

Query Number of retrieved images; and Mean relevance score 

 

% database 
Random Relevance Feedback Context 

Home 10 6; 0.07 12; 0.29 14; 0.32 

Birthday 10 4; 0.07 14; 0.24 12; 0.38 

Park 20 8; 0.16 20; 0.44 23; 0.51 

Office 5 1; 0.02 8; 0.13 10; 0.29 

We analyze the experimental results as both cumulative precision of the overall 
retrieved set and the change in the relevance score with increasing interaction and the 
personal priorities of different users. We present the cumulative precision results as 
the number of relevant images that were retrieved in the complete experiment of five 
iterations and the mean relevance score of the retrieved images in the five iterations. 
The normalized relevance score for the retrieved set of N images is: 

(a) (b) 
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The cumulative precisions for three different search strategies are shown in Table 1. 
We observe that the context-aware retrieval gives better cumulative precision than the 
other retrieval strategies. 

An important aspect of the context-based retrieval approach is that with increasing 
interaction more relevant images are retrieved as shown in Figure 2. The relevance 
score of the retrieved set is seen increasing with the increasing interaction in the 
context-based retrieval strategy. The relevance feedback based approach also shows 
and increasing trend but is not very consistent. 

 

Fig. 2. Plot of relevance score against user interaction for queries ‘home’ (top) and ‘park’ 
(bottom) queries 

The improved dynamic performance of the context-based approach against any 
other approach shows that with increasing interaction, the estimate of the user context 
becomes more accurate. 

4   Conclusions 

We presented a representation framework for dynamic multi-sensory knowledge and 
user context, and its application in media retrieval. Our pilot experiments 
demonstrated the advantages of context-aware media retrieval. In future along with 
more experiments, we also plan to expand the representation framework to support 
the representation of multi-scale and procedural knowledge. 
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Abstract. This paper deals with the problem of estimating the effort required to 
maintain a static pose by human beings. The problem is important in developing 
effective pose classification as wells as in developing models of human 
attention. We estimate the human pose effort using two kinds of body 
constraints – skeletal constraints and gravitational constraints. The extracted 
features are combined together using SVM regression to estimate the pose 
effort. We tested our algorithm on 55 poses with different annotated efforts with 
excellent results. Our user studies additionally validate our approach.  

1   Introduction 

This paper deals with the problem of estimating physical effort for a static human 
pose. The problem is important in human attention model, dance summary, and pose 
classification. Human beings routinely are able to distinguish between human poses 
that appear to be very similar by referring to their own physical experience. For 
example, a standing pose with arm lifting appears similar to a handstand pose. 
However it is trivial for human beings to see that the handstand pose is very 
challenging to do for most people. We conjecture that human beings pay greater 
attention to the poses with greater effort, as they are reminded of the difficulty of 
actually doing the pose. Physical effort is also a useful feature for dance segmentation 
and summary. Through analyzing the physical effort changing over dance and 
extracting frames with high effort, we can segment and summary the dance. 

Pose classification is a traditional computer vision problem [1,3]. The focus there 
is appearance based matching or matching in an object based representational space. 
However, the classification does not take the physical experience into account, thus 
potentially misclassifying poses with different physical effort that appear to be 
similar. Other related works [4,6] deal with motion quality modals based on Rudolf 
Laban’s Effort Qualities. In Laban Movement Analysis (LMA), effort encompasses 
qualities of space, weight, time and flow and represents the expressive quality of style 
within the dynamics of human movement rather than static human poses. 

We propose a human pose effort estimation algorithm based on SVM regression. 
We first extract two kinds of features related to human pose effort: (a) physical 
constraints and (b) gravity constraints. Then we use SVM regression techniques to 
combine these features together to estimate effort. We tested our algorithm on an 
annotated dance pose set with excellent results. We additionally validated our results 
with user studies.  
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2   Feature Extraction 

In this section, we discuss features used for human pose effort. Each pose consists of 
35 labeled 3D marker coordinates captured from a marker-based motion capture 
system. The marker label specifies the location on the body for each marker. We 
focus on two kinds of constraints related to human pose effort – physical constraints 
and gravitational constraints. Physical constraints include skeleton structure not 
related to gravity. Gravitational constraints are introduced due to the force of gravity.  

2.1   Features from Physical Constraints 

We observe that the physical limitations mainly focus on the joints between limbs. 
We also observe that arm movements have a wider range of motion in comparison to 
leg movements, due to the greater mobility of the shoulder joint. Hence, in this paper, 
we ignore the physical limitations of shoulder and focus on the hip joints.  
We use a simple feature, foot distance dF, to represent inter-leg relationship and four 
joint angles (1. hip flexion, 2. hip extension, 3. hip abduction/adduction and 4. hip 
rotation) to represent torso-leg relationship. The foot distance and four hip joint 
angles are shown in Fig. 1. The details on the computation of hip extension (θE), hip 
flexion (θF), abduction/adduction (θA) and rotation (θR) can be found in [2]. 

 

Fig. 1. Five physical constraints. (a) foot distance, (b) left hip flexion and right hip flexion, (c) 
hip extension, (d) hip abduction/adduction, and (e) hip rotation. 

2.2   Features from Gravitational Constraints 

Gravitational constraints comprise two factors: (a) limb torque and (b) supporting-
limb effort. In gravity torque computation, we consider three kinds of limbs – arm, leg 
and torso. The larger the limb gravity torque, the more effort the human needs. We 
compute the limb gravity torque only if the limb is not the supporting limb. This is 
because limbs in contact with the ground experience a torque due to the normal 
reaction. This has an effect of canceling the torque of gravity on the limb. The arm, 
leg and gravity torques are represented by TA, TL and TT respectively. The 
computation detail can be found in [2]. 

The supporting limb effort is the effort that the human puts on the limbs in contact 
with the ground to support the body. This effort is related with the supporting limb 
power. The supporting limbs that have large supporting power will decrease the 
amount of effort required holding the pose. We incorporate the supporting power of 
arms, legs, torso and hip to obtain the supporting limb effort Es. (See [2] for details)  
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2.3   Effort Feature Vector 

Combining the five physical limitations, three limb torques and supporting-limb 
effort, we can construct a feature vector for every pose: 

[ , , , , , , , , ]T
F F E A R A L T sF d T T T Eγ γ γ γ γ γ γ γ γθ θ θ θ=  (1) 

where dF, θF, θE, θA, θR, TA, TL, TT and Es are foot distance, hip flexion, hip extension, 
hip abduction/adduction, hip rotation, arm gravity torque, leg gravity torque, torso 
gravity torque and supporting-limb effort respectively, γ is a constant (γ=1.5). 

3   Using SVM Regression 

We use SVM regression [5] to combine all features together. In training phrase, each 
training pose is represented by a feature vector F (eq(1)) and an annotated effort value 
which is considered as the ground truth G. The goal of SVM regression is to find a 
function g(F) that has at most deviation ε from the ground truth G for all the training 
data, and at the same time is as flat as possible. In testing phrase, We extract feature 
vector F (eq.(1)) of test pose and estimate effort use SVM regression model by:  

( ) ( , )E g F K w F b= = + , (2) 

where w and b are the solution of SVM regression, K(⋅,⋅) denotes a kernel operator.  

4   Experiments 

We test our human effort estimation algorithm on a dance pose dataset which includes 
55 poses. Each pose is annotated with an effort value from zero to five by Professor 
Jodi James who is an expert in dance and kinesiology. Zero means no effort and five 
means maximum effort for human to hold a pose. Professor Jodi James made these 
annotations by her real experience rather than through visual impression of the poses. 
These 55 poses include 6 levels (0-5), 5 poses for each level (different poses with the 
same effort) and 5 variations between consecutive levels.  

In our experiments, we select one pose as testing data and other 54 poses as 
training dataset. With 54 training poses, we can train a SVM regression model and 
apply it on the testing pose to estimate the effort. We repeat this process until every 
pose is selected as testing data and its effort estimation value is obtained. We use 
leave-one-out cross validation to evaluate our algorithm: 

55
2

1

1
( )

55 i i
i

err E G
=

= − , (3) 

where Gi is the ground truth and Ei is the effort estimation result.  
In our experiments, we try 3 kernels (linear/polynomial/rbf) in SVM regression. 

For each kernel, we adjusted SVM regression parameters to minimize the estimation 
error. The estimation error is minimized when we use polynomial kernel with 
maximum acceptable deviation ε=10-7, trade-off constant C=27 and polynomial  
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Fig. 2. (a) Effort estimation for 11 poses (G is ground truth and E is estimation results, (b) 
comparisons between ground truth and effort estimation for 55 poses 

power=2. Fig. 2(a) shows 11 effort estimation examples and Fig. 2(b) plots the 
ground truth and effort estimation for all 55 poses. We can see that estimated efforts 
are close to the ground truth for most poses. The standard deviation (eq. (3)) is 0.295.  

We also conducted user studies to determine the relationship between our pose 
effort measure and human perception and experience. The user studies indicate two 
clear results (a) our estimation of physical effort is highly correlated with human 
perception in terms of the effort difference between two poses, (b) the sensitivity to 
the effort difference is proportional to the effort of the pose that has larger effort [2]. 

5   Conclusion 

In this paper, we have presented a human pose effort estimation algorithm based on 
SVM regression. There are two key innovations (a) Using both skeletal and gravity 
constraints to estimate human pose efforts, (b) Using SVM regression to combine 
features for effort estimation. We evaluated our framework on 55 annotated dance 
poses with excellent results. In the future, we are planning to incorporate our pose 
effort framework into human attention model, dance summary and pose recognition. 
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Abstract. In this demo, we present the use of the ARIA platform for
modular design of media processing and retrieval applications. ARIA is
a middleware for describing and executing media processing workflows
to process, filter, and fuse sensory inputs and actuate responses in real-
time. ARIA is designed with the goal of maximum modularity and ease
of integration of a diverse collection of media processing components and
data sources. Moreover, ARIA is cognizant of the fact that various media
operators and data structures are adaptable in nature; i.e, the delay, size,
and quality/precision characteristics of these operators can be controlled
via various parameters. In this demo, we present the ARIA design inter-
face in different image processing and retrieval scenarios.

Keywords: Media retrieval workflows, modular design, image retrieval.

1 Introduction

ARIA [4] is a middleware for describing and executing media processing work-
flows to process, filter, and fuse sensory inputs and actuate responses in real-time
(Figure 1). In this demo, we present the use of the ARIA platform for modular
design of media processing and retrieval applications. The objective of ARIA is to
incorporate real-time and archived media into live performances, on-demand [4].
This involves development of (1) an adaptive and programmable kernel that can
extract, process, fuse, and map media processing workflows while ensuring qual-
ity of service guarantees, (2) a specification interface capable of specifying the
components of the media processing workflows, and (3) QoS scalable operators.

2 Overview of ARIA

ARIA media processing workflows are modeled as directed graphs where nodes
represent sensors, filters, fusion operators, and actuators, while edges represent
� This research is funded by NSF grant # 0308268, “Quality-Adaptive Media-Flow

Architectures to Support Sensor Data Management.”
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Fig. 1. ARIA modular media processing and retrieval middleware overview

(a) (b)

Fig. 2. (a) An example workflow (note that operators have multiple, alternative im-
plementations to choose from) and (b) visual representation of the history of an object

connections that stream objects between components [5]. The basic information
unit is a data object (Figure 2(a)). Depending on the task, an object can be
as simple as a numeric value (such as an integer denoting the pressure applied
on a surface sensor) or as complex as an image component segmented out from
frames in a video sequence. Filter and fusion operators provide analysis, aggre-
gation, and filtering semantics. In particular, they may perform complex media
processing and database lookup tasks.

Each object in ARIA is annotated with a header, which includes an object
history descriptor, consisting of the set of resource usage stamps and timestamps
acquired by the object’s predecessors as they go through various operators
(Figure 2(b)). Among other things, the history descriptor enables the synchro-
nization of objects in the system based on various applicable temporal criteria,
queue management decisions, and per-object evaluation of trigger conditions.

Each ARIA operator has a number of input and output queues and a set of
behaviors. Each behavior is essentially a different implementation, with different
processing delay and quality characteristics. A given behavior of an operator
can be executed only when its execution conditions are satisfied. A behavior
may not be in an executable state for various reasons, including (but not limited
to) resource shortages. The behavior trigger constraints are described in terms
of local hardware resources, temporal regulation of the service stream, object
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property and history (size, precision), and end-to-end workflow conditions (e.g.
end-to-end optimization).

When there are multiple behaviors of an operator ready for triggering, it is
the job of the ARIA kernel to pick the most appropriate one, based on the
quality, delay, or resource constraints [1]. The way the behavior picks its inputs
is also governed by resource, time, and quality constraints. Each behavior can
sort and use the objects in the input queues based on different criteria (size,
quality, recency etc.). When the number of input combinations to consider is
larger than the capacity, then system sheds (not the individual queued objects
but) combinations of objects that are not promising candidates. Therefore, each
behavior also has an input combination shedding model [2].

3 Demo Scenarios

Figure 3 depicts two media retrieval scenarios. In both cases, real-time sensory
data are processed, relevant features are extracted through filters, and databases
are looked up based on these extracted features. Note that both scenarios include
operators with multiple implementations, which will be chosen by the ARIA
kernel based on the appropriate optimization and adaptation criteria. Also, the
scenarios include user-defined operators as well as system provided operators
(such as synchronizers and duplicators).

Figure 4 shows the operator and behavior description interfaces. Note that
the operator descriptor is simple in the sense that it only describes the queue

(a) Image streams from four sensors are matched against DB based on color and shape

(b) Objects in a video stream are extracted and matched against a DB based on texture and color signatures

Fig. 3. Two media processing and retrieval scenarios
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(a) (b) (c)

Fig. 4. (a) A filter operator description interface, (b) behavior description interface,
and (c) an operator with two behaviors (only one of them active at a time)

properties of the operator. The behavior descriptor, on the other hand, describes
the code which implements the behavior, possible input parameters, as well as
how a given behavior uses the input queues and default parameters used for
optimization and adaptation.

4 Conclusion

In this demo, we present ARIA middleware and its interface for defining media
processing and retrieval workflows, especially suitable for sensory applications.
In particular, the framework enables explicit description of alternative imple-
mentations of the operators. The ARIA kernel also enables optimization and
adaptation of complex workflows through localized as well as end-to-end decision
making. Currently, the ARIA kernel is being extended for distributed execution
and adaptation of media processing and retrieval workflows.
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Abstract. There exist various methods for stereoscopic viewing of images, 
most requiring that a viewer wears some special glasses. Recent technology 
developments have resulted in displays that enable 3D viewing without glasses. 
In this paper, we present results from our proposed approach to automatic 
rectification of two images of the same scene captured by cameras at general 
positions, so that the results can be viewed on a 3D display. Both simulated and 
real data experiments are presented. 

Keywords: Image rectification, stereo, 3-D visualization. 

1   Introduction 

Recent display technologies have led to various low-cost 3-D displays that enable 
stereoscopic viewing without inconvenient 3D glasses (see [1] for examples). While 
the underlying technologies may vary from one manufacture to another, the basic 
principle of many 3D displays can be illustrated by Fig. 1, where a parallax barrier is 
used in LCD to direct the light rays from the pixels to the viewer’s right and left eyes, 
respectively. There are many potential applications of this type of displays. However, 
from Fig. 1, it is obvious that, to enable the stereoscopic viewing capability of a 3D 
display, one must have the “correct” left and right eye image pair. If the image pair is 
captured by a standard stereo rig giving proper disparities (i.e., that conforms to the 
constraints of the display), then this problem is solved. However, true stereo media is 
scarce, and general consumers rarely use stereo cameras. These unfortunate facts limit 
the otherwise great potential of the 3D displays.  

In this paper, we present results from our algorithms for addressing the following 
image rectification problem: Given any two images of the same scene from general 
viewpoint, rectify them so that they look like a true stereo pair like that from a 
standard stereo rig required by a 3D display. If this problem is solved, we can enable 
stereoscopic viewing of a lot of media without requiring stereoscopic acquisition. 
Existing image rectification approaches are mostly for stereo matching rather than 
forming a true stereo pair, which is our goal.  
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2   Advantages of the Proposed Approach 

Detailed description of the proposed algorithm is available through a technical report 
from cubic.asu.edu. In this section, we highlight the key points of the approach as 
follows. Firstly, we proposed a new rectification algorithm, starting from the 
calibrated case. This leads to an intuitive interpretation of the algorithm, which is not 
available from existing derivations. Secondly, we use a physically meaningful 
constraint for removing the ambiguity in estimating the required homographies for 
rectification. The resultant image pair does not have visual distortion that may be 
present in most existing algorithms such as [3][4]. Thirdly, we designed several 
practical schemes for shifting the rectified images such that they conform to the 
disparity requirement preferred by the 3D display. 

 

Fig. 1. An illustration of how a parallax-barrier-based 3D display works 

3   Demonstration of the Experimental Results 

We present three types of experiments to validate the proposed algorithms, as detailed 
in the following. Note that, although we can only present sample images here, in our 
experiments, the rectified pairs were further validated by visualizing on a SHARP 15-
in 3D display, which will be used in the demo on CIVR 2006. 

Experiment I. In the first experiment, we use the data made available on the Internet 
by the Interactive Visual Media Group at Microsoft Research, which contains 
accurate camera calibration information and thus allows us to verify the key 
components of our algorithms without having to use a fundamental matrix estimated 
from raw data. The data set contains videos captured from 8 different cameras. We 
select a pair of images from any two cameras (illustrated in Fig. 2, the left column). 
After applying our rectification algorithm, we got the rectified results as illustrated in 
Fig. 2 (center column), where the epipolar lines becomes horizontal and also aligned. 
This satisfied the epipolar constraints. Moreover, we can find that the image do not 
have obvious visual distortion, demonstrating that the ambiguity in the rectification is 
removed by the proposed algorithm. As a comparison, we also rectify the pair using 
the given camera matrices (i.e., using the algorithm for the calibrated case, e.g. 
see[2]), obtaining the results in Fig. 2 (right column).  The shift of the right image is  
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due to the large distance between the two cameras. Other than that, there is no big 
difference between the results from the calibrated and the uncalibrated algorithms. 

Experiment II. In the second type of experiments, we use OpenGL to simulate views 
from different camera positions, which can be precisely controlled. This provides us 
 

 

Fig. 2. Left column: original pair. Center column: rectification results based on fundamental 
matrix. Right column: results based on the proposed method. 

 

Fig. 3. (a) and (b) are standard stereo pair. (c) is the view after rotating camera on (b)’s 
position. (d) and (e) are rectified results on (a) and (c) purely based on image. (d) and (e) 
apparently form a stereo pair.   
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with virtual stereo pairs of any desired configuration (e.g., any baseline).In the 
example illustrated in Fig. 35, the scene is made up of two planes at different depth. 
Fig. 3 (a) and (b) shows a desired stereo pair. Fig. 3 (c) is a view after rotating the 
camera of (b) (note that this is different from simply rotating the image). We now 
rectify (a) and (c), with the desired camera configuration as the goal. Ideally, after the 
rectification, we should have a pair like (a) and (b). Fig. 3 (d) and (e) are the results, 
which are almost the same as the true stereo images (a) and (b) except for a horizontal 
translation.  Note that in this type of experiments, the algorithm for the uncalibrated 
case is used, meaning that we have to estimate the fundamental matrix from the 
synthesized images. The ambiguity of the horizontal translation arises from the fact 
that our algorithm relies on the fundamental matrix, and thus one of the proposed 
shifting schemes should be used before visualization on a 3D display. 

Experiment III. The third experiments use real images captured by a hand-held camera 
from different positions. Sample results are given in Fig. 4, in which the left column is 
the original image pair, the center column the results of the method in ([3]), and the 
right column our results. It is obvious that there is shear distortion in the center column.  

 

Fig. 4. Left column: original pair. Center column: rectified results based on Hartley’s method. 
Right column: results of the proposed method.  

Acknowledgements. Some of the experiments were based on data made public on the 
Internet by the Interactive Visual Media Group at Microsoft Research. 

References 

1. May, P.: A Survey of 3-D Display Technologies. Information Display. 32 (2005) 28-33. 
2. Fusiello, A., Trucco, E., Verri, A.: A compact algorithm for rectification of stereo pairs. 

Machine Vision and Applications. 12 (2000), 16-22. 
3. Hartley, R., Zisserman, A.: Multiple view geometry in computer vision. 2nd edition. 

Cambridge University, Cambridge (2003). 
4. Loop, C., Zhang, Z.: Computing rectifying homographies for stero vision. Proc. of IEEE 

Conf. on Computer Vision and Pattern  Recogntion (1999), 125-131. 



H. Sundaram et al. (Eds.): CIVR 2006, LNCS 4071, pp. 499 – 502, 2006. 
© Springer-Verlag Berlin Heidelberg 2006 

Human Movement Analysis for Interactive Dance  

Gang Qian1,2, Jodi James1, Todd Ingalls1, Thanassis Rikakis1,  
Stjepan Rajko1,3, Yi Wang1,3, Daniel Whiteley1,2, and Feng Guo1,2 

1 Arts, Media and Engineering Program 
2 Department of Electrical Engineering  

3 Department of Computer Science and Engineering  
Arizonoa State University 

Tempe, AZ, 85287, USA 
{Gang.Qian, Jodi.James, Todd.Ingalls, Thanassis.Rikakis, 

Stjepan.Rajko, Yi.Wang.2, Daniel.Whiteley, Feng.Guo}@asu.edu 

Abstract. In this paper, we provide a brief overview of the human movement 
analysis research at the Arts, Media and Engineering program, Arizona State 
University, and its applications in interactive dance. A family of robust 
algorithms has been developed to analyze dancers’ movement at multiple 
temporal and spatial levels from a number of perspectives such as marker 
distributions, joint angles, body silhouettes as well as weight distributions to 
conduct reliable dancer tracking, posture and gesture recognition. Multiple 
movement sensing modalities have been used and sometimes fused in our 
current research, including marker-based motion capture system, pressure 
sensitive floor and video cameras. Some of the developed algorithms have been 
successfully used in real life dance performances. 

1   Introduction 

As a new form of performing arts, interactive dance has attracted increasing interest 
among choreographers, composers, visual artists as well as computer scientists and 
engineers [2]. This interest is rooted not only in the freedom that it provides to 
choreographers and dancers to interact and control the audio and visual feedback, but 
also in the challenges that composers and visual artists are facing to create feedback 
engines promptly responsive to the dancers movement. However, to computer 
scientists and engineers, the biggest challenge is to design robust signal processing 
and pattern recognition algorithms that can reliably extract movement-related cues 
that dancers can use to communicate with the feedback engines thus to control the 
audio and visual feedback.    

Interactive dance poses unique challenges for human movement sensing and 
analysis. In dance performance, there are many factors that can affect the accuracy of 
the motion analysis, such as the use of costume covering markers, the presence of 
multiple dancers and complex dance movement. To make interactive dance possible, 
proper sensing modalities and interactive cues need to be selected and robust motion 
analysis algorithms are to be designed.   

At the Arts, Media and Engineering (AME) Program, we have developed a family 
of robust algorithms to analyze dancers’ movement at multiple temporal and spatial 
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levels, from global tracking and group dynamic analysis of multiple dancers over a 
long period of time (~20 minutes), to the recognition of static body postures and 
dynamic gestures.  Multiple movement sensing modalities have been used in our 
movement analysis research, including marker-based motion capture system, pressure 
sensitive floor and video cameras. The pressure sensitive floor and the marker-based 
motion capture system have been combined in gesture recognition to improve the 
recognition spectrum of the analysis engine. Some of the developed algorithms have 
been successfully used in real life dance performances. 

2   Movement Sensing and Analysis  

2.1   Dancer Tracking Using Unlabeled Markers  

In many dance performances, multiple dancers are present on the stage at the same 
time [2]. We have developed a robust dancer tracking algorithm [5] using only 
unlabeled marker data. The reason for the use of unlabeled marker is that since when 
multiple dancers are present on the stage and the motion capture cameras have to be 
up and far away from the subjects (to be invisible to the audience), the motion capture 
system we are using is not able to provide reliable labeled markers in real-time, while 
reconstruction of the marker 3D coordinates is still reasonable. The tracking 
algorithm is based on the mean-shift algorithm, by treating dancers with markers as 
point clouds that have noticeable characteristics. Such characteristics include known 
marker set, all the markers of one dancer being within an average wingspan.  By using 
these characteristics, a blurring process is used to find the location of the dancers 
through mode finding.  These modes, representing the locations of the dancers, are 
then tracked using a mean-shift algorithm. This system has been successfully used 
real life dance performances [2] and reliable tracking results have been obtained. 

2.2   Robust Dance Pose Recognition 

Robust dance pose recognition algorithms using both the marker-based motion 
capture systems and video cameras have been developed.  

Using the marker-based motion capture system, a series of algorithms for robust 
dance pose recognition using labeled or unlabeled data have been designed and 
implemented. To increase both recognition accuracy and computational efficiency, 
robust pause detection algorithms [4] based on joint angles/shape context are 
deployed as a filter to identify pauses before recognizing any poses. When most 
markers are labeled, support vector machines (SVM) using Gaussian kernels are used 
to recognize the input motion capture frame (i.e. the query pose).  

When most markers are unlabeled, pose recognition is cast into an optimization 
problem through the minimization of the Kullback-Leibler (KL) divergence between 
the query pose and pre-stored templates, both represented by Gaussian mixture 
models (GMM). A robust matching algorithm is developed by first rejecting most of 
the non-matched poses through marginal marker location distribution matching and 
then localizing possible rotation angles between the query pose and candidate poses 
using fast Fourier transform. Finally, rotation angle estimates are refined using 
nonlinear least square minimization through the Levenberg-Marquardt iteration. 
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Experimental results using real motion capture data show the efficacy of the proposed 
system. Promising results are also obtained even in the presence of occluded markers. 
Part of this system has been successfully used in a real life interactive dance 
performance [2]. 

Although the marker-based motion capture system has been used fairly 
successfully in our interactive dance applications, it is still considered as a type of 
intrusive sensing modality, i.e. passive sensors, such as markers, are needed to be put 
on the subject’ body. We are currently also working on video-based motion capture 
systems. One of the preliminary results is a pose recognition system using wide-
baseline stereo cameras [1]. As shown in Figure 1, a pair of wide-baseline video 
cameras with approximately orthogonal camera looking directions is used to reduce 
ambiguities present in pose recognition. Dancer silhouettes extracted from two 
cameras are represented by GMM and used as features for pose recognition. 
Relevance vector machine (RVM) is deployed as pose classifiers. The proposed 
system is trained using synthesized silhouette images created through animation 
software driven by motion capture data. The experimental results on synthetic and 
real images have illustrated the efficacy of the system. In addition, the system is easy 
to set up and there is not need for precise camera calibration. 

 

Fig. 1. A block diagram of the video-based pose recognition system, excerpted from [1], © 
2006 IEEE 

2.3   Dynamic Gesture Recognition   

Dynamic body gestures are mostly used by dancers to convey semantics in dance 
performance. To reliably recognize dynamic gesture, we have developed a hybrid 
classification method [3], combining hidden Markov models (HMM) and various 
dynamic programming alignment (DPA) algorithms, such as edit distance, sequence 
alignment, and dynamic time warping, to improve the computational efficiency and 
simplify the training process.  
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Multimodal sensor fusion has also been applied to gesture recognition. Using a 
marker-based optical motion capture system and a pressure sensitive floor (with a 
spatial resolution of about 6 sensors one square inch), both joint angles and floor 
pressure distribution are used to recognize gestures. By placing additional markers on 
the feet, and calibrating the motion capture coordinates with the floor coordinates, we 
were able to assign each pressure point detected to either the left foot or the right foot. 
The fusion of marker-data and floor pressure enables the system to separate gestures 
that are similar in joint angles but have different weight distributions. This feature 
allows dancers to express themselves in one more dimension, namely, weight shifting.  

3   Conclusions and Future Work  

An overview of a family of human movement analysis algorithms for interactive 
dance is presented. Although encouraging results have been obtained and successful 
dance performances have been conducted using the presented systems, human 
movement analysis for dance still remains a challenge, especially using non-intrusive 
sensing modalities such as video cameras. We expect to see breakthroughs in this area 
by multimodal fusion, which provides a holistic view of human movement, and helps 
the design of robust motion capture algorithms and systems using non-intrusive 
sensing modalities through cross-modality training and validation. In addition, the 
extraction of Laban shape and effort qualities is another promising research area. 
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Abstract. We present a system for visualizing event detection in video and re-
vealing the algorithmic and scientific insights. Visual events are viewed as evolv-
ing temporal patterns in the semantic concept space. For video clips of different
events, we present their corresponding traces in the semantic concept space as
the event evolves. The presentation of the event in the concept space is scored by
pre-trained models of the dynamics of each concept in the context of the event,
which provides a measure of how well the given event matches the evolution
pattern of the target event in the multi-dimensional concept space. Scores ob-
tained for different videos is shown to project them into different parts of the
final score space. This presentation walks the user through the entire process of
concept-centered event recognition for events such as exiting car, riot, and air-
plane flying.

1 Introduction

This demo visualizes a novel approach to the problem of event modeling and detection
[1]. Events in our approach are regarded as stochastic temporal processes in the seman-
tic concept space. An available pool of semantic concept detectors form the basis of
this space. Each concept detector provides its view of the world as depicted in a video
clip. The concept-space was formed by 39 LSCOM-lite [2] concept detectors, which
were obtained by training Support Vector Machine classifiers over visual features such
as grid local color, texture, motion, and edge.

We developed a novel use of this space by modeling the temporal dynamics within.
The central assumption in our approach is that during the progression of a visual event,
several concurrent concepts evolve in a pattern specific to that event (Figure 1). In [1]
we reported such a framework was powerful and could be used to model a large number
of events.

In this work, we aim at providing an intuitive display to the process of event recog-
nition in the multi-dimensional semantic concept space, thus providing insights to the
algorithm design.

� Work performed while visiting IBM T.J. Watson Research Center.
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Fig. 1. Example of the dynamics of concepts in the context of the event airplane landing

2 Visualizing the Dynamics of Visual Events in the Concept Space

Let’s assume that N concept detectors Δ = {δ1, . . . , δN} are available to form the
bases of the semantic concept space. Applying each available concept detector to the
frames of a video clip results in an array of semantic concept confidence scores Cn

1:T =
{cn

1 , . . . , cn
T }, where cn

t = δn(ft) is the score assigned to the t− th frame by the n− th
concept detector. This maps the video clip V into a trajectory in the semantic concept
space as depicted in figure 2.

(Semantic Concept Space)

[ Mapping Video to Trajectory in Concept Space ]

[ Trace of Event ]

[ Mapping Trace to Score ]

(Score Space)

[ Event in Score Space ]

Airplane Takeoff

Airplane Landing

Fig. 2. The process of mapping videos into traces in the semantic concept space and then into the
score space. Videos of different events such as Airplane Landing and Airplane Takeoff display
different behaviors in both spaces, whereas videos of the similar event category will display
similar evolution characteristics.

The demonstration will illustrate in real-time the trace of the projection of a video
clip into the multi-dimensional concept space. Users will be able to see the different
traces for videos clips of different types of events.

The projection of the video clip in the concept space is then evaluated by a set of pre-
trained HMM thread models to obtain a score. Three different types of scores are used,
1-Log-Likelihood (LL), 2-State Histogram (SH), 3-Fisher Score (FS). These scores col-
lectively project the trace of the video in the concept space into the score space. Each
dimension of the score space provides a measure of how well the given video clip
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matches the evolution pattern of exemplar patterns of a particular event. The mapping
from the multi-dimensional concept space into the score space is also visualized in the
presentation. This will further clarify that example video of differnt events get mapped
to different areas in the final score space.

Users will be able to compare multiple video clips taken from the same or different
categories of events in real-time, by viewing the sequence, along with their projections
into the concept space and score space side-by-side. Figure 2 illustrates the concept of
this demonstration.
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Abstract. The VideoSOM sytem is a tool for content-based video nav-
igation based on a growing self-organizing map. Our interface allows the
user to browse the video content using simultaneously several perspec-
tives, temporal as well as content-based representations of the video.
Combined with the interaction possibilities between them this allows for
efficient searching of relevant information in video content.

1 Introduction

The VideoSOM system performs structuring and visualization of video content
[1]. It represents a video shot by a single keyframe and constructs higher level
aggregates of shots. The user has the possibility to browse the content in several
ways. The basic idea is to provide as much information as possible on a single
screen, without overwhelming the user.

Before the information is visualized and thus the user can interact with the
system, the following steps are performed. First, a shot boundary detection algo-
rithm using a single threshold is applied. Then, each shot is described using its
median frame as keyframe. Histograms are extracted for up to four different re-
gions and merged together into a single vector. Finally, a growing self-organizing
map algorithm [2,3], clusters the shots into groups ignoring the temporal aspect.
The visualization is based on these groups and projects the temporal information
on a time bar. Similar objects are linked with colours.

We combined elements providing information on three abstraction levels.
First, there is an overview of the whole content provided by the self-organizing
map window. On each cell, the most typical keyframe of the corresponding cluster
is displayed. The second level consists of a combined content-based and time-
based visualization. Furthermore, a list of shots is provided for each grid cell
and a control derived from the time-bar control helps to identify content that is
similar to the currently selected shot. We evalueted our system on news video
from the TRECVID collection.

2 Walkthrough

This section is intended to introduce a chronological walk-through of the Video-
SOM tool from the perspective of the user.
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Fig. 1. Growing self-organizing map after learning

2.1 Opening and Pre-processing a Video

First, the data is loaded. This can be either the loading of a new raw video in
a supported format, in which case the shot boundary detection and feature ex-
traction steps have to be performed. Alternatively, a video including these infor-
mation which was pre-processed in a former session can be opened. The user can
change important variables of these steps, like the threshold for a shot boundary.
Then, the the learning phase of the growing self-organizing map starts. The map
has a hexagonal topology and can contain empty clusters. We usually start with
a small grid size (2*2 or 3*3) and visualize the evolution of the learning process.
The result of this step is illustrated in Fig. 2. The different shades of green in-
dicate the density of shots in a certain cell, i.e. the number of shots assigned to
it. The map can be retrained if the obtained clustering seems unsatisfactory.

2.2 Navigating Through a Video

A click on one cell (Fig. 1-1) opens the the corresponding shot list window
in the interface. Simultaneously, the temporal position of the shots who are
assigned to the chosen cell are projected in the form of black extensions on the
time bar. After selecting one keyframe from the shot list (Fig. 1-2), the color
of the cells in the map changes from green to shades of red. Now, the colour
indicates the distance of the cells from the currently selected shot. Cells being
very similar to the selected shot are coloured in dark red while cells being less
similar are coloured with a brighter red. A main advantage of self-organizing
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Fig. 2. User Interface with typical interactions. (1) Selection of a cell from the SOM.
(2) Selection of a specific shot. (3) Selection of a temporal position.

maps is the fact that objects that are assigned to cells close to each other, in
the low-dimensional space, are also close to each other in the high-dimensional
space. But this does not mean that objects with a small distance in the high-
dimensional space are necessarily assigned to cells separated by a small distance
on the map. However, we overcome this problem with the visualisation schema
presented above, starting with a specific shot, we will easily identify similar
shots in dark red nodes. This improves significantly the navigation possibilities
compared to the navigation support provided by other clustering schemas.

From user interaction perspective the map is limited to the following actions
(Fig. 1-1): select nodes and communicate cluster assignment and colour informa-
tion to the time bar. Nevertheless it is a very powerful tool which is especially
useful for presenting a structured summarization of the video to the user.

The time bar changes its color synchronously with the map and visualizes
the same colors for each shot. Thus, it provides a temporal view of similar
keyframes. Furthermore, we added black bars at the positions where the shots of
the currently selected cluster are located. The current shot is also played in the
video player window. Simultaneously, more shot lists can be obtained by clicking
on another cell in the map. The play current node operation merges all shots
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from the current node into one single video sequence and plays it. Clicking once
on the time bar plays the shot at the given position (Fig. 1-3). A double click
forces the system to change the currently selected shot resulting in renewing the
distances displayed in the self-organizing map and the time bar. In fact, this
corresponds to selecting a shot from the shot list but we do not necessarily have
to know in which cell the shot is located. Furthermore, the black bars indicating
the shots assigned to the currently selected cell are adjusted.

3 System Requirements

VideoSOM is implemented in Java and was tested under Microsoft Windows
XP as well as Mandrake Linux operating system. Apart from the Java Virtual
Machine, it requires the Java Media Framework (JMF including the mp3plugin)
and Java Advanced Imaging (JAI) libraries installed. Although the application
itself is platform independent, we recommend to run it under MS Windows using
the appropriate Windows Performance Pack versions of these libraries, since the
Linux and cross-platform versions do not implement all features, especially the
variety of implemented video codecs is reduced significantly. Consequently, all
video codecs supported by the libraries can be loaded into VideoSOM. There are
no specific hardware requirements, i.e. a standard personal computer is sufficient.
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1   Introduction 

The growth of digital image collections in many areas of science and commercial 
environments has over the last decade spawned great interest in content-based image 
retrieval. A great variety of methods have been developed to retrieve images based on 
example queries and techniques to elicit and utilize relevance feedback (e.g. [4, 5]). 
Often the systems provide a simple framework that permits evaluation of the method 
and are not intended as full-fledged systems ready to be used in a realistic setting. 
Also, comparatively little effort has been expended on devising efficient techniques to 
browse image collections effectively. The few notable exceptions [1, 3, 6] treat 
browsing internally as a sequence of queries and thus do not leverage the performance 
benefits associated with pre-computed browsing structures.  

2   Our Approach 

iBase has been designed to seamlessly integrate the paradigms of text-based search, 
content-based search with relevance feedback and a recently developed NNk browsing 
technique [2] in a unified interface. NNk browsing takes place along a pre-computed 
network consisting of images and their nearest neighbours with respect to different 
feature combinations. In addition to the NNk approach iBase supports directory and 
temporal browsing and camera motion, Query by Example and relevance feedback 
search. It allows fast navigation across a collection, provides a viable alternative to 
search by example and has proved instrumental for our successful participation in 
TRECVID [7]. The iBase system is being run successfully on media content from 
London’s Victoria and Albert Museum collection, TRECVID and a personal photo 
collection from Imperial College London. 

The GUI provides each access method with its own tabbed panel. Integration is 
achieved by building the interface around the notion of a focal image. The user selects 
an image as the focal one simply by clicking on it. The current focal image is high-
lighted in each panel and all panels are updated to show results with respect to the 
new focal image thus ensuring consistency across all views. For example, the NNk 
panel shows the nearest neighbours of the focal image, the Content Viewer panel 
shows an enlarged view of the focal image while the temporal panel (bottom of Fig-
ure 2) shows the temporal neighbours of the focal image.   
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3   Running the Demo 

The system has been developed as a web application consisting of a Java applet and a 
servlet running inside Apache Tomcat. To run the client application a computer with 
Java runtime and Internet connectivity is needed. Figure 1 shows the client applica-
tion comprising of 8 tabbed panels. The user starts by selecting the required content 
collection and features from the ‘Collection Settings’ panel.    

 

Fig. 1. iBase Client Tabbed Panels 

The user has a number of options for searching through the collection, they can se-
lect the ‘NNk network’ panel to view nearest neighbour images (Figure 2), select a 
category (directory) or search based on Temporal or Emotion information. The NNk 
network allows the user to browse the connected neighbours of all images in the col-
lection. As the user interacts with other areas of the system (through an image search 
for example) any selected image will have its NNk neighbours displayed here.  
To the right of Figure 2 the ‘Hub network’ shows the 36 most connected images in 
the collection. Left of Figure 2 shows the NNk of the current focal image and controls 
for browsing the hub network. Exploring the hub network provides an additional 
search approach for the user.  

 

Fig. 2. iBase NNk network 
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Figure 3 shows how a user can add an image to their search. An image query can 
be created or expanded by right clicking on any image displayed by the system and 
adding it to the query. Using this approach the user can provide the system with rele-
vance feedback on their information need. External images can be chosen as query, 
too. 

 

Fig. 3. Adding a query image 

Figure 4 illustrates a search using the image selected in the previous section. The 
users query image(s) are shown in the ‘Search images’ section on the left of the 
screen with the search results shown on the right. The user can further refine their 
query by modifying the feature weighting; this is achieved by adjusting the slidebars 
(shown just above the ‘Search Now’ button on the left). 

 

Fig. 4. iBase Image Query Search  
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The temporal neighbours of any selected image can be seen at the bottom of  
Figure 2 and 4 while the directory structure of the collection can be browsed from the 
‘Collection Categories’ panel. Both these options provide additional approaches for 
browsing through the collection.  

4   Summary  

It is this seamless combination of search and browsing, facilitated by the notion of a 
focal image, that sets iBase apart from other content-based images search engines: the 
NNk browsing allows one to identify suitable images for search-by-example, the result 
of which can be browsed for other relevant material either by NNk browsing or by 
temporal or directory browsing.  

Additional importance is placed on the design of the GUI. By providing a tight in-
tegration of techniques and a rich set of user interactions, we aim to equip the user 
with substantial navigational power within a straightforward and intuitive interface. 
Several key concepts of HCI were maintained throughout the design process: (i) con-
sistency (ii) responsiveness and (iii) system progress feedback. 

The design of iBase is such that new search approaches that needed to be built into 
the system like camera motion, hub NNk network browsing and human emotion feed-
back were done with relative ease.  Demo: http://mmis.doc.ic.ac.uk/demos/ibase.html 
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Abstract. We introduce an interface for efficient video search that exploits the 
human ability to quickly scan visual content, after automatic retrieval has ar-
range the images in expected order of relevance. While extreme video retrieval 
is taxing to the human, it is also extremely effective. Two variants of extreme 
retrieval are demonstrated, 1) RSVP which automatically pages through images 
with user-control of the paging speed, while the user marks relevant shots and 
2) MBRP where the user manually controls paging and adjusts the number of 
images per page, depending on the density of relevant shots.  

1   Interactive vs. Automatic Video Search  

When comparing results of fully automated video retrieval to interactive video re-
trieval [5], one finds a big gap in performance. The fully automated search (no user in 
the loop) succeeds with good recall for many topics, but relevant shots tend to be 
distributed throughout the top 3000 to 5000 slots in the ordered shot list, causing the 
standard metric of average precision for automated search to lag well behind most 
interactive runs.  From this insight, we developed an interface that relies on superior 
human visual perception to compensate for low precision in automatic search of the 
visual contents of video [1]. The human user can filter the best automatically gener-
ated results and produce a better set that retains the relevant shots, resulting in much 
greater precision.  We named this approach extreme video retrieval (XVR), as it com-
bines the best machine performance with maximal use of human perception skills.  
Our interface explores two types of approaches to human filtering: rapid serial visual 
presentation and manually controlled browsing with resizing of pages.  

The success of XVR relies heavily on the ability of automatic retrieval systems to 
recall more relevant at as lower depth as possible. To study the machine extremes of 
our automatic retrieval system we take a one automatic run [3,4] with query classes 
and plot MAP over 24 TRECVID 2005 search topics at the depth k of shots, as shown 
in Figure 1. The automatic run demonstrates respectable performance, achieving 
MAP of around 0.1 at the depth of 1000 shots commonly chosen in TRECVID. After 
1000 shots, MAP reaches a plateau, due to the severe penalty for ranking relevant 
shots low in the calculation of average precision. However, with an optimal ranking 
function, the curve becomes the recall at the depth k, and clearly our automatic  
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retrieval systems have decent recall. Figure 1 also shows the best performance of all 
submissions in TRECVID’05. The results suggest that anyone who can browse 
through the top 2000 shots (merely 2.56% of the test set) per topic in the given 15 
minutes could rival the best search performance, with even better performance if she 
can look deeper/faster! 

 

Fig. 1. Mean average precision over 24 TRECVID’05 search topics for our automatic run, the 
best submitted run (interactive), and a hypothetical run with an optimal re-ranking function 

2   Human Extremes – RSVP  

Rapid Serial Visual Presentation (RSVP) is a technique of rapidly presenting a series 
of images, and has been widely used in visualization and psychophysics experiments 
[2]. The basic version of RSVP, known as the keyhole mode [2], presents a sequence 
of images in the same position of the screen, where the subsequent image replaces the 
previous one every n milliseconds, n is thus the interval between two images. Users 
can vary the presentation speed (adding or subtracting 100ms from n) with two keys A 
(advance) and S (slow). When a relevant image appears, users press the J key to mark 
the current image. The previous image is also marked as relevant due to a human 
reaction time delay after the presentation of the relevant image. Since two images are 
marked for each relevant key press, a second, correction phase is needed to carefully 
page through all marked images and validate the judgments. 

In the TRECVID’05, we submitted one complete run using this variable speed key-
hole RSVP interface, where it ranked 4th among all TRECVID 2005 interactive runs 
[4]. The 24 topics were completed over three consecutive days, with 4 topics in the 
morning session, and 4 topics in the afternoon session. Before each session, one topic 
from 2004 was used as practice to “warm up” the participant. We found that subjects 
can correct around 100 images per minute in the second, correction phase, and thus 
the length of the correction phase was dynamically determined based on the number 
of relevant shots marked while in the first phase and the total available time.  

Even though no existing video retrieval system uses RSVP, several reason argue 
for it: 1) RSVP is an interface specifically designed to present images rapidly, which 
matches human ability to quickly react to visual stimuli. 2) Keyhole mode requires  
no eye movements and therefore optimizes the time a user looks at an image. More 
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complex displays such as grids or collages demand eye movements and extra time for 
eye fixation on every image. 3) RSVP automatically updates the next image in the 
sequence without manual paging, which reduces user cognitive load of pressing extra 
keys for each following display. 4) Variable speed control allows users to adjust the 
presentation speed. If we take the first derivatives of the optimal curve in Figure 1 we 
note that the rate of relevant images is not constant. There are more relevant shots in 
the early, top ranks than later. Thus it makes sense to use slower speeds for the earlier 
top-ranked shots reducing the chance of missing relevant shots, and speeding up for 
later, lower-ranked results. Variable speed also provides a break when attention drifts.  

A second TRECVID’05 RSVP submission used a 2 image simultaneous display on 
each page. Each key press marked both images on the current page, as well as two 
images on the previous page as relevant, requiring four images to be verified in the 
validation/correction phase. Since more images were marked, subjects were fre-
quently not able to correct all images from the initial RSVP phase, resulting in lower 
MAP.  

3   Manual Browsing in XVR 

Manual Browsing with Resizing Pages (MBRP) is a strategy for interactive search, 
which, unlike RSVP, where the same number of shots per page are used throughout 
the search, allows adapting the page size according to the (decreasing) percentage of 
relevant shots. At the beginning when relevant shots are frequent, we use a small page 
size since multiple relevant shots are likely on one page, which demands more atten-
tion (per image) and key presses to label them. Later when relevant shots become 
infrequent, large page sizes become efficient since it is unlikely that multiple relevant 
shots will appear even on a large page. MBRP thus reduces the overhead of page 
turning and the number of necessary key presses for relevant images on a page. 
Since the time a user spends browsing each page depends on the page size, the visual 
complexity of the answer, and the number of correct shots, this time can vary dra-
matically with different pages. The user may occasionally need to turn back to previ-
ous pages to correct erroneous labels. Thus MBRP gains an advantage by letting users 
turn pages using a forward and backward key press.  

 

Fig. 2. Manual browsing with different page layouts: 1x2 at the beginning, 2x2 in a later stage, 
and 3x3 for the rest of the shots. The green bounding boxes indicate the shots labeled relevant, 
and the keyboard section below a page shows the keys for labeling the respective shots. 
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Unlike RSVP, where a single key is used to mark all shots in a page, MBRP allows 
up to 16 keys (in a 4x4 layout on the keyboard) for labeling 16 shots simultaneously, 
with one key corresponding to each presented image. Moreover, another key can be 
used to label all the shots on the current page and automatically turn the page.  

Although a page could include different layouts of images (e.g., 3x3, 2x5, etc), we 
use only 1x2, 2x2, and 3x3 for two reasons. First, with practice, one hand can conven-
iently label any shot(s) in layouts up to 3x3 shots, but not more than 9 shots per page. 
Second, visually inspecting more than 9 shots per page seemed less time-efficient.  

As the user must label as many shots as possible in a fixed time, errors are inevita-
ble due to time pressures. While missed relevant shots cannot be found during the 
verification phase, usually one or two minutes are used to correct false alarm errors. 
In addition, if the user is unsure about the relevance of a shot, it can be marked as 
“maybe”; where all “maybe” shots will be sorted after those ranked as “relevant”. 

A TRECVID’05 submission using MBRP averaged in looking at about 2000 shots 
within the 15 minutes per topic. This number is higher for queries that are easily iden-
tifiable visually, and vice versa. For example, for the query of “tennis”, a user could 
browse almost 5,000 shots in the allocated 15 minutes time. 

The MBRP run achieved the mean average precision (MAP) of 0.408 on the 
TRECVID’05 evaluation, which ranked second among a total of 50 interactive sub-
missions and was only marginally behind the best run (MAP = 0.414). It also outper-
formed the submission using the best RSVP method (MAP = 0.366).  
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Abstract. In this demo we present a novel approach for labeling clusters
in minimally annotated data archives. We propose to build on cluster-
ing by aggregating the automatically tagged semantics. We propose and
compare four techniques for labeling the clusters and evaluate the per-
formance compared to human labeled ground-truth. We define the error
measures to quantify the results, and present examples of the cluster
labeling results obtained on the BBC stock shots and broadcast news
videos from the TRECVID-2005 video data set.

Rapid expansion of availability of multimedia content demands more efficient
and effective access of large multimedia repositories. However, in many cases,
those repositories have little or no relevant metadata to support effective user
search and access. The volume of video data archives is often so great, that there
is little opportunity for manual indexing of the content, For example, video blogs,
raw or pre-produced video content (B-rolls or rushes) in the domain of broadcast
news, home movies, and live Web video feeds often offer little metadata to help to
organize and index the content. This category of video data presents additional
challenges for automated processing as result of poor picture quality, tendency
to be dominated by long shots with repetitive content, minimal speech, high
audio noise. The traditional content approaches for video logging rely heavily
on shot boundary detection or speech- and text-based indexing for organizing
video data. However, to efficiently manage and discover interesting patterns, or
groups of scenes in these archives, one must largely rely on the visual content.

The multimedia retrieval system needs to allow the user to efficiently navi-
gate the semantic space of the video repository. However, the information needs
of users typically span a range of semantic concepts. Modeling semantics, even
the most general semantic concepts, requires investment in creating sufficient
amounts of annotated video data for training the models. This is often a costly
proposition. Furthermore, the space of semantics of interest to users is much
large than the space of semantic concepts that can be modeled and detected by
today’s systems. The challenges presented by these large repositories requires
new scalable methods that enable effective automatic organization on the scale
of terabytes of video data. One important tool for video content management
is clustering. Unsupervised visual clustering generally performs well for detect-
ing redundant video content, such as when applied to repositories dominated
by video rushes. However, when there is a diversity of content, the groupings
are often interesting and meaningful, but still present a large space of clusters
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for users to navigate. Furthermore, the clustering results cannot be leveraged
effectively when there is no semantics description associated with the clusters.

We propose to build on visual clustering by aggregating automatically tagged
semantics produced by concept detection techniques. The connection between
visual cluster information and automatically associated semantics offers a fast
and meaningful summarization of large repositories of video data. This approach
enables efficient production assistance i.e. allows users to browse, search, classify,
and summarize the archives without any previous knowledge of the content.
We analyze how well the system groups the video in topics to aid in browsing
and discovery of data, and demonstrate examples of the cluster labeling results
obtained on the 100 hours of BBC stock shots from the TRECVID-2005 video
data set.

Acknowledgments. The BBC 2005 Rushes video used in this work is provided
for research purposes by the BBC through the TREC Information Retrieval
Research Collection. This material is based upon work funded in part by the
U. S. Government. Any opinions, findings and conclusions or recommendations
expressed in this material are those of the author(s) and do not necessarily reflect
the views of the U.S. Government.

Cluster Labeling Examples

Fig. 1. Cluster in the Local Color Space Labeled: CMG33 - NOT Indoors & Sky &
Day & Outdoors
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Fig. 2. Cluster in the Local Color Space Labeled: CMG58 - NOT Day & Studio &
Night & NOT Outdoors

Fig. 3. Cluster in the Local Color Space Labeled: CMG10 - Nature & NOT Indoors
& NOT Building & Greenery
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Abstract. Without textual descriptions or label information of images, 
searching semantic concepts in image databases is a very challenging task.  
Automatic annotation techniques for images are aimed to detect objects which 
are located visually inside images, like a tiger in grass. One challenge which 
remains to be solved is “Understanding”. Image understanding is something 
beyond automatic annotation scope. The second issue is manual annotation of 
images. In manual annotation, user contribution is important. In this demo, we 
have developed an online tool which simulates a collaborative environment to 
help users to generate several facts for selected images. Ontological thinking 
led us to devise a method for a simple user interface. We are also studying the 
construction of synergies out of generated facts for our future work. 

1   Introduction 

Several methods for image annotation have been proposed. The two main methods are 
manual and automatic. Automatic annotation techniques usually use signal processing 
solutions for finding objects inside images or even detecting properties of the objects. 
The second approach, which is manual annotation, requires human intervention.  
Users can annotate images in different ways. The output form could be unstructured 
text or well-formed Meta-data. In this tool, the input form is the point of focus. 

We have proposed a new environment for collaborative image tagging which helps 
users to create, confirm or reject any inferential concept or visual object which exists 
inside a selected image. We have studied knowledge representation methods and 
several conceptual theories before designing this tool and scratching the codes. Our 
tool is based on ontological thinking. Ontology has strong implications for 
conceptions of reality.  

The tool provides a simple interface for user inputs and also assists to build up a 
collaborative tagging environment. The tool will allow users to select visual area 
(called regions) in an image and then generate a tag for that region. These tags are 
basically made for Visual Objects. The second tagging method is inferential tagging 
which comes from inference capability of human mind. These kinds of tags are not 
selectable with drawing tools. Tagging, Mapping and Inferring are 3 base actions for 
this application. 
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2   Collaborative Tagging 

The tool is implemented on a server with a central database which records any inputs 
received from user interaction with the application. Each user would have access to 
the same pool of images for collaborative tagging. The visual objects in any particular 
image could be recognized, delineated and tagged with free form user text input. On 
the other hand, inferential tagging is also available for those kinds of concepts which 
are not selectable visually. 

The collaborative tagging environment has the following benefits: 

1. Enables the ranking of each tag based on community consensus. 
2. Greater reliability in terms of facts about images. 
3. Distributing the job among users. (annotators) 
4. Making synergy and easier inference. 

1. Ranking the tags: The tool is able to rank each tag based on users’ contributions. 
Each user would confirm or reject any tag which had been created before or even 
he/she can create a new tag. The confirmation and rejection of a tag would leverage 
the rank of tag. Several security measures, like caching user IP address and generating 
cookies are used to prevent any possible abuse.  

2. Greater reliability in terms of facts about images: Since the tool is shared among 
users, contribution of each user would help to strengthen the ranking of each tag.  

3. Distributing the job among users: Obviously it takes much time to tag an image 
especially if and when the depictions are complex. Different people may also be 
interested in different things in the same image. Thus collaboration is an important 
element to perform the task of accurately tagging such visualizations. 

4. Making synergy and easier inference: Synergy refers to the phenomenon in 
which two or more discrete influences or agents acting together create an effect 
greater than the sum of the effects each is able to create independently.  

3   User Interface 

We have done our best to design a simple user interface which guides users to select, 
confirm or reject available tags or even generate new tags. The simple design of 
interface will help user to get hands on with limited knowledge. The latest version of 
the application has 6 panels for the administration aspect and 4 panels for the  
annotation purpose. Administration panels are File, User details, Image details, Image 
lists, Toolbar and Search while annotation section includes Tagging, Mapping, 
Inferring and Ontologies.   Figure 1 illustrates the user interface. In this screenshot 
you can see that all drawing tools have been used and also we have Terror concept as 
an inferential tag. Note that we could even use rectangle for selecting microphone 
instead of arrow. 

3.1   Administration Section 

The Administration Section has 6 different panels for specific purposes. Loading 
images and exporting RDF files are done through File panel. There are 4 drawing 
tools available to users which are: Ellipse, Rectangle, Point and Arrow. 
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Fig. 1. Screenshot of Collaborative Concept Tagging Tool 

The user details panel is used to show some statistics about the current user like his 
ID, his trust level and also the number of images annotated or the number of tags 
created by the user.  

In the toolbar panel we have 4 main drawing tools. The ellipse and rectangle are 
helpful when we want to select an area like faces, bodies or information area in an 
image like the passport number in a digitized passport page. The point will help when 
we want to talk about a particular spot in the image. The point can even be used to 
select a pixel. Lastly, the arrow will help to point to a visual object which cannot be 
selected by rectangle, ellipse or point. For example, in an image of a glass of water, 
you would choose the glass using a rectangle, but you can use the arrow to point to 
the water inside the glass.  

The image details panel is used to find some statistics about the current image and 
the image list panel will provide us with a list of all loaded images to application 
framework. The search panel could be used to find tags in each image or even search 
for relations between tags. The relation between tags is constructed in mapping panel 
at annotation section of the application. There is also possibility to map two different 
tags in two different image files. This brightens the capability of interrelationship of 
tags among a collection of images. 

3.2   Annotation Section 

The annotation section includes 4 panels. The first panel is Tagging. It provides a list 
of all available tags (both visual objects and inferential concepts). There is a button in 
the tagging panel for creating inferential tags. The inferential tags do not refer to any 
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specific visual object inside an image. There is thus no need to use drawing tools to 
create inferential tags.  

For creating a new visual tag, the user just needs to use a drawing tool. After 
drawing, a pop-up comes on automatically to ask for the user to assign a description 
and reference to a resource for that selection. For example if you select your face in a 
photo, you can give a reference link to your homepage and also put your name as the 
description. 

Another panel is mapping. Mapping will help the user to map two tags to each 
other. For example we see a boy in our image kicking a ball. Two visual objects are 
the “boy” and the “ball”. In the mapping panel, you can select both tags for boy and 
ball and then define the relation between them. The final statement would be like: 
“The Boy kicks the Ball”. The linear notation is: [The Boy]  Kicks  [The Ball]. 
By mapping the tags, we will have more knowledge about the image. The two other 
panels are aimed to generate new knowledge out of a collection of images or even 
import different Ontologies and define the relationships between tags and those 
Ontologies. 

4   Future Direction of Research 

Interesting issues regarding extraction of knowledge out of images arose from the 
experience of coming up with this simple tool. One notable issue is knowledge 
synergy. This involves studying the relationships between groups of images so that 
we can synergistically arrive at new knowledge out of a combination of images. 
Importing Ontologies for annotating images and also inference generator is among 
our interested area and need to be developed in future. 

We would like to expand the job to help users export graphical concept maps out 
of mapped tags in a collection of images which could be useful for educational 
purposes (especially for small children). As we are gathering information from each 
individual annotator, we have the opportunity to use data mining methods for the 
purpose of teaching the system. 
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Semantic search and retrieval of multimedia content is a challenging research field 
that has drawn significant attention in the multimedia research community. With the 
dramatic growth of digital media at home, in enterprises, and on the web, methods for 
effective indexing and search of visual content are vital in unlocking the value of this 
content. Conventional database search and text search over large textual corpora are 
both well-understood problems with ubiquitous applications. However, search in non-
textual unstructured content, such as image and video data, is not nearly as mature or 
effective. A common approach for video retrieval, for example, is to apply 
conventional text search techniques to the associated closed caption or speech 
transcript.  This approach works fairly well for retrieving named entities, such as 
specific people, objects, or places.  However, it does not work well for generic topics 
related to general settings, events, or people actions, as the speech track rarely 
describes the background setting or the visual appearance of the subject.  Text-based 
search is not even applicable to scenarios that do not have speech transcripts or other 
textual metadata for indexing purposes (e.g., consumer photo collections).  In 
addition, speech-based video retrieval frequently leads to false matches of segments 
that talk about but do not depict the entity of interest.  Because of these and other 
limitations, it is now apparent that conventional text search techniques on their own 
are not sufficient for effective image and video retrieval, and they need to be 
combined with techniques that consider the visual semantics of the content. The most 
substantial work in this field is presented in the TREC Video Retrieval Evaluation 
(TRECVID1 ) community, which focuses its efforts on evaluating video retrieval 
approaches by providing common video datasets and a standard set of queries. 

Our approach to multimedia search and retrieval addresses non-annotated 
broadcast news video data, for which speech transcripts may or may not be available. 
We rely on a set of semantic models that can be applied to image and video content to 
automatically detect a corresponding set of concepts. Successful concept modeling 
and detection approaches have been developed in TRECVID, relying predominantly 
on visual analysis and statistical machine learning methods. Our approach to search 
and retrieval leverages such concept models to enable or improve video retrieval in 
scenarios with limited or no textual metadata. In particular, we focus on query 
analysis and expansion—mapping query words and phrases to concepts—and we 
 

                                                           
* This material is based upon work funded in part by the U. S. Government.   Any opinions, findings 

and conclusions or recommendations expressed in this material are those of the author and do not 
necessarily reflect the views of the U.S. Government. 
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Fig. 1. Results of speech-based text retrieval using "Basketball" keyword 

 

Fig. 2. Results of semantic model-based retrieval using visual "Sports" model 



 Multimodal Search for Effective Video Retrieval 527 

 

Fig. 3. Results of speech-based retrieval using "Basketball" keyword after filtering with 
"Sports" model 

build a ranked list of matching shots based purely on automatic concept detection 
scores and automatically computed query-to-concept relevance scores. In addition, 
when textual metadata is available in the form of annotations, closed caption, 
automatic speech recognition, or video OCR transcripts, we use the model-based 
retrieval method to re-rank the purely text-based retrieval results. We also leverage 
content-based retrieval methods for retrieving results based on visual appearance and 
similarity matching with respect to one or more image examples relevant to the topic 
of interest. 

In this demonstration, we will present the IBM Research MARVEL2 system for 
video retrieval which leverages multiple modalities to improve retrieval effectiveness, 
integrating text-based retrieval (using metadata and speech transcripts), model-based 
retrieval (using semantic concept models), and visual content-based retrieval (using 
colors, textures, edges, and shapes). We will demonstrate the advantages and 
disadvantages of the various retrieval methods in the context of a sample query 
scenario.  For example, Figures 1 and 2 show retrieval results for text-based and 
model-based retrieval for the topic of “Basketball”.  Neither of these is satisfactory on 
their own since speech-based text retrieval returns documents “mentioning” 
basketball but not “showing” basketball, while model-based retrieval using the Sports 
model is too broad for the given query topic.  Figure 3 then shows that the 
 

                                                           
2 http://www.research.ibm.com/marvel/ 
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Fig. 4. Combination of speech keyword-based retrieval (“Basketball” keyword), semantic 
model-based retrieval (“Sports” model) and visual content-based retrieval (from image 
example) for "Basketball" topic.  

combination of the previous two methods returns a more relevant set of results by 
prioritizing text retrieval matches that are also visually consistent with the Sports 
model.  Figure 4 shows that the result set can then be further refined and improved by 
also integrating content-based retrieval (i.e., “more like this” scenario) using a 
relevant basketball image.  Figures 1-4 validate the combination hypothesis that for a 
video retrieval system to achieve a satisfactory level of performance, it needs to 
effectively combine multiple modalities and retrieval methods. 
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Abstract. We present work which organises personal digital photo col-
lections based on contextual information, such as time and location,
combined with content-based analysis such as face detection and other
feature detectors. The MediAssist demonstration system illustrates the
results of our research into digital photo management, showing how a
combination of automatically extracted context and content-based infor-
mation, together with user annotation, facilitates efficient searching of
personal photo collections.

1 Introduction

Recent years have seen a revolution in photography with a move away from
analog film towards digital technologies, resulting in the accumulation of large
numbers of personal digital photos. The MediAssist [4] project at the Centre for
Digital Video Processing (CDVP) is developing tools to enable users to efficiently
search their photo archives. Automatically generated contextual metadata and
content-based analysis tools (face and building detection) are used, and semi-
automatic annotation techniques allow the user to interactively improve the
automatically generated annotations. Our retrieval tools allow for complex query
formulation for personal digital photo collection management. Previous work has
reported other systems which use context to aid photo management. Davis et
al [1] utilise context to recommend recipients for sharing photos taken with a
context-aware phone, although their system does not support retrieval. Naaman
et al [6] use context-based features for photo management, but they do not use
content-based analysis tools or allow for semi-automatic annotation.

2 Content and Context-Aware Photo Organisation

MediAssist organises photo collections using a combination of context and
content-based analysis. Time and location of photo capture are recorded and
used to derive additional contextual information such as daylight status, weather
and indoor/outdoor classification [4]. By using this information the browsing
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space when seeking a particular photo or photos can be drastically reduced.
We have previously shown the benefits of using location information in personal
photo management [4]. The MediAssist photo archive currently contains over
14,000 location-stamped photos taken with a number of different camera mod-
els, including camera phones. Over 75% of these images have been manually
annotated for a number of concepts including buildings, indoor/outdoor, vehi-
cles, animals, babies and the presence and identity of faces, serving as a ground
truth for evaluation of our content-based analysis tools.

Our face detection system is built on both appearance-based face/non-face
classification and skin detection models [2]. The algorithm detects frontal-view
faces at multiple scales, with features supported to detect in-plane rotated faces.
We also detect the presence of large buildings in outdoor digital photos, ap-
proaching the problem as a building/non-building classification of the whole im-
age using low-dimensional low-level feature representation based on multi-scale
analysis and explicit edge detection [5].

3 The MediAssist Web Demonstrator System

The MediAssist Web-based desktop interface allows users to efficiently and easily
search through their personal photo collections using the contextual and content-
based information described above. The MediAssist system interface is shown in
Fig. 1.

Fig. 1. The MediAssist Photo Management System
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3.1 Content and Context-Based Search

The user is first presented with basic search options enabling them to enter de-
tails of desired location (placenames are extracted from a gazetteer) and time,
and also advanced options that allow them to further specify features such as
people. Slider bars can be used to filter the collection based on the (approximate)
number of people required. In addition, the user can specify the names of indi-
viduals in the photo based on a combination of automatic methods and manual
annotation, as described below. Time filters allow the formulation of powerful
time-based queries corresponding to the user’s partial recall of the temporal con-
text of a photo-capturing event, for example all photos taken in the evening, at
the weekend, during the summer. Other advanced features the user can search
by include weather, light status, Indoor/Outdoor and Builing/Non-Building.

3.2 Collection Browsing

In presenting the result photos, four different views are used. The default view
is Event List which organizes the filtered photos into events in which the photos
are grouped together based on time proximity [3]. Each event is summarized
by a label (location and date/time) and five representative thumbnail photos
automatically extracted from the event. Event Detail is composed of the full
set of photos in an event automatically organized into sub-events. Individual
Photo List is an optional view where the thumbnail size photos are presented
without any particular event grouping, but sorted by date/time. Photo Detail
is an enlarged single photo view presented when the user selects one of the
thumbnail size photos in any of the above views. Arrow buttons allow jumping
to previous/next photos in this view. In all of the above presentation options,
each photo (thumbnail size or enlarged) is presented with accompanying tag
information in the form of icons, giving the user feedback about the features
automatically associated with each photo.

3.3 Semi-automatic Annotation

MediAssist allows users to change or update any of the automatically tagged
information for a single photo or for a group of photos. In Photo Detail view,
the system can highlight all detected faces in the photo, allowing the user to tidy
up the results of the automatic detection by removing false detections or adding
missed faces. The current version of the system uses a body patch feature (i.e.
a feature modeling the clothes worn by a person) to suggest names for detected
faces: the suggested name for an unknown face is the known face with the most
similar body patch. The user can confirm that the system choice is the correct
one, or choose from a shortlist of suggested names, again based on the body
patch feature. Other work has shown effective methods of suggesting identities
within photos using context-based data [7]: in our ongoing research we are ex-
ploring the combination of this type of approach with both face recognition and
body-patch matching to provide identity suggestions based on both content and
context.
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4 Conclusions

We have presented the MediAssist demonstrator system for context-aware man-
agement of personal digital photo collections. The automatically extracted fea-
tures are supplemented with semi-automatic annotation which allows the user
to add to and/or correct the automatically generated annotations. Ongoing ex-
tensions to our demonstration system include the integration of mapping tools.
Other important challenges are to leverage context metadata to improve on the
performance of content analysis tools [8], particularly face detection, and to use
combined context and content-based approaches to identity annotation, based
on face recognition, body-patch matching and contextual information.
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Abstract. In this paper we present our Mediamill video search engine. The basis
for the engine is a semantic indexing process which derives a lexicon of 101
concepts. To support the user in navigating the collection, the system defines a
visual similarity space, a semantic similarity space, a semantic thread space, and
browsers to explore them. It extends upon [1] with improved browsing tools. The
search system is evaluated within the TRECVID benchmark [2]. We obtain a top-
3 result for 19 out of 24 search topics. In addition, we obtain the highest mean
average precision of all search participants.

1 Introduction

Despite the emergence of commercial video search engines, such as Google and Blinkx,
video retrieval is by no means a solved problem. Present day video search engines rely
mainly on text in the form of closed captions or transcribed speech. Indexing videos
with semantic visual concepts is more appropriate.

In literature different methods have been proposed to support the user beyond text
search. Some of the most related work is described here. Informedia uses a limited set
of high-level concepts to filter the results of text queries [3]. In [4], clustering is used to
improve the presentation of results to the user. Both [3] and [4] use simple grid based
visualizations. More advanced visualization tools are employed in [5] and [6] based on
collages of keyframes and dynamically updated graphs respectively, but no semantic
lexicon is used there.

In this paper we present our semantic search engine. This system computes a large
lexicon of 101 concepts, clusters and threads to support interaction. Advanced visual-
ization methods are used to give users quick access to the data.

2 Structuring the Video Collection

The aim of our interactive retrieval system is to retrieve from a multimedia archive A,
containing video shots, the best possible answer set in response to a user information
need. Examples of such needs are “find me shots of dunks in a basketball game” or
“find me shots of Bush with an American flag”. To make the interaction most effective
we add different indices and structure to the data.
� This research is sponsored by the BSIK MultimediaN project.
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The visual indexing starts with computing a high-dimensional feature vector F for
each shot s. In our system we use the Wiccest features as introduced in [7]. The next step
in the indexing is to compute a similarity function Sv allowing comparison of different
shots in A. For this the function described in [7] to compare two Weibull distributions
is used. The result of this step is the visual similarity space. This space forms the basis
for visual exploration of the dataset.

We employ our generic semantic pathfinder archictecture [8], to create a lexicon of
101 concepts so that every shot si is described by a probability vector. Elements in the
lexicon range from specific persons to generic classes of people, generic settings, spe-
cific and generic objects etc. See [8] for a complete list. Given two probability vectors,
we use similarity function SC to compare shots, now on the basis of their semantics.
This yields the semantic similarity space.

The semantic similarity space induced by SC is complex as shots can be related
to several concepts. Therefore, we add additional navigation structure composed of a
collection of linear paths, called threads through the data. Such a linear path is easy to
navigate by simply moving back and forth. The first obvious thread is the time thread
T t. A complete set of threads T l = {T l

1, ..., T
l
101} on the whole collection is defined

by the concepts in the lexicon. The ranking based on P provides the ordering. Finally,
groups are identified by clustering. Each cluster is then linearly ordered using a shortest
path algorithm yielding the threads T s = {T s

1 , ..., T s
k}. The Semantic thread space is

composed of T t, T l and T s.
An overview of all the steps performed in the structuring of the video collection is

given in Fig. 1.

Fig. 1. Simplified overview of the computation steps required to support the user in interactive
access to a video collection. Note, for both F and P only two dimensions are shown.

3 Interactive Search

The visual similarity space and the thread space define the basis for interaction with the
user. Both of them require different visualization methods to provide optimal support.
We developed four different browsers, which one to use depends on the information
need. The different browsers are visualized in Fig. 2.
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Fig. 2. Top left: the ConceptBrowser. Top right: the CrossBrowser. Bottom left: the Sphere-
Browser. Bottom right: the GalaxyBrowser.

For many search tasks the initial query is formed by selecting one of the concepts
from the lexicon of 101. To aid the user in this selection the ConceptBrowser presents
the concepts in a hierarchy. Whenever the user comes to a leaf containing the concept
j, the single thread T l

j is shown as a filmstrip of keyframes corresponding to shots. By
looking at those keyframes she gets a clear understanding of the meaning of the concept
and whether it is indeed relevant to the search topic.

The CrossBrowser visualizes a single thread T l
j based on a selected concept j from

the lexicon versus the time thread T t [8]. They are organized in a cross, with T l
j along

the vertical axis and T t along the horizontal axis. Except for threads based on the lex-
icon, this browser can also be used if the user performs a textual query on the speech
recognition result associated with the data, as this also leads to a linear ranking. The two
dimensions are projected onto a sphere to allow easy navigation. It also enhances focus
of attention on the most important element, the remaining elements are still visible, but
much darker.

In the SphereBrowser the time thread T l
j is also presented along the horizontal axis

[8]. For each element in the time thread, the vertical axis is used to visualize the se-
mantic thread T s

j this particular element is part of. Users start the search by selecting
a current point in the semantic similarity space by taking the top ranked element in a
textual query, or a lexicon based query. The user can also select any element in one of
the other browsers and take that as a starting point. They then browse the thread space
by navigating time or by navigating along a semantic thread.

Browsing visual similarity space is the most difficult task as there are no obvious
dimensions on which to base the display. We have developed the GalaxyBrowser for
this purpose [9] [8]. A short overview is given here. The core of the method is formed
by a projection of the high-dimensional similarity space induced by Sv to the two di-
mensions on the screen. This projection is based on ISOMAP and Stochastic Neighbor
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Embedding. However, in these methods an element is represented as a point. In our
method great care is taken to assure image visibility by reducing overlap. Two other
techniques are used to support the user. Clustering is employed to give users overview
of the data and active learning is used to speed up the interaction process based on
relevance feedback from the user.

4 Conclusion

We have presented the Mediamill video search engine and its four browsers. The Con-
ceptBrowser allows intuitive concept based queries. The CrossBrowser is defined for
those cases where there is a direct relation between the information need and one of the
concepts in the lexicon. If a more complex relation between the need and the lexicon
is present, the SphereBrowser is most appropriate. Finally, when there is no semantic
relation, we have to interact directly with visual similarity space and this is supported
in the GalaxyBrowser.

References

1. Snoek, C., Worring, M., van Gemert, J., Geusebroek, J., Koelma, D., Nguyen, G., de Rooij,
O., Seinstra, F.: Mediamill: Exploring news video archives based on learned semantics. In:
ACM Multimedia, Singapore (2005)

2. Smeaton, A.: Large scale evaluations of multimedia information retrieval: The TRECVid
experience. In: CIVR. Volume 3569 of LNCS. (2005)

3. Christel, M., Hauptmann, A.: The use and utility of high-level semantic features. In: CIVR,
LNCS. Volume 3568. (2005)

4. Rautiainen, M., Ojala, T., Seppnen, T.: Clustertemporal browsing of large news video data-
bases. In: IEEE International Conference on Multimedia and Expo. (2004)

5. Adcock, J., Cooper, M., Girgensohn, A., Wilcox, L.: Interactive video search using multilevel
indexing. In: Conference on Image and Video Retrieval, LNCS. Volume 3568. (2005)

6. Heesch, D., Ruger, S.: Three interfaces for content-based access to image collections. In:
Conference on Image and Video Retrieval, LNCS. Volume 3115. (2004)

7. Geusebroek, J.: Distinctive and compact color featuress for object recognition (2005) Submit-
ted for publication.

8. Snoek, C., et al.: The MediaMill TRECVID 2005 semantic video search engine. In: Proc.
TRECVID Workshop. NIST (2005)

9. Nguyen, G., Worring, M.: Similarity based visualization of image collections. In: Proceed-
ings of 7th International Workshop on Audio-Visual Content and Information Visualization in
Digital Libraries. (2005)



A Large Scale System for Searching and
Browsing Images from the World Wide Web

Alexei Yavlinsky1, Daniel Heesch2, and Stefan Rüger1
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Abstract. This paper outlines the technical details of a prototype sys-
tem for searching and browsing over a million images from the World
Wide Web using their visual contents. The system relies on two modali-
ties for accessing images — automated image annotation and NNk image
network browsing. The user supplies the initial query in the form of one
or more keywords and is then able to locate the desired images more
precisely using a browsing interface.

1 Introduction

The purpose of this system is to demonstrate how simple image feature extrac-
tion can be used to provide alternative mechanisms for image retrieval from
the World Wide Web. We apply two recently published indexing techniques —
automated image annotation using global features [1] and NNk image network
browsing [2] — to 1.14 million images spidered from the Internet. Traditional
image search engines like Google or Yahoo use collateral text data, such as im-
age filenames or web page content, to index images on the web. Such metadata,
however, can often be erroneous and incomplete. We attempt to address this
challenge by automatically assigning likely keywords to an image based on its
content and allowing users to query with arbitrary combinations of these key-
words.

As the vocabulary used for automatically annotating images is inherently lim-
ited, we use NNk image networks to enable unlimited exploration of the image
collection based on inter-image visual similarity. The idea is to connect an image
to all those images in the collection to which it is most similar under some in-
stantiation of a parametrised distance metric (where parameters correspond to
feature weights). This is unlike most image retrieval systems which fix the para-
meters of the metric in advance or seek to find a single parameter set through
user interaction. By considering all possible parameter sets, the networks pro-
vide a rich and browsable representation of the multiple semantic relationships
that may exist between images. NNk networks have proven a powerful browsing
methodology for large collections of diverse images [3]. In addition to showing the
local graph neighbourhood of an image we extract a number of visually similar
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subgraphs in which that image is contained thus providing users with immediate
access to a larger set of potentially interesting images.

Early experiments with our system are showing promising results, which is
particularly encouraging given the ‘noisy’ nature of images found on the World
Wide Web. In the next section we give short, formal descriptions of both indexing
frameworks, and we conclude with a number of screenshots.

2 Large Scale Image Indexing

2.1 Automated Image Annotation

We use a simple nonparametric annotation model proposed by [1] which is re-
ported to perform on par with other, more elaborate, annotation methods.

14,081 images were selected from the Corel Photo Stock for estimating statis-
tical models of image keywords, which were then used to automatically annotate
1,141,682 images downloaded from the internet. We compiled a diverse vocabu-
lary of 253 keywords from the annotations available in the Corel dataset.

Global colour, texture, and frequency domain features are used to model image
densities. The image is split into 9 equal, rectangular tiles; for each tile we
compute the mean and the variance of each of the HSV channel responses, as well
as Tamura coarseness, contrast and directionality texture properties obtained
using a sliding window [4]. Additionally we apply a Gabor filter bank [5] with
24 filters (6 scales × 4 orientations) and compute the mean and the variance of
each filter’s response signal on the entire image. This results in a 129-dimensional
feature vector for each image. Our choice of these simple features is motivated by
results reported in [1] which demonstrate that simple colour and texture features
are suitable for automated image annotation. Implementation details of Tamura
and Gabor features used in this paper can be found in [6].

2.2 NNk Networks

NNk networks were introduced in [2] and analysed in [7] and [8]. The motivation
behind NNk networks is to provide a browsable representation of an image col-
lection that captures the different kinds of similarities that may exist between
images. The principal idea underlying these structures is what we call the NNk

of an image. The NNk of image q are all those images in a collection that are
closest to it under at least one instantiation of a parametrised distance metric

D(p, q) =
k∑

f=1

wfdf (p, q).

where the parameters w are weights associated with feature-specific distance
functions df . Each NNk can thus be regarded as a nearest neighbour (NN) of q
under a different metric.

Given a collection of images, we can use the NNk idea to build image networks
by establishing an arc from image q to image p if p is the NNk of q. The number
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of parameter sets for which p is the NNk of q defines the strength of the arc. The
set of NNk can be thought of as exemplifying the different semantic facets of the
focal image that lie within the representational scope of the chosen feature set.

Structurally NNk networks resemble the hyperlinked network of the World
Wide Web (WWW), but they tend to exhibit a much better connectedness with
only a negligible fraction of vertices not being reachable from the giant compo-
nent. In collections of one million images, the average number of links between
any two images lies between 4 and 5. By being precomputed NNk networks allow
very fast interaction.

A soft clustering of the images in the networks is achieved by partitioning not
the vertex set but the edge set. An image can then belong to as many clusters
as it has edges to other images (for details see [9]).

3 Implementation

The search engine is implemented within the JavaServerPages framework and
is served using Apache Tomcat1. Figure 1 shows the result of a query ‘tower

Fig. 1. Initial search using keywords (query: ‘tower structure sky’)

Fig. 2. Two steps of the NNk browsing. The circle identifies the currently selected
image, other images are its immediate neighbours in the network.

1 A live version of this demo can be found at http://www.beholdsearch.com
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structure sky’. Below each image there are two links, one for using the image
as a starting point for exploring the NNk network and the other for viewing
different clusters to which the image belongs. Figure 2 shows two steps in the
image network after the second search result from the left has been selected as
the entry point.

4 Conclusions

Automated image annotation and image network browsing techniques appear to
be promising for searching and exploring large volumes of images from the World
Wide Web. It is particularly encouraging that representing images using very
simple global features often yields meaningful search and visualisation results.
Additionally, since most of the computation is done offline, the system is highly
responsive to user queries — a desirable attribute for a content based image
retrieval system.
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Embrace and Tame the Digital Content  

Gulrukh Ahanger  
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Typically, on a daily basis, large amounts of video content are processed by broad-
casting stations. This includes from ingest to cutting packages and eventual trans-
mis-sion and storage. New digital broadcast systems are being put in place and 
these sys-tems are enabling the transition from tape-based to file-based workflow. 
In addition, news production systems with varying and changing workflows are 
increasingly be-coming distributed across the bureaus and pushed out into the field. 
The expectations of news producers and journalists have changed; they want easy 
access to media for broadcast as well as for package production anywhere in the 
world, and at anytime. Providing this access to content, when and where needed, 
significantly impacts the quality of the broadcast product.  

Broadcast stations are significantly gaining the ability to move content quickly  
and efficiently along the digital supply chain throughout the entire production and 
distribution process. It is being made possible largely due to a file-based environment 
as the digital file acquisition beings with camera. We need to maximize efficiencies 
gained from this change in news gathering paradigm; to be of any use, the digital  
con-tent river coming our way needs not only to be embraced but also to be tamed. 
Solutions are needed to deliver business value and return on investment through  
organizing, accessing, distributing, and tracking the flow of vast amounts of the  
digital media across multiple channels. Technologies and tools are needed that  
will provide the means of searching, accessing, and sharing content across different 
location transparently and efficiently.  

This talk unlike many of the others you will hear today is not about the wonderful 
things that I am currently doing, or the amazing projects that are just around the  
corner. I was invited today to speak to you about a project that we began in 1996 and 
that continues in various forms well into 2006.  
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This talk unlike many of the others you will hear today is not about the wonderful 
things that I am currently doing, or the amazing projects that are just around the 
corner. I was invited today to speak to you about a project that I began in 1996 
and that continued in various forms well into 2003.  

In 1986 I began work for the J. Paul Getty Trust in Los Angeles. I was hired to 
put together a research and development group, which would focus on the inter-
face between technology and the visual arts. This group became part of a Getty 
division, the Art History Information Program and over the course of its 13 year 
life developed information systems and utilities used by many museums and 
scholarly intuitions. AHIP as our division was called, also was actively involved 
in researching, prototyping, and implementing systems and tools, which could be 
used to help humanities research.  We focused on seven main areas: 

1. Data Standards including early XML work and the application of controlled 
vocabularies. 

2. Relational and entity relational database design. 
3. Text searching across heterogeneous databases, relational and text. 
4. The design and construction of thesauri and retrieval using these structured 

vocabularies. 
5. Text classification, and contextual searching. 
6. Directed web crawling and web search. 
7. Content-based image retrieval and its relationship to all of the above. 

In 1996 the Getty Art History Information Program partnered with NEC Re-
search Labs to develop one of the earliest web based CBIR systems focused on 
multiple collections of art and art objects. The system known as Arthur (ART 
media and text HUb and Retrieval) was based on NEC’s Amore CBIR engine, and 
allowed web users to search across the collections of almost 1000 art institutions, 
archives and libraries using a visual query-by-example interface. The interface 
was simple in its presentation and allowed traditional CBIR/QBE interaction. It 
allowed users to select from a number of image database groups and also sup-
ported a Boolean search, which bridged image and text, and included as part of its 
underlying structure, and thesaurus of art terminology.  

Between 1996 and 1999, users of the Getty/Arthur CBIR system logged several 
million queries from a community, which included art scholars and researchers, 
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archivists, educators, students, k-12 to graduate, librarians, and information scien-
tists. Each group had their own expectations regarding what they were asking for, 
and the relevance of the resulting retrieval set. Questionnaires and internal usabil-
ity studies identified several consistent and important questions, which guided the 
development and growth of the Arthur project. The title of this talk refers to a 
query and a retrieval set which initiated several usability studies and became the 
focus of our CBIR group.  

 

Imagine a query, which asked for images, which looked like “this” pine tree. In 
the resultant retrieval set we find a series of trees, pine, pine, pine, oak, pine, ma-
ple, oak, an image of a vertical fish, and several dozen more images of various 
types of trees. This representative false positive became the irritant, which led to 
several interesting experiments. 

This talk examines some of the issues and lessons learned and describes some 
steps that where taken to improve both the acceptability of retrieval results and of 
user satisfaction. 
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