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Abstract. Performance predictions of component assemblies and the ability of
obtaining system-level performance properties from these predictions are a cru-
cial success factor when building trustworthy component-based systems. In order
to achieve this goal, a collection of methods and tools to capture and analyze
the performance of software systems has been developed. These methods and
tools aim at helping software engineers by providing them with the capability to
understand design trade-offs, optimize their design by identifying performance
inhibitors, or predict a systems performance within a specified deployment envi-
ronment. In this paper, we analyze the applicability of various performance pre-
diction methods for the development of component-based systems and contrast
their inherent strengths and weaknesses in different engineering problem scenar-
ios. In so doing, we establish a basis to select an appropriate prediction method
and to provide recommendations for future research activities, which could sig-
nificantly improve the performance prediction of component-based systems.

1 Introduction

In many application domains such as avionics, automotive, production-control, bio-
informatics and e-business, software systems must meet strict performance goals in
order to fulfill their requirements. Consequently, designers must address performance
as a fundamental issue during the design and construction of software systems. This
requires annotating component-based architectures with known performance qualities,
and choosing fast and scalable component implementations and infrastructures. How-
ever, without an upfront effort to produce a flexible architecture during the design phase,
it is rarely possible to retrofit component-based systems to significantly improve their
performance.
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Especially decisions taken in a late development stage, such as increasing the size of
a thread pool or deploying replicated components on different hardware platforms, typ-
ically lead to a limited system performance improvement only. For that reason, unwise
decisions at design-time probably render it impossible to achieve the required perfor-
mance level once the system has been composed.

Current industrial practice to evaluate the performance impact of early design deci-
sions involves the construction of prototypes, which are executed on the target deploy-
ment platform in order to measure performance properties. In this way, prototyping
can help to give confidence in the resulting system performance being adequate for its
needs. Prototyping is, however, expensive and time-consuming, and the results will not
be valid if substantial design changes are made during implementation. Consequently,
software engineering practices could be improved if software architects were able to
predict the performance of the final system based on design documents without imple-
mentation details. This would reduce the effort and costs of performance prediction.

There is a substantial amount of research devoted to creating performance predic-
tion techniques for software systems. A leading example, the software performance en-
gineering community (SPE) [1, 2] has spent a number of years to integrate design and
performance modeling activities. The developed methods are based on use case models,
object and functional modeling mostly using UML-based notations. Other techniques
combine analytical models with benchmarking or support model-based prototype gen-
eration. Regardless of their approach, techniques for the performance prediction of
component-based systems should exhibit the following basic characteristics:

– Accuracy. The prediction must be accurate enough in order to provide useful re-
sults. On the other hand, a compromise between the accuracy of predictions and the
analysis effort must be found in order to enable the efficient evaluation of complex
applications.

– Adaptability. Prediction techniques should support efficient performance predic-
tion under architecture changes where components are added/modified or replaced
by different type of components.

– Cost effectiveness. The approach should require less effort than prototyping and
subsequent measurements.

– Compositionality. Prediction techniques should be able to make performance
predictions based on the performance characteristics of the components, which
together build the system. Since component-based systems usually are structured
hierarchically and consist of composite components, performance prediction tech-
niques should be able to exploit this structure by using the analysis results on lower
abstraction layers to enable the performance prediction of composite components.

– Scalability. Component-based systems are typically built either with a large set
of simple components or utilize a few large-grain, complex components. To predict
performance attributes, analysis techniques need to be scalable to handle both cases.

– Analyzability. Prediction techniques should not only reveal performance bottle-
necks, but also give insights into possible flaws in architecture designs that are
causing problems.

– Universality. The approach should be applicable to different component technolo-
gies with minimal modification. This enables the performance prediction of an
integrated system with multiple component technologies involved.
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In this paper, we analyze the applicability of existing performance prediction tech-
niques in various software engineering problem scenarios. The aim is to highlight the
strengths and weaknesses of the approaches, and reveal areas where further research is
required. We start by describing a set of practical concerns which should be taken into
account by performance prediction methods in section 2. Afterwards, we introduce cur-
rent performance prediction methods in section 3 and classify them according to their
underlying prediction technique. In section 4, we examine the individual strengths and
weaknesses of the different prediction methods with respect to the before-mentioned
basic characteristics and the practical concerns provided in section 2. Based on the
examination of existing performance prediction techniques, we derive a variety of rec-
ommendations to improve the performance prediction of component-based systems in
section 5. Finally, we conclude the paper in section 6.

2 A Taxonomy of Practical Concerns

In addition to the basic characteristics of component-based performance prediction
techniques, which are mentioned in the previous section, we want to highlight some
practical concerns in this section. The result will be a taxonomy of concerns, which
have to be considered by performance prediction methods and their underlying predic-
tion models. Additionally, the introduced taxonomy should also guide system architects
to identify appropriate performance prediction methods with respect to their practical
concerns. Both topics are investigated in detail in later sections of this paper.

It is important to stress that the problems listed in the following paragraphs are not
merely scientific cases but have practical relevance. The mentioned concerns emerge in
industrial scale development scenarios. This is being illustrated by the case study of an
experimental Web server, which has been implemented by the Palladio group at Olden-
burg University with a set of C# components. The Web server has been developed with
the aim to compare and validate performance prediction methods. It supports handling
basic HTTP GET and POST requests and provides an interface for the generation of
dynamic HTML pages, e.g., by returning data stored in a connected database. Despite
this restricted functionality and the fact that it has not that many lines of code (LOC),
many concerns with today’s performance prediction methods can be demonstrated by
using this server. Especially, the concerns listed below emerged during the Web server
development.

Third-party deployment. A major concept when looking at the performance evalu-
ation of component-based systems is reasoning about the system properties based on
the properties of the constituting components. This concept is a prerequisite to enable
scalable prediction methods. Additionally, when considering Szyperski’s definition [3]
of a component, it is mentioned that components have to be third-party deployable. It
becomes difficult to reason about extra-functional properties of components that can be
deployed by third-parties, because the QoS of a component service can be only deter-
mined at run-time and only ex-post. This means that the QoS of a component service
only can be determined by running the program and by measuring the QoS in question.
This results from the fact that the QoS is not solely dependant on the executable code
of the component but also on the run-time dynamics and the environment in which the
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component is executed in. In the web server example we have used a component ac-
cessing a database. Its QoS is significantly different if the component is deployed on
the back-end server hosting the database or if it is run on a laptop with limited memory
and processing power.

Third-party deployment can be regarded as super-concern, in a sense that it has an
impact on all the other concerns. Thus, third-party deployment is not independent of
the other concerns. Nevertheless, it is worth looking at some of the following concerns
in more detail. The concerns regarded below are the usage of external services, the
deployment environment, resource usage and congestion, the operational profile, and
interdependencies caused by these aspects.

The third-party deployment paradigm raises an additional issue that will be elab-
orated later on: Approaches specifying extra-functional properties of components as
constant figures will fail. This is obvious: One can only specify QoS when fixing the
environment, e.g. using a reference platform, which supports the QoS figures. But then,
it is only possible to deploy the component on exactly the same environment if we want
to get the same QoS which is a major restriction of independent deployment. Thus, it is
necessary to use specification languages and methods which are able to specify the QoS
of components depending on every possible environment. During our survey, we will
consequently also examine the applicability of existing approaches to QoS specification
(section 3.3).

In the following, the introduced example system is investigated further to highlight
the afore mentioned concerns.

External Services. The QoS of a component’s service depends on the QoS of the exter-
nal services called by this service. Consider for example the response-time of the com-
ponent handling HTTP requests. We observe that the QoS of the HandleRequest
method depends on the QoS of the external services the component calls, i.e., the per-
formance of this call will never exceed the performance of the external method. For
example, the attached HTML reader component (retrieving Web pages from the hard
disk) needs to open a HTML file, read the data and close the file again. If opening
and closing takes 200ms and processing the required data take another 100ms then the
initial request will never be processed faster than 500ms. Additionally, when the re-
quest processor component is deployed in a different context, perhaps the file stream
is replaced by a component delivering a network stream, it will likely perform its tasks
slower due to the different QoS of the external service.

Deployment. It is not solely the constituent components of a component-based system
have an impact on the component’s performance, the hardware and middleware plat-
form on which the component is deployed can make a significant difference (as already
mentioned above). A component which is executed on a fast CPU will perform bet-
ter than the same component which is executed on a slower CPU. Other well known
influential factors are memory availability, network bandwidth, number of CPUs, per-
formance of external storage devices (e.g. disks, optical media), and so on. Equivalent
concerns apply with component-based systems that utilize software infrastructures such
as middleware platforms or virtual machines. With such environments, for example, the
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performance of the byte code interpreter or bandwidth of the middleware server are
crucial performance factors.

Given the Web server example there is a difference if its components are deployed
on the .NET runtime installed on a high performing back-end server or on a desktop PC.
Additionally, we have also measured that the performance of a component deployed on
the Mono runtime environment (www.mono-project.com) is different from the deploy-
ment on the Microsoft implementation. This demonstrates the mentioned influences of
hard- and middleware.

Resources. Software infrastructures have resource limits that constraint the perfor-
mance of a component-based system. For example, the amount of threads (thread pool
size), software caches/ buffers, semaphores, database connections and locking schemes
must be understood in order to predict the behavior of component-based systems. Some
of these factors, e.g. thread pool size, can be configured for the example Web server
and their impact can be measured. Further, as a part of the deployment decisions, we
could consider deploying the component redundantly on several hosts and using a load
balancer to spread and monitor application load.

In general, any resource acquisition takes a certain amount of time, depending on
the number of resources available. If many components have to use a rare resource it
is more likely that resource conflicts will occur. In this case the component has to line
up itself into a queue of components requesting the resource. Consequently, this delay
due to resource conflicts need to be considered, as it influences the performance of a
service call. As a result a performance prediction model has to include somehow the
shared resources in environment with (virtual or physical) concurrent control flows.
Additionally, the priority inversion problem could occur, where a high priority process
is blocked by a low priority process, because this low priority process uses a resource
which is needed by the high priority process [4].

Operational Profile. The previous section highlights additional obstacles in perfor-
mance engineering. Considering the resource acquisition example, as long as the soft-
ware architecture has to deal with only a single user calling its services, it is unlikely
that resource conflicts will be an issue. This situation changes as soon as the compo-
nent is deployed to service multiple concurrent requests. The system will have to deal
with many simultaneous requests, making resource contention a major issue in terms of
performance. This kind of dependency is called operational profile [5, 6].

There are additional important aspects, namely the probability of supported use
cases occurring, the size and value of input parameters (which may also lead to different
usage scenarios), the rate with which requests for a certain service are being made. Note
the distinction between use case occurrence and request rate for a specific service. The
first is from the viewpoint of the user of the system and might be translated into calls
to services offered by the whole application. The second is from the viewpoint of the
single components of the system. The request rate is important at every component in
the system architecture even at those which cannot be called by the user directly. The
translation of the usage profile in service request rates is an open field of research.

In the web server example the type of the request determines the response time. Re-
trieving a static HTML page stored on the hard drive is faster than retrieving a dynamic
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page which has to be computed from database queries. So, it is important to capture the
relationship between the request types quite accurately or to model the two cases in sep-
arate use cases. Additionally the frequency and the amount of requests per unit of time
have to be taken into account, especially as many concurrent requests lead to contention
of the CPU resource(s). Finally, also the size of the return type is important. Retrieving
and streaming a small HTML page is faster than the retrieval of a large image.

Interdependencies. Note that there are certain interdependencies between the different
aspects of a component’s context. The usage of the component results in a load on the
hard- and software resources as well as external services, for example the amount of
concurrent threads/requests, request frequency of certain mutually exclusive resources
locks, and so on. It is a major challenge to predict - utilizing the operational profile
of a single service call - the operational profiles of the components which actually are
involved in the handling the request. For example, a single HTTP request for a yel-
low page application creates several queries of the yellow page database to generate
the descriptions of the matching companies for the initial query. Another example of
the dependencies on external service calls can be seen in an authentification server. If
this component is used on a website it mostly has to serve plain password challenges.
In an enterprise context the same server might be also challenged by certificate requests.

There are two challenges arising from the preceding discussion:

– The aspects discussed above must be considered by performance evaluation tech-
niques. Every time a certain technique abstracts one of these aspects, the prediction
becomes less accurate or in certain cases totally wrong.

– If we want to support QoS prediction in the context of third-party deployable com-
ponents there has to be a large specification of the respective components. There
has to be a specification of the component which allows the estimation of QoS in
different contexts. Usually this kind of specifications contain a lot of information
enabling the component user to evaluate the performance and contextual aspects
in a parametric way. The information can only be specified by the component pro-
ducer. This is a strong assumption and appears infeasible without extensive tool
support.

3 Classification of Approaches

As already outlined in the introduction, the integration of quantitative evaluation into
the software development processes is an important activity to meet extra-functional,
and in particular performance requirements. Balsamo et al. [7] presents a survey of dif-
ferent approaches for model-based performance evaluation. The proposed classification
is based on the type of the performance model (Queueing Networks, Petri Nets, Process
Algebras, Markov Processes), the applied evaluation method (analytical or simula-
tive) and the presence of automated support for performance prediction. Some of these
approaches have also been extended to deal with component-based systems.

In this section, we present a (short) survey of the existing approaches for predic-
tive performance analysis of component-based systems. We distinguish between quan-
titative (section 3.1) and qualitative (section 3.2) analysis. Furthermore, quantitative
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Fig. 1. Approaches overview

techniques are categorized by the kind of techniques used (measurement-based, model-
based, combination of measurement-based and model-based). Figure 1 visualizes the
different approaches together with the cross-cutting aspect of performance specification
(dealt with in section 3.3), whose existence plays a key role for a successful application
of performance prediction techniques.

A comparison of these approaches with respect to the characteristics and concerns
described in sections 1 and 2 will be presented in the next section.

3.1 Quantitative Approaches

Measurement-Based. Measurement-based approaches are suitable and useful, if the
focus is on quantitative evaluation of performance. In [8] (M1) a discussion is given
about how component-based system properties may influence the selection of methods
and tools used to obtain and analyze performance measures. Then, a method is pro-
posed for the measurement of performance distinguishing between application-specific
metrics (e.g., execution time of various functions) and platform-specific metrics (e.g.,
resource utilization). The automation of the process of gathering and analyzing data for
these performance metrics is also discussed. The major drawbacks of this approach are
that it is only suitable for already implemented systems and the obtained results do not
show general applicability of the approach.

A different approach that partially overcomes these difficulties is presented in [9]
(M2), where starting from a specific COTS middleware infrastructure, in a first step,
performance measures are collected empirically. Afterwards, in a second step, the ob-
tained results are elaborated to extend their validity to a more general setting. The
proposed approach includes a reasoning framework for understanding architectural
trade-offs and the relationship between technology features and the derivation of a set
of mathematical models describing the generic behavior of applications using that spe-
cific COTS technology. An inherent limitation of this approach is that it leads to sound
results only for a specific hardware platform.

Denaro et al. [10] (M3) describes and evaluates a method for testing performance of
distributed software in the early development stages. Their method takes into account
the impact of the middleware used to build a distributed application. To this end the
authors use architecture designs to derive application-specific performance test cases.
These test cases are then executed on the available middleware platform and used to
improve performance prediction in the early stages of the development process.
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Model-Based. An approach, which includes predictability of performance behavior of
component-based systems is presented in [11] (MB1). The basic idea of this approach
is that the ”behavior of a component-based system must be compositional in order to be
scalable”. To fulfill this requirement, in addition to the descriptions of the functional be-
havior, performance specifications are also included in component specifications. The
paper outlines, how classical techniques and notations for performance analysis are ei-
ther unsuitable or unnatural to capture the performance behavior of generic software
components, and points out that, ”performance specification problems are so basic that
there are unresolved research issues to be tackled even for the simplest reusable com-
ponents”. A first attempt towards a compositional approach to performance analysis
is then presented, mainly based on the use of formal techniques. However, as the au-
thors argue, an engineering approach to predictability on performance is a necessary
ingredient to ensure predictable components.

The papers [12, 13, 14] (MB2) propose a prototype enabled prediction technology,
called PECT that integrates component technology with analysis models. The main
goal of PECT is to enable the prediction of assembly level properties, starting from
certifiable components, prior to component composition. In fact PECT is described as
a ”packaging of engineering methods and a supporting technical infrastructure that,
together enable predictable assembly from certifiable components”.

Bertolino and Mirandola introduce in [15, 16] (MB3) the CB-SPE framework: a
compositional methodology for component-based performance engineering and its sup-
porting tool. CB-SPE is based on the concepts and steps of the SPE technology, and
uses OMG’s SPT profile [17]. The technique is compositional: It is first applied by
the component developer at the component layer, achieving a parametric performance
evaluation of the components in isolation; then, at the application layer, the system as-
sembler uses a step-wise procedure for predicting the performance of the assembled
components on the actual platform.

In [18, 19] (MB4) a specific performance evaluation technique, layered queueing
networks, is applied to generate performance models for component-based systems. To
achieve this goal an XML-based language is defined that describes performance models
of both software components and component-based systems. A model assembler tool
starting from component sub-models automatically generates a layered performance
models that can be solved by use of classical techniques.

In [20] (MB5), Balsamo and Marzolla present a simulation environment, where
starting from Use Case, Activity and Deployment diagrams with RT-UML annotations
(augmented, in some cases, to better fit performance features) a discrete-event C++
simulation program is derived. The transformation methodology is close to a one-to-
one mapping from elements of UML model to elements of the simulator, so that the
structure and the dynamics of the simulator closely follow the structure and the behavior
of the UML model.

Eskenazi et al. [21] presents a method for the ”Analysis and Prediction of Perfor-
mance for Evolving Architectures” (APPEAR) that combines both structural and statis-
tical techniques in a flexible way. It allows a choice of, which parts of the component
are structurally described, modeled and simulated, and which parts are evaluated sta-
tistically. Additionally, the same authors present in [22] (MB6) a stepwise approach to
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predict the performance of component compositions. ”The approach considers the ma-
jor factors influencing the performance of component compositions sequentially: com-
ponent operations, activities, and composition of activities. During each analysis step,
various models - analytical, statistical, simulation-based - can be constructed to specify
the contribution of each factor to the performance of the composition. The architects
can choose which model they use at each step.”

A simulation-based approach for predicting real-time behavior of an assembly based
on models of its contained components is proposed by Chaudron et al. in [23] (MB7).
The presented method deals with the main aspects of real-time systems such as:
mutual exclusions, combinations of periodic and aperiodic tasks and synchronization
constraints. Additionally, the simulator provides data about the dynamic resource con-
sumption and real-time properties like response time, blocking time and number of
missed deadlines per task.

In [24] (MB8) a compositional component performance model based on parametric
contracts is presented. The approach allows for parameterization with context depen-
dencies in order to model the performance of a single component that depends on the
performance properties of the environment by using so-called service effect automata.
These automata describe the call sequence of the external services on which a compo-
nent service depends.

Combined Use of Measurement and Model-Based Approaches. Menasce et al. [25]
(MBM1) proposes a QoS-based approach to distributed software system composition
and reconfiguration. This method uses resource reservation mechanisms at the com-
ponent level to guarantee soft (i.e., average values) QoS requirements at the software
system level. Different metrics can be used for measuring and providing a given QoS
property, such as response time, throughput, and concurrency level. Specifically, the
method relies on the definition of QoS-aware components, where a client component
can request a service with a certain QoS level. In case the server is able to provide
this QoS level, it commits itself to do so; otherwise a negotiation is started until an
agreement on a new QoS level is reached. The method implementation is based on the
combination of queueing models and measurement techniques.

In [26] (MBM2) a methodology is presented, which aims for predicting the perfor-
mance of component-oriented distributed systems both during development and after
the system have been built. The methodology combines monitoring, modelling and per-
formance prediction. Specifically, performance prediction models based on UML mod-
els are created dynamically with non-intrusive methods. The application performance
is then predicted by generating workloads and simulating the performance models.

In [27] (MBM3) an approach to predict the performance of component-based ap-
plications during the design phase is presented. The proposed methodology derives a
quantitative performance model for a given application using aspects from the underly-
ing component platform, and from a design description of the application. The results
obtained for an EJB application are validated with measurements of different imple-
mentations. Using this methodology, it is possible for the software architect to make
early decisions between alternative application architectures in terms of their perfor-
mance and scalability.
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3.2 Qualitative Approaches

In this section we shortly describe some approaches which evaluate the quality of
component-based systems either based on the affinity between software architecture
and software components or exploiting the principles of the model driven engineering.
The common characteristic of these approaches is to consider qualitative analyzes that
are derived from an attribute-based style or trough ”screening questions” and are meant
to be coarse-grained versions of the quantitative analysis that can be performed when a
precise analytic model of a quality attribute is built.

SA-Based. A qualitative approach to performance analysis of component-based sys-
tems is undertaken in [28], where the affinity between Software Architecture (SA) and
Software Component (SC) technology is outlined and exploited. This affinity is related
to different aspects: (i) the central role of components and connectors as abstraction en-
tities, (ii) the correlation of architectural style and component model and frameworks,
(iii) the complementary agendas followed by the SA and SC technologies: enabling
reasoning about quality attributed, and simplifying component integration. Therefore,
the basic idea of these approaches is to develop a reference model that relates the key
abstractions of SA and component-based technology, and then to adapt and apply some
existing SA analysis methods, such as SAAM, ATAM and QADP.

Model-Based. The basic idea of model-driven engineering (MDE) is to create a set of
models that help the designers to understand and to evaluate both the system require-
ments and its implementation. A key point for a successful application of an MDE-
based process is the integration of orthogonal models taking into account cross-cutting
aspects such as the application’s performance. The following approaches are mainly de-
scriptive and focus on paths leading to the construction of different performance mod-
els. A crucial issue for the application of MDE techniques is the existence of automatic
tools allowing model transformations from design models to analysis-oriented models.

Solberg et al. [29] outlines the need to incorporate QoS specification and evaluation
within a MDA-based approach at a more abstract level and at the platform-specific
level. In this view, the model transformations, the code generation, the configuration
and deployment should be QoS-aware. Ideally the target execution platform should be
also QoS-aware.

Grassi and Mirandola [30] present an approach for the predictive analysis of extra-
functional properties of component-based software systems. According to a model-
driven perspective, the construction of a model that supports some specific analysis
methodology is seen as the result of a sequence of refinement steps, where earlier steps
can be generally shared among different analysis methodologies. The focus is mainly
on a path leading to the construction of a stochastic model for the compositional perfor-
mance analysis, but some relationships with different refinement paths are also outlined.

To facilitate extra-functional analysis in the design phase, automatic prediction tools
should be devised, to predict some overall quality attributes of the application without
requiring extensive knowledge of analysis methodologies to the application designer.
To achieve this goal, a key idea is to define a model transformation system that takes
as input some ”design-oriented” model of the component assembly and (almost) au-
tomatically produces as a result an ”analysis-oriented” model that lends itself to the
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application of some analysis methodology. However, to actually devise such a transfor-
mation, one must face both the heterogeneous design level notations for component-
based systems, and the variety of extra-functional attributes.

In this perspective, the work in [31, 32] describes an intermediate model called Core
Scenario Model (CSM), which can be extracted from an annotated design model. Ad-
ditionally a tool architecture called PUMA is described, which provides a unified inter-
face between different kinds of design information and different kinds of performance
models, for example Markov-models, stochastic Petri nets and process algebras, queues
and layered queues. Petriu et al. [33] proposes a transformation method of an annotated
UML model into a performance model defined at a higher level of abstraction based on
graph transformation concepts, whereas the implementation of the transformation rules
and algorithm uses lower-level XML trees manipulations techniques, such as XML al-
gebra. The target performance model used as an example in this paper is the Layered
Queueing Network (LQN).

A different approach is described in [34]. This approach defines a kernel language
with the aim to capture the relevant information for the analysis of extra-functional
attributes (performance and reliability) of component-based systems. Using this kernel
language a bridge between design-oriented and analysis-oriented notations could be
established, which enables a variety of direct transformations from the former to the
latter. The proposed kernel language is defined within a MOF (Meta-Object Facility)
framework, to allow the exploitation of MOF-based model transformation facilities.

3.3 Performance Specification

A key point for a successful application of quantitative validation of performance prop-
erties during component-based software development is the existence of languages al-
lowing performance specification when designing a component-based system both at
component and at assembly level.

A UML Profile for Schedulability, Performance and Time (SPT Profile) has been
proposed and adopted as an OMG standard [17] as a response to the exigencies of
introducing in UML diagrams quantifiable notions of time and resources usage. The
SPT Profile is not an extension to the UML meta model, but a set of domain profiles for
UML. Basically, the underlying idea is to import annotations in the UML models, which
describe the characteristics relative to the target domain viewpoint (performance, real-
time, schedulability, concurrency). In this a way various (existing and future) analysis
techniques can usefully exploit the provided features. In fact, the SPT profile is intended
to provide a single unifying framework encompassing the existing analysis methods,
still leaving enough flexibility for different specializations.

Zschaler in [35] investigates the possibility to define a framework, which can be
used to provide semantics for extra-functional specifications of component-based sys-
tems, by explaining also how the different parts of a component-based system coop-
erate to deliver a certain service with certain extra-functional properties. The claimed
objectives are ”To allow application developers to use Component-Based Software En-
gineering to structure their applications and thus lower the complexity of the software
development process while at the same time enabling them to make use of proven and
tested theories for providing extra-functional properties of those applications.”
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In [36], the authors define a simple language, based on an abstract component
model, to describe a component assembly, outlining which information should be in-
cluded to support compositional performance analysis. Moreover, a mapping of the
constructs of the proposed language to elements of the UML Performance Profile is
outlined, to give them a precisely defined ”performance semantics”, and to get a start-
ing point for the exploitation of proposed UML-based methodologies and algorithms
for performance analysis.

In [37] the QoS modeling language (QML) is described. The QML is used to specify
QoS attributes for interfaces, operations, operation parameters, and operation results. It
is based on the fundamental concepts of contract types, contracts and profiles. Contract
types are utilized to specify the metrics used to determine a specific QoS concept. Con-
tracts are used afterwards to specify a certain level of the metrics of a contract type. The
linking between contracts and interface methods, operation parameters or results is done
via QML profiles. There is a conformance relation defined on profiles, contracts, and
constraints. The conformance is needed at runtime, so that client-server connections do
not have to be based on an exact match of QoS requirements with QoS properties. For
example, if the client requests a response time of less than 5ms the server has to pro-
vide exactly a response time of less than 5ms. Nevertheless, instead of exact matches, a
service is allowed to provide more than what is required by a client. In the example, the
server is also allowed to provide a response time of less than 2ms as this is conforming
to the required 5ms requested by the client.

4 Abstract Comparison

Table 1 relates the different performance prediction approaches described in section 3
with (a) the concerns to component-based systems described in section 2 (columns C
in the table) and (b) with general characteristics of performance (prediction) techniques
described in section 1 (columns A in the table). The comparison has been carried out
only for quantitative approaches since qualitative methods pose themselves on the dif-
ferent perspective to give only qualitative insights about the performance of component-
based systems.

Each row in the table refers to a specific methodology. The considered methods
are grouped according to the categories introduced in section 3 (first column) and each
methodology is identified by the assigned labels (second column), by the author’s names
(third column) and by the reference paper(s)(fourth column).

To quantify the fulfillment of the concerns C (columns 5-9) and the characteristics A
(columns 10-16) we have adopted a coarse-grained classification, i.e.,: High, Medium,
Low, Absent, since the considered methods are often described with a low level of de-
tail. Moreover, in some cases, the description is carried out at an high abstraction level
that is not sufficient to quantify the relationships for the factors A and C. In these cases
we have inserted in the table an educated guess followed by a question mark. Addition-
ally, dealing with aspect A7, we have considered the existence of an automated tool or
framework for the derivation of performance characteristics as a good starting point.

In the remaining part of this section we describe in some details each row of table 1
presenting how each methodology deals with factors A and C.
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Let us consider, for example, the measurement based approaches (M1-M3): M1 is
a introductive study and is simply based on the monitoring of single applications, while
M2 and M3 seem more promising to deal with component-based systems. Both of them
take middleware details into account and consider J2EE application with EJB contain-
ers. To deal with the concerns factors C4 and C5, M2 defines application-specific be-
havioral characteristics through the design of a set of test-cases. The performance of
the server side is characterized using these tests with parameter settings concerning
the transaction type and frequency, the database connection, and the pool size. Instead
M3 tries to model usage scenarios relevant to performance through the modeling of
workload in terms of number of user and frequency of inputs. The interactions among
distributed components and resources are studied according to whether they take place
between middleware and components, among components themselves or to access per-
sistent data in a database.

Considering the general foreseeable characteristics of prediction techniques, the
methods based on measurements show good value for the accuracy aspect, while
they exhibit quite low values for all the other features. Actually, since they require
already implemented systems their cost effectiveness is low. Moreover, they are often
platform-specific and this fact limits the adaptability, the scalability and the analyz-
ability. The universality facet in these approaches is completely absent, because the
implementation and the analysis are completely manual and no automatic support is
provided.

The weak point of model-based approaches is the lack of empirical studies for the
validation of the predicted results. As a consequence the column A1 regarding the ac-
curacy of the obtained results is filled-in only with educated guesses.

MB1 is one of the first papers addressing the importance of a performance engineer-
ing approach for component-based systems, and this paper specifically outlines issues
like compositionality, performance specification and usage profile definition (as shown
by the quite good values in the table). However, the proposed formal approach is not
supported by an automated framework and seems to be only a good reasoning tool
rather than a method to be applied in an industrial software development context.

MB2’s aim at integrating component technology with analysis models, allowing
analysis and prediction of assembly-level properties prior to component composition.
It is based on the definition of an analytic interface, that takes into account the compo-
nent technology, but spans aspects related to the use of some analysis methodology to
support predictions about quantitative properties of the system. This approach is very
attractive and shows high values in the table. It is supported by an automatic framework
as well as it includes also a first ”measurement and validation environment” to validate
the analysis results and to give informed feedback to the design team. A weak point is
that the performance model does take usage profiles and resource contention aspects
into account.

MB3, MB4 and MB5 are based on the use of UML models as design notation
augmented with performance annotations compliant to the SPT profile [17]. These
approaches are all supported by (semi-)automatic frameworks and provide good (also
very good) values for general properties of prediction techniques. They differ in the
type of performance models (queueing network, layered queueing network and
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simulation, respectively) and in the way of addressing the concerns that arise when
developing component-based systems. MB3 and MB4 consider (even if in simple
way) most aspects related to component-based models, while MB5 has been conceived
for a traditional software development process and scores therefore not so well for
component-based systems.

In MB6 component composition is considered in terms of concurrent activities that
invoke a number of component operations. At first, a detailed analysis of performance
models for component operations is carried out; then an activity model is constructed
through a flow graph and finally a model of the concurrent activities is obtained. The
first step is based on the combination of different methods and deals well with the con-
cerns that occur with component-based development. The second step uses traditional
techniques related to flow graphs, while the third step is not detailed enough, which
making the overall understanding of the characteristics of this prediction technique
difficult.

MB7 assumes as starting point Robocop component models that include resource,
function, behavior and executable models. The following step combines the behavior
and resource consumption models with an application model constructed for possible
critical execution scenarios. This combination is performed taking into account the ap-
plication static structure and its internal and external events. This model serves as an
input to a simulation tool, which outputs the execution behavior of the assembly with its
timing properties (latency and resource utilization). Therefore, MB7 shows quite good
scores for component-based development concerns, but it is specifically targeted for
the Robocop component model and this fact decreases its adaptability and scalability
values.

MB8 uses components described in the Palladio component model, which includes
service effect specifications (gray box component view) with service effect automata.
Additionally, annotations of the probability density distribution of the response times
of the external service calls and the internal calculations are used. Consequently, it gets
good marks for the inclusion of external dependencies and compositional reasoning.
Nevertheless, in so doing it regards hardware dependencies only implicitly. Also the
usage profile is used solely to estimate probabilities of certain control flows. Multiple
threads or concurrent resource utilization is disregarded.

The methods based on the combination of measurement and modeling seems to
have the capabilities to combine the different concerns Cs and As in Table 1, however
a weak point is represented by a low level of adaptability and scalability due to the
specifics of the selected platform.

MBM1 focuses on component specifications rather than on the analysis, it consists
of the definition of component QoS-aware capable of engaging QoS negotiation with
other components in a distributed environment. This approach seems to be very promis-
ing, because it allows to cope with external services, deployment and usage profile in a
good way. The accuracy of the obtained results are validated in an experimental envi-
ronment and the presence of an automated tool for performance model generation and
analysis increases the value/ attractiveness of this approach. The major drawback is the
low scalability, due to the simplicity of the treated models. The models are hardly able
to cope with complex systems.
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MBM2 presents a framework composed of a module, which collects run-time per-
formance information on the software components and on the software application ex-
ecution environment. This module is implemented for J2EE applications and EJB con-
tainer and allows also the execution of performance analyses. This is achieved with
an instrumentation of the software components by a proxy layer that lowers the cost-
effectiveness of the approach. Additionally, there is also a partially implemented adap-
tation module, which aims to solve performance problems through the selection of dif-
ferent, functionally-equivalent, components. The two modules are supposed to operate
in an automated feedback-loop. Currently, this framework is only partially implemented
and automated. This is reflected by some low (or guessed) values in the table. However,
it is the first automated framework including both component and application layer,
which contains an optimization module. Consequently this approach get high values
for both aspects: As and Cs.

MBM3 is based on the modeling of an application in terms of component interac-
tions and demands placed on the component container; its parameterization is carried
out based on the definition of a performance profile of the container and the underlying
platform obtained through benchmarking. In this way the factors Cs can be fulfilled
in a quite satisfactory way. The accuracy of the obtained results is validated in a real
setting and thus theoretically justified. In addition, the other A factors show medium
to high values, except for the adaptability, because the method is only presented and
validated in an EJB context. Furthermore, the universality of the approach can be ques-
tioned, since the method has to be applied manually and thus the results are based on
the expertise and skills of the design team.

To summarize, figure 2 depicts the different scores of the discussed techniques with
respect to concerns As and Cs. Roughly speaking, we can observe how measurement-
based methods show low values for characteristics A while deal quite well with
concerns Cs. On the contrary, the model-based approaches deal quite well with A fac-
tors while show Low or Medium values handling factors C. The joint use of models
and measurement techniques combine the potentialities of both methods. A detailed
comparison of different techniques would require performing some common valida-
tion experiment with the various tools and methodologies. Our feeling is that working

Fig. 2. Models and measurement techniques
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on simple examples could lead to misleading results because of lacking of critical as-
pects inherent to component-based systems. To overcome this problem we are working
towards the definition of a reference system including the main characteristics and con-
cerns of a typical component-based applications and our long-term goal is to use this
system to compare and validate the various performance approaches.

Although several approaches have been proposed and applied we are still far from
seeing performance analysis as an integrated activity into component-based software de-
velopment, both for the novelty of the topic and for the inherent difficulty of the problem.

5 Recommendations

In the last sections, we have stressed the importance of performance predictability in
component-based development approaches as ”the ability to reason about application
behavior from the quality attributes of the components and the components’ intercon-
nections” [38]. In the following we summarize the lessons learned from the review of
the current performance predictions techniques and we offer some suggestions for im-
provement of the performance predictability of component-based systems.

Component-based development is a new paradigm for the development of large
complex software-intensive systems, but while the functional properties of the systems
have been extensively dealt with both from industrial and academic communities, the
quality (performance) aspect of the software products are not adequately addressed [7].
As described in section 3, in the last few years some attention has been paid also to
include quantitative performance validation within component-based software develop-
ment processes. The existing approaches are based on models, which has proven good
predictive qualities, but they are often not considering the characteristics of component-
based systems; on the other hand, measurement-based approaches are able to tackle the
component-based development concerns but are frequently related to a single environ-
ment and lack of generality. Table 1 summarizes how different methods deal with the
different aspect of component-based systems and could be used as a first guide in the
selection of an appropriate methodology for the objective of the study/ project.

However, since the ability to predict the performance characteristics of the assem-
bled system should be applied as early as possible to reduce the costs of late problem
fixing [2], it becomes crucial to determine from the design phase whether the compo-
nent-based product will satisfy its requirements. This goal can be obtained only via
a rigorous design discipline and by accepting standard modelling notations as well as
strict documentation and design rules, so that independently constructed components
can be effectively connected and properly interact. This basic notion is central to the
Design-by-Contract discipline [39], originally conceived for object-oriented systems,
but even better suited for component-based development [3].

To obtain performance predictability of a component-based system several factors
must be available. We devise three main features as crucial for performance prediction
of component-based systems:

1. Necessity of component technology providing the means for specification of com-
ponent performance taking into account its dependency both on the environment
(middleware and hardware platform) and on different software resources;
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2. Component selection based on the exposed performance characteristics;
3. Combination of measurement and modeling techniques embedded in an automated

framework.

Considering issue 1 we devise parametric performance contracts as a good way to
model the dependency of a component on the ”external world” and in the following we
describe the form of a parametric contract, we conceive for each service offered by a
given component. Let us suppose that a given component Ci offers h � 1 services Sj

(j=1, . . ., h). Each offered service can be carried out either locally (i.e., exploiting only
the resources of the component under exam) or externally (i.e., exploiting also the re-
sources of other components). A service Sj is defined with a set of parameters/attributes
(a1, . . ., am) that define/are related to its resource usage, i.e., Sj (a1, . . ., am); among
these attributes we can distinguish:

– constant (or non parametric attributes) such as, for example, the kind of resources
required

– “stand-alone” parametric attributes that depend only on the kind of metric we are
interested in for the performance measurement (e.g., a number, if we are consid-
ering ”average” metric, a range of numbers if we are interested in best-worst case
analysis);

– “external” parametric attributes that depend also on other services.

We consider a user management component with Login and Logout methods
to give examples for the above mentioned categories. The component is implemented
for the J2EE platform running on a Java virtual machine. Hence, J2EE and JavaVM
can be seen as constant parameters. The performance influence of the J2EE middleware
platform for example was investigated in [40]. Information on the duration of the exe-
cution of the code of each of the user management services is part of the stand-alone
parameters, e.g., the average execution time of the methods or a distribution of their
response times. Additionally, the Login method calls an external database to verify
any given username and password combination. As this call’s response time adds to
the Login method’s response time the call has to be considered as external parametric
attribute. Further examples for the inclusion of external service calls into a performance
prediction model can be found in [41].

In a performance prediction model capable of modeling situations as in the example
above, each component’s service should be accompanied by a performance parametric
contract PerfC i(Sj(. . .)) whose form depends on the kind of service parameters.

For example, if Sj is a simple service with constant attributes (a1, . . ., ai) and stand-
alone parametric attributes (ai + 1, . . ., am) then it can be characterized as

PerfC iSj (a1, . . ., am) = fSj (ai + 1, . . ., am)

where fSj denotes some kind of internal dependency. Otherwise, if Sj is a composite
service with constant attributes (a1, . . ., ai), stand-alone parametric attributes (ai + 1,
. . ., aj) and external parametric attributes (aj + 1, . . ., am) then it can be characterized
as:

PerfC iSj (a1, . . ., am) =fSj (ai + 1, . . ., aj) ⊕ gSj (aj + 1, . . ., am)

where ⊕ represents some kind of composition operator.
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Considering issue 2, it is obvious that to fulfill performance requirements, the sys-
tem assembler will choose those components among multiple component implementa-
tions providing the same functional behavior that best fit the performance requirements.

Let us describe how the above introduced characterization can help the system as-
sembler in the service pre-selection step where one chooses, among components offer-
ing the same service, those that provide the best performance. In fact, one can instantiate
the generic PerfC iSj (a1, . . ., am), with the characteristics of the adopted (or hypoth-
esized) environment, so obtaining a set of values among which the best ones can be
selected. Obviously, this kind of selection does not consider the impact of contention
with other services for the use of a resource. To this end it should be necessary to
define an order (≺) between the PerfC iSj (a1, . . ., am) indices that depends on the
adopted measurement framework (i.e., what kind of measurement we are interested in:
mean, distribution, best/worst case) and on the execution environment and then select
the components following this order.

Finally, taking into consideration issue 3, a trustworthy performance prediction
methodology should consider the integrated use of models and measures to exploit the
inherent advantages of both methods and to handle the complexity of component-based
systems. Moreover, the process of performance analysis should be automated as best
as possible to avoid errors and increase the efficiency of performance prediction. This
applies both to the derivation of the performance model as well as the model solution.
Another, often neglected, important aspect that should be included in the prediction
methodology is the assessment of the goodness of a model, i.e., how close the model
is to the real system. This involves a verification step ensuring that the model is cor-
rectly built and a validation step ensuring that the model produces results close to those
observed in the real system.

Figures 3 and 4 show a foreseeable component-based software design environment
with a built-in performance prediction tool combining both measurement and modeling
techniques. As illustrated in figures 3 and 4, the final goal should be to have some

Fig. 3. A CBSE Framework with Performance prediction included
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Fig. 4. Activity diagram of the Performance Framework

automatic tool allowing performance prediction at design time, so the effort required at
assemby time at the software designer is quite small.

To summarize, the area of performance prediction for component-based systems is
extensive and more research is necessary to achieve a full integration of quantitative
prediction techniques in the software development process. Several related research di-
rections should cover, for example the design of component models allowing quality
prediction and building of component technologies supporting quality prediction. Fur-
ther research is needed to include also other quality attributes, such as reliability, safety
or security in the software development process. Another interesting point that deserves
further investigation is to study interdependencies among the different quality attributes,
to determine, for example, how the introduction of performance predictability can affect
other attributes such as reliability or maintainability. To this end a good starting point
would be a unified view on software quality attributes taking into account the various
existing trade-offs between related quality attributes ([42]).

6 Conclusion

In this paper, we have reviewed performance prediction techniques for component-
based software systems. Especially, we focus on the practicability of these techniques
for various software engineering problem scenarios. For that reason, we have discussed
some practical concerns that emerge when developing component-based systems and
given an overview of current performance prediction approaches. As a result, we can
present the inherent strengths and weaknesses of each performance prediction technique
for different problems and system categories. This leads to a survey from an engineer-
ing perspective, which allows software engineers to select an appropriate performance
prediction technique. Moreover, based on our examination of existing performance pre-
diction techniques we have presented some recommendations for future research activ-
ities. Finally, we think that this survey could have a significant impact on the current
software engineering practices and on the applicability of Component-Based Software
Engineering methodologies.
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