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Abstract. We investigate combinatorial enumeration problems related
to subsequences of strings; in contrast to substrings, subsequences need
not be contiguous. For a finite alphabet Y, the following three problems
are solved. (1) Number of distinct subsequences: Given a sequence
s € XY™ and a nonnegative integer k& < n, how many distinct subse-
quences of length k does s contain? A previous result by Chase states
that this number is maximized by choosing s as a repeated permutation
of the alphabet. This has applications in DNA microarray production.
(2) Number of p-restricted p-generated sequences: Given s € X"
and integers k > 1 and p > 1, how many distinct sequences in ¥ contain
no single nucleotide repeat longer than p and can be written as si' ... sp"
with 0 < r; < p for all i? For p = oo, the question becomes how many
length-k sequences match the regular expression si*so*...s,*. These
considerations allow a detailed analysis of a new DNA sequencing tech-
nology (“454 sequencing”). (3) Exact length distribution of the
longest increasing subsequence: Given ¥ = {1,..., K} and an in-
teger n > 1, determine the number of sequences in X" whose longest
strictly increasing subsequence has length k, where 0 < k < K. This has
applications to significance computations for chaining algorithms.

1 Introduction

In contrast to substrings, subsequences have received less attention as objects in
pattern matching; yet certain aspects of recent technologies emerging in the life
sciences, such as short oligonucleotide microarrays or massive short range DNA
sequencing by the so-called 454 approach, directly lead to subsequence enu-
meration problems. The present paper studies a selection of them and presents
applications in molecular biology.

A string of length n over a finite alphabet X contains (n + 1)n/2 = O(n?)
(nonempty) substrings, but 2" subsequences (including the empty string), mak-
ing enumerative combinatorics on subsequences potentially more difficult. For a
fixed length 1 < k < n, there are n — k + 1 substrings and (Z) subsequences of
length k. Note that not all of these need to be different.
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In Section 2] we present an algorithm that needs O(k(n + |X|)) arithmetic
operations to count the number Ci(s) of distinct length-k subsequences in s.
When we compute Ci(s) exactly, the size of these numbers is O(klog|X|) bits,
so arithmetic operations cannot be assumed to take constant time in the RAM
model of computation; however, if we are satisfied with computing them with
constant precision, we can make this assumption. Therefore we specify running
times in numbers of arithmetic operations. The ability to count the number of
distinct subsequences contained in a sequence has applications to DNA microar-
ray production, which we outline also in Section

For the next problem, we generalize the notion of subsequence and say that ¢
is generated by s if it consists of a concatenation of runs (repetitions) of selected
characters from s. This allows, for example, to determine the number of length-k
sequences that match the regular expression sy*so* ... s,*, where a*x matches
an arbitrary number of (including zero) occurrences of a € X. If we additionally
restrict the run lengths to be bounded by a constant p > 1, the question of
determining how many length-k strings are generated by a given string s is
of interest for evaluating a new massively parallel DNA sequencing technology
(“454 sequencing”, [I]). Section [ presents an efficient counting algorithm and
computational results. The results of Sections 2 and [3] can be summarized as

Theorem 1. The number of distinct subsequences and the number of p-restricted
p-generated length-k sequences from a sequence of length n over an alphabet X can
be computed with O(k(n + |X|)) arithmetic operations.

Finally, we are interested in the distribution of the longest (strictly) increasing
subsequence of s € X" over an ordered alphabet X := {1,..., K}. We say
that ¢ is an increasing subsequence of s of there exists an integer 1 < k < n
and indices 1 < j1 < j2 < --- < jr < n such that ¢ = s;85,...5;, and
85, < 8j, <---<sj,.Let I(s) be the set of all increasing subsequences of s, and
let LIS(s) := maxcy(s) |t| be the length of the longest increasing subsequence.

Our goal is to determine the distribution of L,, := LIS(S), where S is a ran-
dom length-n sequence. Recently, the analogous problem has been completely
solved on uniform random permutations; there are exact results for finite n and
asymptotic results for n — oo provided by the Baik-Deift-Johansson Theorem,
e.g., the expected length is 2/n + O(n'/%), the standard deviation is O(n'/®),
and the limiting distribution of (L,, — 2y/n)/n'/% is completely known. A review
of these results on permutations and additional results on weakly increasing
subsequences on words appears in [2]. So far there seem to exist no exact nor
asymptotic results on strictly increasing subsequences in words. Our contribu-
tion is a method that needs O(nK2%) arithmetic operations on O(nlog K)-bit
numbers to compute the exact distribution (in terms of absolute numbers). We
thus have the following fixed-parameter tractability (FPT) result (see [3] for an
introduction to the terminology).

Theorem 2. For given string length n and parameter alphabet size K, the de-
cision problem whether there are at least T > 0 sequences in s € {1,...,K}"
with L(s) =k for any 1 <k < K is FPT.
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2 The Number of Distinct Subsequences

Let X be a finite alphabet of size o; w.l.o.g. we assume X = {1,...,o}. Further,
let s € XY™ and an integer 1 < k < n be given. We write ¢ < s to indicate
that ¢ is a subsequence of s, i.e., there exist indices 1 < i1 < ia < iy < n
such that s, si,...s;, = t. Our goal is to determine the cardinality Ci(s) of
Si(s) :={t € ¥* :t <5}, i.e., the number of distinct length-k subsequences in
s. To compute Ck(s) efficiently, we derive a recurrence on the number of distinct
subsequences of given length in a given prefix of s that end with a specified
character. We drop the dependence on X' and s in the notation and define

Sm’j = {teEm 215<181...Sj}7 Cm)j = ‘Sm)j

We refine this definition by conditioning on the last character a € X
Smjla] ={te X" :t<s1...s; and t,,, = a}, Chm,jla] == |Sm ;la]l.

Note that So; = {e} (the set consisting of the empty string) for all j, but
Sojla] ={} foralla € ¥,s0 1= Cy; # > ,cx Cojla] = 0. However, for m > 0,
we do have Cp, j = > .5, Cn jla] for all j.

For two sets S and T of strings over X, let SoT := {st:se€ S, t € T}.

The goal is thus to compute C(s) = Crn = > ,c5; Cronla]. The following
lemma presents a structural equation for S, j[a], which leads to a recurrence on
Chn jla) in Lemma 2

Lemma 1. Let 1 <m < j. Then

Sm.sla] = {S””“M i s, #a,

Sm—l,j—l o {a} Zf S5 = Q.

Proof. Assume first that s; # a. The inclusion Sy, j—1[a] C S, j[a] is trivial. We
prove that Sy, j[a] C Sy, j—1[a]: Take t € S, j[a]. Since s; # a, it follows that ¢
is already a subsequence of a shorter prefix of s, i.e., t € Sy, j—1]al.

Now assume that s; = a. By appending an a to each t € Sy,,—1 ;1 (regardless
of its last character), we obtain a distinct string ta € S, j[al], thus Sy,—1 -1 ©
{a} C Si j[a]. Conversely, every string in Sy, ;[a] can be written as ta with some
te Smfl)jfy O

Lemma 2. We have Cyo =1 and Cola] =0 for all a € X. Further, Cy, ; =0
ifm>j. For 1 <m < j, we have

Cm,j [a] _ {Cm’jl[a] if S5 # a,

Cm—l,j—l iij = a.

Proof. Immediate by taking cardinalities in Lemma [I] and noting that concate-
nation translates to multiplication of set cardinalities. a
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Bernoulli String Model. The fraction of length-k sequences contained in s (or
covered by s) is thus Cy,, /o*. We can generalize Lemma 2 to a Bernoulli or i.i.d.
random string model, where the probability or weight of each length-% string is
equal to the product of its (possibly unequal) character frequencies. Hence, let
7 := (T4 )aex be a non-degenerate probability distribution on X i.e., m, > 0 for
allac ¥ and ) .y mqo = 1. Let Pr(ty ... 1) := Hle 7, be the probability of
generating ¢y ...t in k steps. It follows that }, v« Px(t) = 1 for all £ > 1 and
Pii1(ta) = Py(t) - 7, for t € X% and a € X.

Let us define Wy (s) := P (Sk(s)) as the weighted fraction of length-k sequence
space covered by s. For m < k and j < |s| = n, define

Winj i= P (Sm ) = Z P (1), Wonjla] := Py (S jla]).

tESm,; [a]

Lemma 3. Wy o = 1 and Wypla] = 0 for all a € X. Further, Wy, ; = 0 if
m > j. For 1 <m < j, we have

Win,j-1la] if s; # a,
Wm—l,j—l cTq Zf S5 = a.

Wi jla] = {

Proof. Immediate by applying Py, (-) resp. P,,—1(-) to Lemma [Tl O

A straightforward implementation of the recurrence would need O(nk|X|) arith-
metic operations. It is possible to remove the factor |X| in a careful imple-
mentation: Figure [I] presents an algorithm to compute Wy(s) in O(k(n + | X]))
operations. The memory requirements are O(k|X|) if only Wi(s) is desired or
O(k(n+X])) if the whole array Wy, (s1...s;5), 1 <m <k, 1 < j <n, is desired.

Application to DNA microarray production. DNA oligonucleotide microarrays
(“DNA chips”) are a tool to monitor the activity level of many genes in cells of
living organisms. A DNA chip is a plastic or glass slide containing many spots,
each consisting of many copies of a known oligomer (a 25-mer for Affymetrix
GeneChips®, which we consider here), also called probe, attached to the chip.
During production, the probes are synthesized on the chip in parallel on a
nucleotide-by-nucleotide-basis. In each synthesis step, the same nucleotide is
appended to all probes that have been selectively activated to receive it. Activa-
tion occurs by exposure to light, enabling the chemical synthesis reaction. Thus
each synthesis step is specified by (1) a nucleotide (a character from the DNA
alphabet {A,C,G,T}) and (2) a mask, i.e., an index set of the probes to which the
nucleotide is appended. The sequence of nucleotides used in the synthesis process
is called the deposition sequence. Each probe is a subsequence of the deposition
sequence, so the deposition sequence is a common supersequence of all probes.
Given a set of probe sequences (in practice up to 10 probes can fit on a
single chip), one can try to find the shortest deposition sequence, i.e., the short-
est common supersequence of all probes (see [4] for bounds on its length and
heuristic algorithms). In practice, good deposition sequences can be found but
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Input: Alphabet ¥ with probability distribution 7, string s € X", integer 1 < k <n
Output: Wy(s) or the whole array Wi, (s1...s;) for m=1,...,k, j=1,...,n

// Initialize arrays W, V and Vsum

Wm,jl—O0form«—1,...,k j<—1,...,n // optional: stores W, ;

Vim,a] <0 for m < 1,...,k, a € ¥ // stores Wi, jla] for current value of j
Vsum[m| < 0 for m «— 1,...,k // stores Wy, ; for current value of j
forj«—1,...,n

¢« s; // the current character

for m «— min{j, k},...,3,2
// Update V and Vsum s.th. V[m, a] = Wy, j[a] (a € X); Vsum[m] = W, ;:
// (only the c-entry needs to be updated, saving a factor of |X|)
Vsum[m| < Vsum[m] — V[m, (]
Vim, c| < Vsum[m — 1] - ¢
Vsum[m| < Vsum[m] + V[m, c]

end for m

// Finally, treat the case m = 1 specially:

if V[1, ¢] = 0 then V[1, ¢] « mc; Vsum[1] « Vsum[1] + 7.; end if

// Invariant: Here Vsum[m] = Wy, (s1...8;) = Wi form=1,...,k
W[m, j] < Vsum[m| for m < 1,...,k // optional: set j-th column of W:
end for j

return Vsum[k] // optional: return array W

Fig. 1. An algorithm with O(k(n+|X|)) operations to compute the w-weighted fraction
Wi(s) of length-k strings that are subsequences of s. The array W is not needed when
only Wy(s) is required: after step j, the j-th column of W is equal to Vsum.

not proved optimal in a reasonable amount of time. Therefore one can approach
the question differently and ask for a deposition sequence that is as “universal”
as possible, i.e., that contains the largest number of distinct subsequences. We
thus ask for

Cr(n, | X)) = max Ci(s) and Besty(n,|X|) ={s€ X" : Ck(s) = Cj(n, X)}.

A result due to P.J. Chase [5] from 1976 (long before the invention of microar-
rays) states that precisely the repeated permutations of the alphabet form the
set Bestj(n,|X]) with the consequence that this set does not depend on k.

Definition 1. For a finite alphabet X of size o, a string s of length n is called
a repeated permutation of X if there exists a permutation m = w1 ... 7, of the
characters in X such that s = 7y ... 7T, where the number of full cycles is
¢ := |n/o] and the number of remaining characters m := n mod o satisfies
0<m<o.

In fact, any sequence that is not a repeated permutation contains strictly fewer
subsequences of (some) smaller length. Even though this result appears intuitive,
it is nontrivial to prove and apparently does not follow directly from the recur-
rence in Lemma [} Chase used induction on the longest sequence prefix that is
a repeated permutation to prove optimality.
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Covered Fraction of 25-mers Covered Fraction per Cost
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Fig. 2. Left: Fraction of 25-mers covered by a repeated permutation of varying length
from 25 to 100: From the deposition sequence s* of length 74 used for GeneChip®
production, 98.45% of all 25-mers can be synthesized. Right: Assuming that each syn-
thesis step costs 1/100 (such that using 100 steps implies a cost of 1), the graph shows
the covered fraction per cost. The “best value” is obtained for a repeated permutation
5% with 72 steps or 18 full cycles (Was(s*) = 96.34%, 100 Was(s®) /72 = 1.338), but s*
is almost as cost-effective (100 Was(s*)/74 = 1.3304) and has higher coverage 98.45%.

The Affymetrix GeneChip® technology uses a repeated permutation of length
74, such as s* := (ACGT)'8AC, to synthesize 25-mers. Figure B (left) shows the
fraction of 25-mers contained in repeated permutations of increasing length: s*
covers a fraction of 98.45% of all 25-mers. Elongating s* further quickly results in
diminishing returns; for example, adding one additional nucleotide would result
in 99.04% of the 25-mers being covered. It is unknown to the author why the
length of 74 was chosen, but we offer the following hypotheses: The sequences
not covered by s* have somewhat extremal properties. For example, many of
them contain runs of a repeated nucleotide. We may assume that such oligos are
rarely used on microarrays because of undesirable thermodynamic properties,
so s* may cover in fact all oligos that are ever chosen to be placed on a chip.
For another argument consider Figure [ (right): In practice, each synthesis step
has a certain cost (mask production, chemicals, time, etc.). Assuming that the
production cost of a chip is proportional to the number of synthesis steps, we
see that using a deposition sequence of length 74 offers both high coverage in
absolute terms and close to optimal coverage per money.

3 The Number of p-Restricted p-Generated Sequences

We consider a variation of the previous problem, where we modify the notion of
subsequence: We allow that each character from s, which we call the generating
sequence, may produce a whole run (up to a specified length p) of this character.
Thus we write ¢ <, s if there exist n numbers 0 < r; < p for i =1,...,n, with
|t| = >°, ri, such that t = s]'sy?...s}». We say that ¢ is p-generated by s. For
p = 1, we get the usual notion of subsequence. Note that t <1, s implies [t| < p|s]|.
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Motivated by the 454 DNA sequencing technology (see below), we are only
interested in counting sequences that do not contain a single character run longer
than p; so we define ES as the set of all length-k strings over X' that do not
contain a”*! as a substring for any a € X and call them the p-restricted strings.

The set of p-restricted length-k strings p-generated by s is denoted by

Sk(s;p):i={t e Zﬁ 1t <, s}

It is important to note that a* <, aba, but a* ¢ 527, so a* ¢ Sa,(aba; p).
Therefore Sk (s;1) is different from Si(s) as defined in the previous section.

For the generating sequence s = (s1,...,S,), we may assume that s; # s;41
foralli=1,...,n—1,1ie., s € X7, since repetitions in the generating sequence
do not allow to generate additional p-restricted sequences.

We set Ci(s; p) := |Sk(s; p)| and Wi(s; p) := Pr(Sk(s; p)). Assuming s and p
fixed, we define for 1 <m <k, 0 <j <n and a € X the auxiliary quantities

Smjlal :=={t € X" :t <, s1...s5 and t,, = a}, Spjla] = Ub;ﬁ Shm.;10],
Cmjlal = |Sm ;[all, Cm.jla] := |Sm.;lall,

s

Wi jla] := P (Sm,slal), W, jla] := P (Sm,slal),

with the boundary cases Sy j[a] = {} and Sy j[a] = {€}. The structural recurrence
for Sy, ;la] is slightly more complicated than in the previous section, since we
need to express Sp, j[a] as a disjoint union to determine its cardinality.

Lemma 4. Let 1 <m < j. Then

| - Sm7j_1[a] Zf Sj 7é a,
Sma [a] = {U;n_lri{p,m} (Sm—r,jfl[a’] o {aﬂ‘}) Zf §5 = a,

where the union is disjoint.

Proof. The case s; # a is proved as in Lemmal Il

For s; = a, appending a” to any ¢t € S,,_, j_1]a] for any “run length” 1 <r <
min{p, m} clearly results in a distinct string in Sy, ;[a]. Note that any run length
in ¢ is bounded by r by assumption, and in ta” by construction since ¢ does not
end with a. This shows UT5 ™ s, - 1la]o{a"} C S jlal. Conversely, every
string in Sy, j[a] can be written uniquely as ta”, where r < p and r < m and
t € Spm—rj—1la] (possibly the empty string). Because of the uniqueness of the
above decomposition, the union is disjoint. a

Lemma [ immediately allows us to count Ck(s;p) and to determine Wy(s; p).
We only give the Bernoulli string model version for Wi(s; p) here.

Lemma 5. We have Wy jla| = 1 and Wy jla] = 0 for all a € ¥, j > 0. For
m >1 and j > 1, we have

1% [a] _ szj—l[a] if s; # a,
e Z;n:lri{m,p} Wm,m,ﬂa} . 7T£ Zf S; = a.

The desired result is Wi(s) = Wi nla] + Wi la] for any a € X.
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Remarks:

1. The recurrence in Lemma [ can be implemented to run in O(k(n + X))
arithmetic operations by remembering appropriate partial sums.

2. Using p = oo answers the question how many strings of length k match
the regular expression sij*so* ... s,*, where a* matches zero or an arbitrary
number of occurrences of @ € Y. In Section 2] we effectively determined how
many strings of length & match the regular expression s17s27...5s,7, where
a? matches zero or one occurrence(s) of a € X.

3. It is reasonable to conjecture that again a repeated permutation s* maxi-
mizes Ck(s; p) over all s € X" but this is so far not rigorously proved.

4. Even for arbitrarily large n and optimal s* € X", we have C(s;p)/|X*| <
| X /| 2% — 0 as k — oo, because the probability that a length-k sequence
contains a run longer than p approaches 1 as k — oc.

Analysis of 454 Sequencing. Recently, the company “454 Life Sciences” has
developed a massively parallel DNA sequencing technology (simply called “454
sequencing”). We refer the reader to [I] and www.454.com for more detailed
information. Several copies of an organism’s genome are randomly cut into DNA
fragments; a part of the sequence of each fragment is determined in parallel,
and finally the fragment sequences can assembled to retrieve the whole genomic
sequence if each position of the genome is covered by enough fragments. Many
copies of one single fragment type are attached to a microscopic bead; each bead
is held in place in a different well of the reaction carrier (70 mm x 75 mm).
A typical reaction carrier has 1.6 million wells, from which typically 200,000
different high-quality fragment reads can be obtained.

The fragments are sequenced by synthesizing the complementary (A < T,
C « G) DNA strand to each fragment in several steps. Initially, the complemen-
tary strand of each fragment is empty but ready for extension at its starting
point. Then, e.g., in an A-step, T-nucleotides are flooded over the reaction car-
rier, and Ts are incorporated into complementary strands in those wells where
the next character in the fragment sequence is A. Successful elongation of the
complementary strand results in a flash of light from the corresponding wells.
The light emission pattern is detected with a CCD camera for all wells in par-
allel. If a fragment contains a consecutive run (homopolymer) of As, all of their
counterpart Ts are incorporated in a single step and the light intensity is propor-
tional to the run length. This works reliably only up to a certain length p = 8,
which was the reason for introducing p-restricted strings above. Sequences that
contain longer homopolymers cannot be reliably sequenced.

Sequencing steps for different nucleotides are repeated in a cyclic pattern
for ¢ cycles, e.g., (ACGT)¢. This process cannot go on forever because the sig-
nal/noise ratio deteriorated over time. Public information (as of February 2005)
atlwww.454 . com states that high-quality sequencing of on average 100-base reads
is achieved in 42 cycles of TACG. It has also been attempted to use 84 and 168
cycles for high-quality reads of 200 and 400 bases, respectively.

The key issue is that the fraction of length-k DNA sequences that can be
reliably sequenced by this technology in n steps is precisely given by Wi(s; p),
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Fig. 3. Left: Fraction Wy of 454-sequenceable length-k DNA sequences by using a
repeated permutation of the alphabet for ¢ € {21,42,84,168} cycles, p = 8. Right:
Length distribution of the reliably sequenceable initial fragment of a random DNA
sequence, for ¢ and p as before. Vertical lines mark the expected lengths.

where p = 8 and s is a repeated permutation of the DNA alphabet. Assuming a
uniform distribution 7, = 1/4 for each a € X, we thus determine which fraction
Wi ((ACGT)%; 8) of length-k DNA sequences for 1 < k < 550 can be reliably
sequenced in ¢ € {21,42,84,168} full cycles.

The results are visualized in Figure 3] (left). The longest sequence lengths for
which the sequenceable fraction exceeds 99% are kg = 48, 101, 209, and 427
for ¢ = 21, 42, 84, and 168 cycles. 85.8% of length-50 sequences are sequenceable
in 21 cycles, 94.0% of length-100 sequences in 42 cycles, 98.55% of length-200
sequences in 84 cycles, and 99.48% of length-400 sequences in 168 cycles.

A different perspective is shown in Figure Bl (right): If T is any (potentially
infinite) random sequence according to the uniform distribution, a certain finite
prefix will be reliably sequenced by the generating sequence s = (ACGT)¢. Let
L.(T) denote the length of this prefix for ¢ cycles. The figure shows the distribu-
tion of L, for ¢ € {21,42, 84,168} cycles, which is obtained as follows. The proba-
bility that sequencing ends after k steps or later is Wy = Wi(s; p). Therefore, the
probability that the read ends ezactly after k steps is P(L. = k) = Wi, — Wgy1.
The figure also shows that the expected sequence read length E[L.] for 21 (42, 84,
168) cycles is 55.4 (111.4, 223.1, 446.3), which exceeds the company-guaranteed
values of 50 (100, 200, 400) by more than 10%. To guarantee these expected read
lengths, only 19 (37.75, 75.5, 150.75) cycles, i.e., 76 (151, 302, 603) steps would
in fact be necessary on random sequences.

4 Longest Increasing Subsequence Length Distribution

We consider an ordered alphabet X' := {1,..., K} and a string s € X", and
equip X" with a Bernoulli probability measure P,, given by a probability vector
m = (m1,...,mK), such that P, (s) = [[j_, 7. Several algorithms (e.g., [6,2])
compute the length LIS(s) of the longest increasing subsequence in s.
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Our counting method is based on the patience sorting algorithm, which scans
s from left to right and keeps track of a subset x C [K] := {1,..., K} whose
cardinality after j steps is equal to LIS(sy ...s;). We write 2[%] for the power
set of {1,...,K}. Initially, we set ko = {} and in step j = 1,...,n, k; is
computed in O(log K) operations as k; := u(kj_1, s;) from the update function
w: 2K % [K] — 2l (k,¢) > kT, defined as follows:

— If ¢ € K, do nothing, i.e., set kT := &.

— If ¢ ¢ k and k contains no element > ¢, add ¢, i.e., set KT := kU {c}.

— If ¢ ¢ K and there exists k € k with k& > ¢, find the smallest such £ and
decrease it to ¢, i.e., set kT =k \ {k} U{c}.

A proof that |k;| = LIS(s1,...,s;) and an explanation in terms of stacks of
cards is found in [2]. The running time is seen to be O(nlog K). To avoid running
patience sorting for all K™ sequences separately, we condition on : Let () be
the final set x; in patience sorting when it is applied to t € X7, We set

Si(k) ={te & :x;(t) =x},  Cj(r):=S;(R)|,  Wjk) ==P;(S;(x)).

It follows that for 0 < k <K,

= U s = 2 Gl = 2 Wil
“ﬁ 5 “ﬁ 5 “ﬁ 5

are the set, number, and weighted fraction of length-n sequences with LIS = k,
respectively. The following lemma presents a structural equation between S; (k)
and S;_1(x’), where £’ is an update-preimage under w.

Lemma 6. For j =0, we have So({}) = {¢}, C’o({}) =1, Wo({}) =1, and for
k€ 2 Kk £ {}, we have So(k) = {}, Co(k) = 0, Wo(k ) =0. For1<j<mn
and k € 2K

Sim) = U Simi(s) o {e},

(k’,c)eu—1(k)
Cj(ﬁl) = Z(n’,c)eu_l(n) Cj_l(l‘i/), and Wj(lﬁl) = Z(n’,c)eu_l(n) Wj—l(”i/) *Te.

Proof. The equations for C; and W; follow immediately from the one for §;
(obviously the union is disjoint), which in turn is a trivial consequence of the
correctness of the patience sorting algorithm (i.e., of the update function). O

Lemma [@] implies a “pull”-type dynamic programming algorithm for computing
W, (k), which has the disadvantage that the update rules must be read “back-
wards”, i.e., for given x, we need to determine the pairs (k', ¢) with k = u(x’, ¢).
It is easier to implement a “push”-type algorithm that pushes the information for
all (s, c) forward to the corresponding x* = u(k, c¢). This is shown in Figure Fl

Application: Significance Computations for Chaining Algorithms. In biological
sequence analysis, the following problem arises in several situations (e.g., when
attempting to classify proteins or to detect cis-regulatory modules): Certain
biological sequences (the family members) are characterized by the appearance
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Input: Alphabet size K, distribution = = (1,...,7k), sequence length n
Output: W, (k) for 0 < k < K as array w[0..K]
W[{}] — 1 and W [k] < 0 for x € 2] with |x| > 1 // Initialize array W’ [x] to Wo(k)
forj«—1,...,n
Wk] < 0 for k € 2 // reset array W to zero
// Invariant here: W’[k] = W;_1(k) and W[k] =0
for k € 2%L: for c € X
Kkt — u(k,c)
WKT] — Wk + W k] -
end for ¢; end for k
W —W // Invariant: Wk] = W’ [k] = W;(k)
end for j
wlk] —0for k—0,...,K
w[|s|] — w[|k|] + W[x] for all x € 25
return w

(K]

Fig. 4. Push-type dynamic programming algorithm to compute the length distribution
of the longest increasing subsequence for alphabet size K with character distribution
w = (m,...,7K) and sequence length n. Subsets k can be encoded as bit-vectors and
represented as integers in the range from 0 to 2% — 1.

of sequence motifs (e.g., substrings, regular expressions, or sequence profiles)
in a certain order. Let there be K distinct motifs and assume that true family
members usually contain all of them in the correct order 1,..., K. However, in
some family members some motifs may not be present or detected. To decide
whether a sequence should be classified as a family member, in a first step, all
motif occurrences are tabulated. Then the best chain of motifs is found in a
second “chaining” step. We assume that the quality of a chain is its length, so
we classify a sequence as a family member if the longest increasing sequence of
motif indices reaches a threshold ¢. To find a statistically significant value of ¢,
we determine the frequency p; of length-¢ chains in random sequences.

We assume that the motifs are chosen in such a way that each one occurs
with low frequency 0 < fr < 1 in random sequences. If also f := Zszl fi <1,
motif occurrences can be treated as a Poisson process along a random sequence
of length m: If N is the total number of motif occurrences, then E[N] = A :=
m - f, and the distribution of N can be well approximated as Poisson(\) with
P(N =n) = exp(—A) - A"/nl. Given that a motif occurs at some position, it is
motif k& with probability 7y := fi/f.

It follows that the probability of observing an increasing motif sequence of
length k in such a random sequence is given by Wpgisson(r) (k) := S0 o exp(—A)-
A" /nl - W, (k). The p-value associated to a threshold length ¢ is then p; =
Zf:t Whroisson(x) (k). Now ¢ can be chosen such that p; is reasonably small.

For example, for K = 6 distinct motifs that each appear once in 100 positions
on average and sequence length m = 100, we have A = 6 motif occurrences on av-
erage. The Poisson mixture distribution Wegisson(r) (k) := oo o exp(—=A)A"/nl-
W, (k) is shown on the left side of Figure Bl the p;-values on the right side:
Thresholds of 5 and 6 imply ps = 0.0165 and pg = 0.0006, respectively.
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Distribution of L, for K=6 and n~Poisson(6) P-values p, for K=6 and n~Poisson(6)

p, =PL,>=1)

L
1 5 0 1

2 3 4 2 3 4
Increasing subsequence length k Increasing subsequence length threshold t

Fig. 5. Left: Length distribution of longest increasing subsequences for alphabet size
K = 6 and random sequence length N ~ Poisson(6). Right: Associated p-values.

Concluding Remarks. There is considerable literature about subsequence com-
binatorics (exact and asymptotic counting) on permutations, but there are few
results on words, despite the fact that these have interesting practical conse-
quences, as we have shown. Subsequence combinatorics contains a number of
interesting problems., e.g., it remains open to prove that indeed the repeated per-
mutations maximize the number of distinct p-restricted p-generated sequences.
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