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Abstract. This paper, we propose a fuzzy clustering-based on aggregate attrib-
ute method for classification tasks, which comprises three phases: (1) Calculate 
the aggregate attribute values. (2) Apply fuzzy clustering to cluster the aggre-
gate values. (3) Predict the testing data’s class. For verifying proposed method, 
we use two datasets to illustrate our performance, the datasets are: (1) Iris; (2) 
Wisconsin-breast-cancer dataset. Finally, we compare with other methods; it is 
shown that our proposed method is better than other methods. 

1   Introduction 

To assign new instances from a domain to one class of mutually exclusive classes 
based on the observed attributes of the instance is a common problem that occurs in 
the sciences, social sciences and business. The increasing complexity and dimension-
ality of classification problems, it is necessary to deal with structural issues of the 
identification of classifier systems. Selecting the important attributes and determining 
effective initial discretization of the input domain are important tasks [2, 7]. But the 
problems are difficulty and complexity problem in the real world. 

In this paper, we propose a fuzzy clustering-based on aggregate attribute method 
for classification tasks. An aggregate attribute value is composed of a set of attributes 
[15]. We obtain aggregate value by beta coefficient, and use fuzzy c-means to build 
clusters by aggregate values. In order to verify our method, we use two databases: (1) 
Iris dataset; (2) Wisconsin-breast-cancer dataset. Moreover, estimating accuracy is 
important that it allows one to evaluate how accurately a given classifier will label 
future data, that is, data on which the classifier has not been trained [7]. Therefore, we 
partition the dataset as training/testing data for estimating accuracy. Finally, the result 
presented the accuracy of the proposed method is better than the existing methods. 

The rest of this paper is organized as follows. In Section 2, we briefly review lit-
erature. In section 3, we describe the proposed method in detail. In section 4, we pre-
sent some actual example to verify our method and compare with other methods. 
Finally, section 5 is conclusion. 

2   Preliminary 

In this section, we describe about the fuzzy clustering method and regression, and 
beta coefficient. 
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2.1   Fuzzy Cluster Method 

Clustering has been obtaining popularity as an efficient tool of data analysis to under-
stand and visualize data structures. The different types of clustering algorithms can be 
classified into hierarchical, partitional, categorical and large DB. In partitional cluster-
ing algorithms, there are many clustering algorithm such as Squared error clustering 
algorithm, K-means clustering, PAM (partitioning around medoides) algorithm, Bond 
energy algorithm (BEA), clustering with genetic algorithms, clustering with neural 
networks etc [7].  

The prevalent formulation of this task is to use C feature vectors 

( 1, 2, ...., ) C

j
v j C R= ∈  to represent the C clusters such that a sample kx  is classified 

into the jth cluster according to some measure of similarity and its corresponding 
objective function. Two types of clustering techniques are usually of consideration, 
namely, hard (or crisp) clustering and fuzzy (or soft) clustering. Formally, hard clus-
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Fuzzy C Mean (FCM), is the most famous and basic fuzzy clustering algorithm. 
FCM attempts to find a fuzzy partition of the data set by minimizing the following 
within group least-squares error objective function with respect to fuzzy memberships 

iku  and center iv : 
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where 1m >  is the fuzziness index used to tune out the noise in the data, n is the 

number of feature vectors kx , 2c >  is the number of clusters in the set and 

( ; )k id x v  is the similarity measure between a datum and a center. Minimizing mJ  

under the following constraints: 
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yields an iterative minimization pseudo-algorithm well known as the FCM algorithm. 

The components ilv  of each center iv  and the membership degrees iku  are updated 

according to the expressions 



480 J.-W. Wang and C.-H. Cheng 

1

1

n
m

ik kl

k

il n
m

ik

i

u x

v

u

=

=

=
∑

∑
 (3) 

and 

2 / 1

1

1

( ; )
( )

( ; )

ik c
mk i

j k j

u
d x v

d x v

−

=

=

∑
 

(4) 

The membership matrix ( , )U c n  is initialized randomly or by defining 
(0) ( , )U c n  as follows: 

( 0) 2 2
(1 )

2 2
u r

U U U= − +  (5) 

where [1/ ]
u

U c=  and rU  is a random hard partition of data. 

2.2   Regression 

In multiple regression analysis, we study the relationships among three or more vari-
ables. We write the multiple regression model as follows [6]: 

jkjkjji exxxy +++++= ββββ L22110  (6) 

where iy  is a typical value of Y, the dependent variable, from the population of inter-
est; kβββ ,,, 10 K  are the population partial regression coefficients; and kjjj xxx ,,, 21 K  

are observed values of the independent variables kXXX ,,, 21 K , respectively. je
 are 

assumed to be random and normal distribution ( )2,0 σN , nj ,,2,1 L= .  

2.2.1   Beta Coefficient 
The standardized the coefficients are called beta coefficients. The steps of the beta 
coefficients are [6]:  

(1) Standardized all of your variables ( ) ySyyy /1 −= , denote 1y  is the standardized 

of the y, y  is the mean of the y. and yS  is the standard deviation of y.  

(2) Assume 1z  is standardized of the 1X , 2z  is standardized of the 2X .  

(3) Then, we can obtain the regression model. 22111 zzy ×+×= ββ . 
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The advantage of Beta coefficients (as compared to regression coefficients which 
are not standardized) is that the magnitude of these Beta coefficients allows you to 
compare the relative contribution of each independent variable in the prediction of the 
dependent variable. 

3   Fuzzy Clustering-Based on Aggregate Attribute Method  

In this section, we proposed a method based on fuzzy clustering technique and the 
aggregate attribute. Assume there are n attributes nvar..., ,varvar 2 ,1 . We use the beta 

coefficient to calculate the aggregate values, and then we use the fuzzy clustering 
method to cluster the value. The concept is shown in figure 1.The advantage of Beta 
coefficients is: (1) eliminates the problem of dealing with different units of measure-
ment (2) allows you to compare the relative contribution of each independent variable 
in the prediction of the dependent variable. The section 3.1 is the steps of this process, 
and the section 3.2 is the algorithm for the proposed method. 

 
 
 
 
 
 
 
 

 
 
 
 
 

Fig. 1. The concept of the proposed method 

The steps of this process are described below: 

A. Data selection & transformation: Extract features (Selection input variable and 
class variable), transform or consolidate into appropriate forms. The fundamental 
task of variable selection must be performed by the analyst. Moreover, the selec-
tion of a dependent variable is many times dictated by the research problem and 
the research target. 

B. Calculate the aggregate value: Different input variables have different influence 
on the class variable. We calculate the aggregate value between the attributes by 
Beta coefficient. 

C. Cluster the aggregate value: Use the fuzzy cluster method to cluster the aggre-
gate value. 

D. Evaluation: Compare accuracy with the past research. 

Var1 

Var2 

Aggregate value 

Varn 
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3.1   The Algorithm for Proposed Method  

In this section, we present the algorithm for proposed method. Assume an n tuples 
relation database including 6 attributes is shown as Table 1. The attributes “ 1X ”, 

“ 2X ”, “ 3X ” and “ 4X ” are called input variables and the attribute “Class” is called a 
class variable. And the NO is the tuple’s number.  

Table 1. A relation database 

NO 1X  2X  3X  4X  Class 

1O  11X  21X  31X  41X  1C  

2O  12X  22X  32X  42X  2C  

M  M  M  M  M  M  

nO  nX1  nX 2  nX 3  nX 4  nC  

Step 1: Data selection & transformation: 
We use the 50% dataset as training data, and the 50% as testing data. 

Step 2: Calculate the aggregate value by training data: 
In this paper, we use the beta coefficient to calculate the aggregate attribute 
value. 

inikk xxx βββ +++= L2211n valueaggregate The  (7) 

     Where the iβ  is beta coefficient of the ith input variable, inX  is the ith input 
variable. n is the number of tuple in database. 

Step 3: Building clusters:  
Use fuzzy c-means to build clusters by aggregate values. This step is to 
build clusters by aggregate values. Assume that we obtain k clusters  
(i.e., kCCC ,,, 21 K ) shown as below: 

{ } { } { }jkkkkjiiiiP aaaCaaaCaaaC ,2,1,,2,1,,12,11,11 ,,,,,,,,,,,
1

KLKLK ===  (8) 

             where ija denotes the jth aggregate value of iC . 

Step 4: Predict the testing data’s class:  
Calculate the Euclidean distance iDist  between the tuple of testing data and iC .   

( )2
_ ijcenterii aCDist −=  (9) 

              where centeriC _  is the ith cluster center, and the minimal iDist   denotes “The 

tuple belongs to iC .” 

Step 5: Evaluation: Compare accuracy with the past research. 
For verifying proposed method, we use two public datasets to illustrate our 
performance, the datasets are: (1) Iris dataset; (2) Wisconsin-breast-cancer 
dataset. 
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4   Numerical Simulations and Results 

For verification and comparison, we use two datasets: (1) Iris dataset; (2) Wisconsin-
breast-cancer dataset. The two examples are the well-known classification problem, 
and the data is freely available in the internet [4, 10, 11]. 

4.1   Iris Dataset 

There are three species (or class labels) in the class variable: setosa, versicolor, and 
virginica. From each species there are 50 observations for sepal length (SL), sepal 
width (SW), petal length (PL), and petal width (PW) in cm. The dataset is shown in 
Table 2. (1)From step 1 we partition the dataset, the 50% dataset as training data and 
others as testing data. (2) Secondly, we obtain aggregate value (see Table 4) from the 
proposed method. The beta coefficient (see Table 3) is shown in table. (3) Thirdly, 
use fuzzy c-means to build clusters by aggregate values. We can obtain the cluster 
center. It is shown in Table 5. (4) Finally, we can use the training’s cluster to predict 
the testing data’s class by equation (9). 

The experimental result is shown in Table 6. The proposed model is compared with 
Chen and Yu’s algorithm [5], Wu and Chen’s algorithm [16], and Hong and Lee’s 
algorithm [8]. From Table 6, the results indicate the proposed algorithm is the best 
performance in testing data, and the accuracy rate is 97.3333%. 

Table 2. Iris dataset 

Data 
no 

Sepal 
length 

Sepal
width

Petal
length

Petal
width

Class

1 5.1 3.5 1.4 0.2 1 

2 4.9 3 1.4 0.2 1 

... 

149 6.2 3.4 5.4 2.3 3 

150 5.9 3 5.1 1.8 3 

Note. The class values: 1 is setosa; 2 is versicolor; 3 is virginica. 

Table 3. Beta coefficient 

Variables Beta coefficients 
Sepal_length -0.11092 
Sepal_width -0.02342 
Petal_length 0.488904 
Petal_width 0.568151 

Note. a. Dependent Variable: Class. 
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Table 4. Aggregate attribute 

Data 
no 

sepal 
length 

sepal
width

petal
length

petal
Width

Aggre-
gate value 

1 5.1 3.5 1.4 0.2 -0.11121
2 4.9 3 1.4 0.2 -0.06234
... ... ... ... ... ... 

74 6.3 2.7 4.9 1.8 2.332041

75 6.7 3.3 5.7 2.1 2.800344

Table 5. Cluster center 

Fuzzy c-means cluster cen-
ter 

-0.03307 

1.773493 

2.661606 

Table 6. Comparison results with other methods for iris dataset 

Algorithms Classification 
accuracy rate 

The proposed algorithm 
(75 training instances and 75 testing instances) 

97.3333% 

Chen and Yu’s algorithm 
(75 training instances and 75 testing instances) 

96.3427% 

Wu and Chen’s algorithm 
(75 training instances and 75 testing instances) 

96.2100% 

Hong and Lee’s algorithm 
(75 training instances and 75 testing instances) 

95.5700% 

4.2   Wisconsin-Breast-Cancer Dataset  

The second numerical example concerns the determination of the breast cancer in 
humans from Wisconsin University hospital in Madison, USA. This is also freely 
available in the Internet via anonymous ftp from ics.uci.edu in directory/ pub/ ma-
chine-learning-databased/ Wisconsin-breast-cancer. This problem has 9 features/input 
attributes which determine whether a patient is benign or malign. The 9 features are: 
(a) Clump Thickness (b) Uniformity of Cell Size (c) Uniformity of Cell Shape (d) 
Marginal Adhesion (e) Single Epithelial Cell Size (f) Bare Nuclei (g) Bland Chromatin  
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(h) Normal Nucleoli (i) Mitoses. There are 683 samples/patterns. This data has been 
used in the past by Mangasarian et al. [10, 11] and Bennet et al. [4]. The dataset is 
shown in Table 7. The beta coefficient is shown in Table 8. 

We use the 50% dataset as training data, and the 50% as testing data. The result of 
the breast cancer classification problem is shown in Table 9. As the error estimates 
are either obtained from 10-fold cross validation or from testing the solution once by 
using the 50% of the data as training set. The related methods [1, 12, 13, 14] are com-
pared with the proposed model. From Table 9, the proposed model is the best per-
formance and the accuracy rate is 98.2%.  

Table 7. The Wisconsin-breast-cancer dataset 

ID 
Clum

p Thick-
ness 

Uni-
formity 
of Cell 

Size 

Uni-
formity 
of Cell 
Shape 

Mar-
ginal 

Adhe-
sion 

Sin-
gle 

Epithe-
lial Cell 

Size 

Bare 
Nuclei 

Blan
d Chro-
matin 

Nor
mal 

Nucleoli

Mi-
toses Class 

63
375 

9 1 2 6 4 10 7 7 2 2 

12
8059 

1 1 1 1 2 5 5 1 1 1 

…
 

16
0296 

5 8 8 10 5 10 8 10 3 2 

Note. The class values: 1 is benign, 2 is malign. 

Table 8. The beta coefficient 

Variables Beta Coefficients 

Clump Thickness 0.26101 

Uniformity of Cell Size 0.032392 

Uniformity of Cell Shape 0.143727 

Marginal Adhesion 0.094532 

Single Epithelial Cell Size 0.074322 

Bare Nuclei 0.345085 

Bland Chromatin 0.03087 

Normal Nucleoli 0.09801 

Mitoses 0.013683 

Note. a. Dependent Variable: Class. 
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Table 9. Comparison results with other methods for wisconsin-breast-cancer dataset 

Algorithms Classification 
accuracy rate 

The proposed model 
(342 testing instances) 

98.2% 

Konstam’s algorithm 
(342 testing instances) 

97.5% 

Setiono’s algorithm 
(2000) 

97.36 

Setiono’s algorithm 
(2000) 

98.1 

Pena-Reyes and Sip-
per(2000) 

97.36 

Pena-Reyes and Sip-
per(2000) 

97.07 

Nauck and Kruse(1999) 95.06 

5   Conclusions 

For solving classification problems, we have proposed a fuzzy clustering-based on 
aggregate attribute method. From two datasets’ experiment results; we can see that the 
accuracy of the proposed method is better than the existing methods. That is, the pro-
posed method can get better estimated accuracy than the existing methods. In the fu-
ture, we could consider other aggregate attribute methods to improve the performance.  
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