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Preface

The International Conference on Intelligent Tutoring Systems (ITS) provides a
leading international forum for the dissemination of original results in the de-
sign, implementation, and evaluation of intelligent tutoring systems and related
areas. The conference draws researchers from a broad spectrum of disciplines
ranging from artificial intelligence and cognitive science to pedagogy and educa-
tional psychology. ITS 2006 (http://www.its2006.org/), the eighth in this series
of biennial conferences, took place during June 26–30, 2006 at the National Cen-
tral University in Jhongli, Taiwan. Previous ITS conferences have been held in
Montreal, Canada (in 1988, 1992, 1996, and 2000), San Antonio, Texas, USA (in
1998), Biarritz, France and San Sebastian, Spain (in 2002) and Maceio, Alagoas,
Brazil (in 2004).

The theme of ITS 2006, “Intelligent Tutoring Scales Up!”, raises important
issues for the future of ITS research. The conference explored intelligent tutor-
ing systems’ increasing real-world impact on a global scale. Improved authoring
tools and learning object standards have enabled fielding systems and curricula
in real-world settings on an unprecedented scale. Researchers have deployed ITSs
in ever larger studies and increasingly have used data from real students, tasks,
and settings to guide new research. With high volumes of student interaction
data, data mining, and machine learning, tutoring systems are learning from
experience and improving their teaching performance. The increasing number
of realistic evaluation studies has also broadened researchers’ knowledge about
the educational contexts for which ITSs are best suited. At the same time, re-
searchers have explored how to expand and improve ITS/student communica-
tions, for example, how to achieve more flexible and responsive discourse with
students, help students integrate Web resources into learning, use mobile tech-
nologies and games to enhance student motivation and learning, and address
multicultural perspectives.

The full papers and posters presented at ITS 2006 covered a wide range of
ITS topics, including adaptive hypermedia, evaluation of instructional systems,
learning environments, affect and models of emotion, human factors and inter-
face design, machine learning in ITS, agent-based tutoring systems, instructional
design, narratives in learning, natural language and discourse, architectures,
instructor networking, pedagogical agents, assessment, intelligent agents, ped-
agogical planning, authoring systems, intelligent Web-based learning, situated
learning, case-based reasoning systems, intelligent multimedia systems, speech
and dialogue systems, cognitive modeling, Internet environments, student model-
ing, collaborative learning, knowledge acquisition, virtual reality, digital learning
games, knowledge construction, Web-based training systems, distributed learn-
ing environments, knowledge representation, wireless and mobile learning, elec-
tronic commerce and learning, and learning companions.



VI Preface

This volume comprises all of the full papers and short papers associated with
posters presented at ITS 2006. These 107 papers have survived a highly selective
process. Of a total of 202 submissions, the Program Committee selected 67 full
papers for oral presentation and 24 short papers for poster presentation. A later
poster submission process yielded additional poster-related papers for a total
of 40.

In addition to presentation of papers, ITS 2006 included a panoply of work-
shops, tutorials, posters, a student-track session, and invited keynote addresses
from seven distinguished scholars:Yam San Chee, National Institute of Education,
Singapore; Jim Greer, University of Saskatchewan, Canada; Ulrich Hoppe, Uni-
versity of Duisburg-Essen, Germany; Kinshuk, Massey University, New Zealand;
Helen Pain, University of Edinburgh, UK; Rosalind Picard, Massachusetts Insti-
tute ofTechnologyMediaLaboratory,USA;andOvidJ.L.Tzeng,AcademiaSinica,
Taiwan.

Many people participated in making ITS 2006 a success. Tak-Wai Chan (Na-
tional Central University, Taiwan) served as Conference Chair, with Mitsuru
Ikeda (Advanced Institute of Science and Technology, Japan) and Kevin Ashley
(University of Pittsburgh, USA) as Program Committee Co-chairs. A complete
listing follows, but here we would especially like to thank: General Chair Wen-
Lian Hsu (Academia Sinica, Taiwan), Local Organization Chair Richard Chih-
Hung Lai (National Central University, Taiwan), Workshop Co-chairs
Vincent Aleven (Carnegie Mellon University, USA) Chen-Chung Liu (National
Central University, Taiwan) and Yao-Tin Sung (National Taiwan Normal Uni-
versity, Taiwan), Tutorial Co-chairs Oscar Lin (Athabasca University, Canada)
and Wu-Yuin Hwang (National Central University, Taiwan), Panel Chair Tak-
Wai Chan, (National Central University, Taiwan), Poster Co-chairs Tsukasa Hi-
rashima (Osaka University, Japan) and Chih-Yueh Chou (Yuan Ze University,
Taiwan) and Student Track Co-chairs Tanja Mitrovic (University of Canterbury,
New Zealand) and Von-Wun Soo (National University of Kaohsiung, Taiwan).
We thank the Program Committee and the External Reviewers for their thought-
ful and timely participation in the paper selection process. The members of the
Local Organizing Committee at the National Central University, Jhongli, Tai-
wan, worked especially long and hard: Financial and Registration Chair Jie-Chi
Yang, Publicity Co-chairs Oscar Yang-Ming Ku and Magi, Exhibition Co-chairs
Emily Ching and Legend Chang, Accommodation Co-chairs Jen-Hang Wang
and Amy Yu-Fen Chen, Transportation Chair Zhi-Hong Chen, Website Chair
Peter Chang, Technology Support Chair Eric Yu, Business Manager Hsiu-Ling
Tsai and Social Event Co-Chairs Tzu-Chien Liu, Yi-Chan Deng, and Andrew
Lee (Taipei Municipal Da-Hu Elementary School). As always, the ITS Steering
Committee and its Chair, Claude Frasson (University of Montreal, Canada),
provided steady guidance.

Finally, we gratefully acknowledge Springer for its continuing support in pub-
lishing the proceedings of ITS 2006 and the generous support of the Taiwan-
based sponsors of ITS 2006, including the National Science Council, R.O.C.,
Ministry of Education, R.O.C., Taipei City Government, R.O.C. National Sci-
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ence and Technology Program for e-Learning, and Taiwanese Association for
Artificial Intelligence.

June 2006 Kevin Ashley and Mitsuru Ikeda
Co-chairs, Program Committee

Tak-Wai Chan
Conference Chair, ITS 2006
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Wilhelmiina Hämäläinen, Mikko Vinni . . . . . . . . . . . . . . . . . . . . . . . . . . . 525

Motivation

Raising Confidence Levels Using Motivational Contingency Design
Techniques

Declan Kelly, Stephan Weibelzahl . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 535

Motivating the Learner: An Empirical Evaluation
Genaro Rebolledo-Mendez, Benedict du Boulay,
Rosemary Luckin . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 545

Approximate Modelling of the Multi-dimensional Learner
Rafael Morales, Nicolas van Labeke, Paul Brna . . . . . . . . . . . . . . . . . . . . 555

Diagnosing Self-efficacy in Intelligent Tutoring Systems: An Empirical
Study

Scott W. McQuiggan, James C. Lester . . . . . . . . . . . . . . . . . . . . . . . . . . . 565

Natural Language Techniques for Intelligent Tutoring
Systems

Using Instant Messaging to Provide an Intelligent Learning Environment
Chun-Hung Lu, Guey-Fa Chiou, Min-Yuh Day, Chorng-Shyong Ong,
Wen-Lian Hsu . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 575

ArikIturri: An Automatic Question Generator Based on Corpora
and NLP Techniques

Itziar Aldabe, Maddalen Lopez de Lacalle, Montse Maritxalar,
Edurne Martinez, Larraitz Uria . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 584



Table of Contents XXI

Observing Lemmatization Effect in LSA Coherence and Comprehension
Grading of Learner Summaries

Iraide Zipitria, Ana Arruarte,
Jon Ander Elorriaga . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 595

Scaffolding

Adaptable Scaffolding – A Fuzzy Approach
Selvarajah Mohanarajah, Ray Kemp,
Elizabeth Kemp . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 604

P.A.C.T. – Scaffolding Best Practice in Home Tutoring
Orla Lahart, Declan Kelly, Brendan Tangney . . . . . . . . . . . . . . . . . . . . . . 615

Scaffolding Problem Solving with Annotated, Worked-Out Examples
to Promote Deep Learning

Michael A. Ringenberg, Kurt VanLehn . . . . . . . . . . . . . . . . . . . . . . . . . . . . 625

Scaffolding vs. Hints in the Assistment System
Leena Razzaq, Neil T. Heffernan . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 635

Simulation

An Approach to Intelligent Training on a Robotic Simulator Using
an Innovative Path-Planner

Roger Nkambou, Khaled Belghith,
Froduald Kabanza . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 645

Robust Simulator: A Method of Simulating Learners’ Erroneous
Equations for Making Error-Based Simulation

Tomoya Horiguchi, Tsukasa Hirashima . . . . . . . . . . . . . . . . . . . . . . . . . . . 655

Tutorial Dialogue and Narrative

Evaluating the Effectiveness of Tutorial Dialogue Instruction
in an Exploratory Learning Context
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Abstract. This paper presents automated expert modeling for auto-
mated student evaluation, or AEMASE (pronounced “amaze”). This
technique grades students by comparing their actions to a model of ex-
pert behavior. The expert model is constructed with machine learning
techniques, avoiding the costly and time-consuming process of manual
knowledge elicitation and expert system implementation. A brief sum-
mary of after action review (AAR) and intelligent tutoring systems (ITS)
provides background for a prototype AAR application with a learning
expert model. A validation experiment confirms that the prototype ac-
curately grades student behavior on a tactical aircraft maneuver appli-
cation. Finally, several topics for further research are proposed.

1 Introduction

This paper presents Automated Expert Modeling for Automated Student Evalu-
ation (AEMASE, pronounced “amaze”). The dual use of the word “automated”
denotes a degree of automation beyond that of existing approaches which auto-
mate student evaluation only after the expensive and time consuming process
of implementing an expert system. To train the tutor, a subject matter expert
demonstrates the desired behavior in a simulator or other instrumented envi-
ronment. Next, machine learning techniques are used to build a model of the
demonstrated behavior. Students working in the same task environment can
then be graded by the expert model. Afterwards, the student and a human in-
structor can quickly review the training session by interacting with a plot of
the time-dependent grade, which is linked to a video recording of the training
session.

2 Background

This section reviews relevant aspects of After Action Review (AAR) and Intelli-
gent Tutoring Systems (ITS). Both AAR and ITS are relevant because they may
incorporate automated student evaluation. Most automated student evaluation
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research has been conducted in the field of ITS, but most ITS are designed to
confer declarative knowledge. AAR (which is rooted in military practice) is par-
ticularly relevant because tactical and strategic knowledge are heavily dependent
on spatiotemporal pattern learning, which is amenable to automated modeling.

2.1 After Action Review

After action review (AAR) is a general process for review and discussion of a
training session in order to evaluate performance, diagnose problems, and build
on successes. AAR is typically based on face-to-face interaction rather than a
computer application.

The U.S. and Canadian Armies use the following AAR steps: [1] 1) Plan:
select training objectives, important events, and arrange data collection for the
exercise. 2) Prepare: stage data collection mechanisms, collect data during the
exercise, and organize the presentation of the collected data. 3) Conduct: discuss
training events and analyze student performance. The instructor should ensure
that students feel free to participate. 4) Follow Up: adjust upcoming training
to address issues raised during the AAR. The instructor maintains records of
student competency in key areas.

The use of AAR was pioneered by the U.S. Army in the mid 1970’s and has
been adopted by many others in government and industry [2]. The U.S. Army
Research Institute has developed several generations of AAR tools of increasing
capability [3]. The first computer-based AAR tool was the Unit Performance
Assessment System (UPAS), released in 1991. UPAS included some analytical
capability based on relational database queries. Current AAR-related research
focuses on developing automated measures of performance for AAR [4].

Outside of military applications, most research on automated student evalua-
tion is related to intelligent tutoring systems (ITS). The link between AAR and
ITS is a nascent development. AAR is traditionally used for live exercises with
human instructors teaching students to perform as a coordinated team. This is
a difficult setting for automated assessment tools because of the unconstrained
environment and complex interactions between individuals in a group. Auto-
mated assessment is becoming feasible due to the adoption of simulation-based
training.

2.2 Intelligent Tutoring Systems

This section briefly defines intelligent tutoring systems (ITS). AEMASE is a
technique for automated student evaluation, which is critical for ITS.

Personal tutoring is the most effective way to teach students. Studies consis-
tently conclude that tutoring improves average test scores [5] (reported in [6]).
Unfortunately, individual tutoring is prohibitively labor intensive and expen-
sive. Intelligent Tutoring Systems (ITS) are computer-based teaching or train-
ing systems which reduce cost by automating coursework selection, presentation,
and student evaluation. Most ITS contain at least three components [7]: 1) the
Expert Module, which contains the tutor’s domain expertise and problem-solving
capability; 2) the Student Module, which represents the student’s strengths and
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weaknesses in the domain; and 3) the Tutoring Module which selects exercises
and presents instruction.

Corbett [6] reviews the evidence that ITS can improve student test scores
by approximately the same amount as human tutoring. However, ITS cannot
provide cost savings over personal tutoring if the ITS require a large initial
investment and are difficult to modify.

Murray [8] provides a comprehensive survey of authoring systems for ITS
through 1999, including a categorization of ITS. AEMASE falls under “Expert
Systems and Cognitive Tutors,” which incorporate a cognitive model of domain
expertise, compare student behavior to the model, and provide feedback when
students vary from expected behavior. However, expert systems for ITS can be
difficult to construct. Murray states, “Authoring an expert system is a particu-
larly difficult and time-intensive task, and only certain tasks can be modeled in
this manner.” Automated expert model construction may lead to faster, cheaper
ITS development cycles.

3 Automated Expert Modeling for Automated Student
Evaluation

This section introduces automated expert modeling for automated student eval-
uation (AEMASE). All ITS automate student evaluation, but this technique
also automates training the expert model responsible for evaluating students.
To train the expert model, a subject matter expert demonstrates the desired
behavior in a simulator or instrumented environment. Next, machine learning
techniques are used to build a model of the demonstrated behavior. Then stu-
dents working in the same task environment can be compared to the expert
model. The objectives of AEMASE include: 1) broaden the scope of ITS to in-
clude training currently limited to subjective AAR by capturing implicit expert
knowledge; 2) rapid development to accommodate evolving mission scenarios
and tactics; 3) reduced development cost; and 4) raise the quality of training
by delivering ITS for applications which were previously limited to textbook or
group instruction.

The success of the approach depends on how well the model captures subject
matter expertise and student knowledge. Effective knowledge capture depends
on several factors including observability, the choice of modeling algorithm, and
the difficulty of the training task.

3.1 Observability

In order to build an expert model, the system must be able to observe one
or more experts performing relevant tasks. ITS normally assume observabil-
ity because the simulation environment is a computer-based application, often
purpose-built as an integral component of the tutoring system. With advances
in sensing and artificial perception [9], the scope of ITS can be expanded to
include less constrained training environments, which currently rely on manual
AAR with little automation. Modern tactical aircraft already record trajectory
information, which supports AAR of live training exercises and actual missions.
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3.2 Modeling Algorithm

The field of machine learning offers many algorithms suitable for modeling ex-
pert behavior. Reasonable choices include decision tree induction [10], learning
neural networks [11], Bayesian networks, and support vector machines. The AE-
MASE prototype uses a nearest neighbor algorithm [12]. At each time step, the
model receives an observation from the simulator. When the expert model is be-
ing trained, the observations are stored in the knowledge base. When a student
is being evaluated, each observation is compared to the knowledge base. Ob-
servations with no close match in the knowledge base are assumed to represent
anomalous student behavior and are assigned a low score. This approach does
not limit the model to a single correct solution for each situation; any expert
behavior contained in the knowledge base is acceptable.

The system represents an observation as a real-valued vector. Each observa-
tion must contain all the information required to select an appropriate action;
the Markov Property [13, 61] is assumed. In order to justify this assumption,
the sequence of observations is augmented with derived features. For instance,
an estimate of velocity can be derived from a sequence of positions. The system
provides a rich set of feature extractors including some which incorporate mem-
ory and goals. For instance, an observation may contain a set of features which
trace the recent trajectory of an entity.

If a very large amount of training data is available, the knowledge base may
become too large to store and search conveniently. The system uses k-medoid
clustering [12] to reduce the quantity and redundancy of data while preserving
most of its variation. A weighting function can be specified to retain important
observations while grouping together or discarding unimportant observations.
The observations retained after clustering form the context set of the model.

The crucial parameters for automated student evaluation influence the dis-
tance function which compares observed student behavior to expert behavior.
The system calculates the weighted Euclidean distance between observation vec-
tors a and b:

d2
a,b =

K∑
k=1

wk (ak − bk)2 (1)

where the vector w specifies a weight for each feature. The weight vector is a
parameter to the system. Weights should be chosen to emphasize features which
are essential to competent performance in the domain.

3.3 Task Difficulty

Different modeling approaches are suitable for different domains. The AEMASE
prototype focuses on spatiotemporal pattern learning. This class of problems
is both suitable to automated modeling, and challenging for manual knowledge
elicitation. The following passage from Kornecki et al. [14] describes aspects of
air traffic control (ATC) which present difficulty for manual knowledge elicitation
and rule-based expert modeling:
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In real ATC sectors, a controller’s actions are based on a subjective
evaluation of the situation and a rough mental projection of the aircraft
courses and computation of a future possible separation violation. There
is no extensive or precise arithmetic computation involving the geometric
relation between objects in three-dimensional space.

AEMASE uses behavioral modeling to capture the implicit, imprecise spa-
tial and contextual relations that form the knowledge bases of experts in tasks
such as air traffic control. Most existing ITS focus on declarative knowledge,
which is less ambiguous and more suited to conventional knowledge elicitation.
Automated expert model construction can compliment other techniques in a
comprehensive ITS.

4 Automated After-Action Review Application

This section describes AEMASE-AAR, an automated after-action review (AAR)
application which incorporates an expert model for evaluating students. Like
most intelligent tutoring systems, the system automatically evaluates students’
actions in real time by comparing them with the expert model. Unlike most ITS,
development of the expert model is largely automated. The approach avoids
manual knowledge elicitation and rule set authoring.

The AAR system is applied to tactical aircraft maneuver. This application
was developed with the assistance of Jonathan Whetzel, Justin Basilico, and
Kevin Dixon of Sandia National Laboratories. The AAR system has also been
applied to an AWACS weapons director simulator [15] with little modification.

4.1 The Stern Conversion Training Exercise

In air combat, a stern conversion is any sequence of maneuvers which place
the attacker behind the target, with the same altitude and heading, and within
weapons range. The desired position is relatively safe for the attacker and very
dangerous for the target.

Figure 1 shows three snapshots from stern conversion exercises. The pilots
execute the maneuvers in a high fidelity F16 flight simulator. At each time
step,the simulator reports its state, which includes the position of all entities
(the green and red trails in Figure 1). In this scenario, the target flies down from
the top of the screen. The pilot must execute a 180 degree turn (Figure 1(a))
to get behind the target. Figure 1(b) shows the trajectory of a USAF Lt. Col.
F16 pilot. Figure 1(c) shows the trajectory of a student on the same scenario.
The student offset to the right whereas the expert offset to the left, which is
an acceptable variation. However, the student trajectory is flawed because he
overshoots the target.

Given the headings and positions of the attacker and target, other state vari-
ables are derived including aspect angle, range, relative altitude, closure rate,
and angle off tail (Figure 2). The behavior model defines a space spanning these
features. The student is expected to keep the state of the scenario within the
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(a) Turning towards the
target

(b) An ideal stern con-
version

(c) A flawed stern con-
version

Fig. 1. Examples of the stern conversion task

manifold defined by the example behavior of subject matter experts. In terms of
the model, the goal of stern conversion is to drive the current system state into
a subspace which represents the completion criteria.

After the exercise, the AAR system displays a plot of the time-varying score
(Figure 3). A low score means that the student varied from expert behavior,
driving the system into a state not encountered by experts. The system also
records full-motion video of the student’s computer display. The recorded video
is linked to the score plot. By selecting any point in the plot, the student and
instructor can immediately review the student’s actions at the time in question.

Corbett [6] has shown that the learning benefits of ITS increase when the sys-
tem can not only detect student errors, but suggest correct solutions. AEMASE-
AAR offers analogy-based video recall to present relevant examples of expert

(a) Slant range: the Eu-
clidean distance (including
differences in altitude).

(b) Angle off: the dif-
ference between aircraft
headings.

(c) Aspect angle: the angle
from the target to the sub-
ject.

Fig. 2. Features extracted for evaluating student performance on the Stern Conversion
training task. Red triangles represent target aircraft.
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Fig. 3. Time-varying score for the flawed trajectory in Figure 1(c). The low point of
the score indicates where the student overshoots the target.

behavior. The student uses the timeline (Figure 3) to select a point just prior
to a decline in score. The student can then access a list of situations encoun-
tered by subject matter experts during automated knowledge elicitation. The
situations are listed in order of similarity to the situation in question. Selecting
an example situation initiates a video replay of relevant expert behavior. There
is no need to manually index the catalog of expert video footage; the distance
function determines situation relevance automatically.

5 An Experiment in Student Evaluation

The time and cost savings of AEMASE do not matter unless the technique is
effective in evaluating students. This section presents an experiment designed to
assess the discriminative ability of an expert model created through automated
knowledge elicitation on the stern conversion task. The data for this experiment
were collected for a study (not yet published) designed by Chuck Lance (Uni-
versity of Georgia), Brian Schreiber (U.S. Air Force Research Lab), and Lt. Col.
(ret.) Mark Warner. The description of the data comes from private correspon-
dence with Brian Schreiber.

In the study, subjects performed stern conversions in a high fidelity F16 flight
simulator. Four subjects conducted two trials of nine different conditions for a
total of 72 trials. In all conditions, the target began at a range of 15 miles and a
speed of 450 knots, with the F16 traveling at 350 knots. The starting position and
trajectory of the target varied between conditions. In each condition the target
either flew in a straight line or performed a 180 degree turn. The simulator state
was sampled at 20 Hz. Of the four subjects, two were Lieutenant Colonels and
seasoned F16 pilots with extensive experience in the F16 simulator. The other
two subjects were not pilots. They flew the simulator semi-frequently and had
general declarative and procedural knowledge of the simulator controls and the
stern conversion task, but rarely practiced.

One of the trials was incomplete (for all four subjects), leaving 68 trials. Each
trial was graded a success or failure. A subject matter expert at the Air Force
Research Lab evaluated a sample of trials, and we manually assessed the other
trials. Trials were graded mainly by accomplishment of the desired end state
– behind the target at a range of 3, 000 to 6, 000 feet with matching altitude
and heading. A few trials matched this criteria but were graded failures because
of undesirable trajectories. In air combat, desirable trajectories minimize stern
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conversion time and fuel consumption. 36 of the 68 trials (52.9%) were judged
to be successful.

The stern conversion data were reformatted as AEMASE observations. AE-
MASE feature extractors were configured to convert the entity positions from
latitude and longitude in degrees and altitude in feet to a 3d coordinate in me-
ters. The AEMASE distance metric was configured with nonzero weights for
only the slant range, aspect angle, and angle off tail features (Figure 2). The
features were weighted equally after normalization. The features and weights
were selected by trial and error. It is possible that other parameters would yield
better results.

Finally we evaluated AEMASE using a “leave one out” procedure [16]. For
each of the 68 trials, an AEMASE model was trained on all the successes among
the other 67 trials. The set of successful trials included all starting conditions,
so each model encompassed all the maneuvers and not just the maneuver in the
test trial. The failed trials were not used in training. Each trial was then scored
by its corresponding model. The penalty score is the distance in feature space
from the current state of the simulation to the nearest observation in the model’s
knowledge base. This score varies over time. For compatibility with the manual
pass/fail assessment of each trial, we then reduced the time-varying score to a
pass or fail by thresholding the trial’s maximum penalty score. This thresholding
step is not part of the AEMASE AAR because the continuous time-varying score
is more informative, but thresholding allowed direct comparison with the man-
ual pass/fail assessments. The optimum threshold was determined by computing
the classification accuracy with every unique maximum penalty score from the
test set.

5.1 Experimental Results

After thresholding the time-varying penalty score to produce a pass/fail grade,
AEMASE achieved 89.7% agreement with the manually assigned grades. The
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Fig. 4. Receiver Operating Characteristic Curve (ROC) for AEMASE on the stern
conversion data set
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baseline for this value is 52.9%, which would be achieved by grading every trial
a success. At this level of accuracy, the false positive and true positive rates were
2.8% and 81.3%, respectively.

There is a tradeoff in selecting the threshold. A lower threshold is more likely
to detect unexpected student performance (higher sensitivity), but will also raise
more false alarms (less specificity). Figure 4 shows the Receiver Operating Char-
acteristic (ROC) curve [17] for AEMASE on the stern conversion dataset. A false
positive rate of 0 was not achieved with any true positive rate over 0. Achieving
100% true positive detection requires a false positive rate of 36%.

5.2 Discussion and Conclusion

In assigning a binary score to stern conversion trials, AEMASE achieved 89.7%
agreement with a human grader. This level of accuracy should prove sufficient
for many applications. We have not studied the level of agreement between two
or more human graders on this task. A study of rooftop detection in satellite
imagery by Ali et al. [18] compared results between a pair human analysts, and
found true positive and false positive rates of 68.7% and 6.4%, respectively. Ali
also considered self agreement (two evaluations by one analyst) and found true
positive and false positive rates of 85.6% and 5.0%. While these results are not
directly transferable to the stern conversion dataset, they provide evidence that
the AEMASE true positive and false positive rates (81.3% and 2.8%) are not
much worse than a pair of human graders would achieve.

Our experiment demonstrated high scoring accuracy on an application of in-
terest. We are researching ways to model more complex domains and give more
detailed feedback on student performance. We are also planning further research
to validate the overall training benefit, efficiency gains over manual AAR, and
cost savings over manual expert model implementation.

Given the effectiveness of our prototype application, we feel that automated
expert modeling for automated student evaluation has great potential for in-
telligent tutoring systems. Potential benefits include more effective transfer of
implicit knowledge, rapid development, and cost reduction.
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Abstract. With the advance of computer technology and computing power, 
more efficient automatic essay assessment is coming to use. Essay assessment 
should be a multicriteria decision making problem, because an essay is com-
posed of multiple concepts. While prior works have proposed several methods 
to assess students’ essays, little attention is paid to use multicriteria for essay 
evaluation. This paper presents a Multicriteria Automatic Essay Assessor 
(MAEA) based on combined Latent Semantic Analysis (LSA), Technique for 
Order Preference by Similarity to Ideal Solution (TOPSIS), and Genetic Algo-
rithm (GA) to assess essays. LSA is employed to construct concept dimensions, 
TOPSIS incorporated to model the multicriteria essay assessor, and GA used to 
find the optimal concept dimensions among LSA concept dimensions. To show 
the effectiveness of the method, the essays of students majoring in information 
management are evaluated by MAEA. The results show that MAEA’s scores 
are highly correlated with those of the human graders. 

1   Introduction 

Essay-based test has become more popular to assess candidate/examinee knowledge. It 
then has received wide application whether in the school or in the industry, e.g., essay-
based exam for GMAT or GRE and for selecting a job candidate/examinee with ap-
propriate domain knowledge for companies. Therefore, there is a growing demand on 
effective essay assessment methods. In the past, essay evaluation is usually executed 
by human, which is extremely time-consuming, labor intensive and subjective. One 
alternative is to grade an essay using automatic essay assessor which is time-saving, 
cheap and consistent [3, 18]. Basically, most current automatic essay assessors are 
based on artificial intelligence, computational linguistics, and cognitive science foun-
dations, rather than on traditional psychometric and educational measurement [13]. 

In previous works on automatic essay assessment, essay words play a crucial role 
in assessment, e.g., the scoring based on the average sentence length and the number 
of words [4]. However, doubts are cast that the number of words a candi-
date/examinee can write may not implicate his/her knowledge.  To improve the reli-
ability of automatic essay assessor, some essay-scoring systems, such as e-rater and 
IEA, are developed by incorporating Natural language Processing (NLP) techniques. 
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Instead of measuring a candidate/examinee’s essay by counting words, some other 
systems incorporated latent semantic analysis (LSA) [7,11,14,23,15] to measure the 
essay semantic content.  

LSA [5] is firstly developed for use in the area of information retrieval to represent 
semantic space. The merits of LSA are to improve the computing efficiency by dimen-
sionality reduction through the singular value decomposition (SVD) and to provide 
more reliable assessment by co-occurring terms onto the same dimensions of the re-
duced space, other than by words count. The basic assumption of LSA is the semantic 
relatedness between a candidate/examinee’s essay on a certain topic and a grader’s 
answer needs to be an effective and reliable measure of student knowledge. By calculat-
ing the cosine between two essay vectors, we can measure the similarity between two 
essays. Indeed, LSA is an effective and efficient automatic essay scoring technique. 
However, two deficiencies of LSA-based measurements [17,22] have been identified. 
One is the difficulty to find the optimal dimensionality to represent the original informa-
tion matrix [17], and the other the lack of the discriminate capability [22].  

In fact, essay scoring requires the most discriminative features about the essay topic 
rather than the most representative features. Hence, the sense of the largest singular 
values to find the scoring features cannot be used. This problem is also mentioned in 
some previous works about directionality problem [22] and optimal dimensionality 
[17]. To find the scoring dimensions in the semantic space, we propose using the 
multicriteria TOPSIS model with the genetic algorithm, which is used to find the 
optimal concept dimensions as the essay scoring model criteria. 

Besides, some previous works has incorporated criteria into automatic assessor to 
evaluate an essay. For example, average sentence length and the number of words are 
regarded as criteria to calculate a student’s essay score[4]. Another research uses 
keywords and weights as criteria to assess an essay [7]. From prior researches, there 
are two concise rules about how a human grader assesses an essay. Cognitively, a 
human grader firstly finds concepts mentioned in a candidate/examinee’s essay to 
match with his/hers. Then he/she grades an essay depending on the coverage degree 
in terms of degree of understanding in depth and completeness for a certain topic. 
Under this situation, essay assessment should be a multicriteria decision making prob-
lem because an essay is composed of multiple concepts with various degree of impor-
tance in the topic. Hence, in this paper, we propose incorporating the Technique for 
Order Preference by Similarity to Ideal Solution (TOPSIS) method into the LSA-
based automatic essay assessor. TOPSIS [10] is easy to use and only needs limited 
subjective information to make the decision. The method has been widely used to 
solve the large-scale nonlinear programming problems [1], evaluate airlines competi-
tiveness [2], and intercompany performance comparison [6]. The basic assumption in 
it is that the selected best alternative should have the shortest distance from the ideal 
solution and the farthest distance from the negative-ideal solution.  

The rest of the paper is organized as follows. In Section2, we begin with a review 
of the previous work about automatic essay assessor. In Section 3, we describe how 
the proposed automatic essay assessor based on GA and TOPSIS work. In Section 4, 
we provide the description of the experiments and results. Finally, the conclusion and 
the future challenges we may face are given in Section 5. 
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2   Automatic Essay Assessor 

2.1   Related Work 

Many researchers have devoted to develop effective and efficient automatic essay 
assessors. Currently, two kinds of automatic essay assessors are widely used, i.e.,  
e-rater [19, 20] and IEA [12], briefly described below. 

e-rater is developed by Educational Testing Service in mid-1990. Specifically, the 
method uses the vector-space model to measure semantic content and weight terms to 
reflect the degree of importance in an essay, and calculate the vector similarity  
between two essays. Basically, e-rater uses three features to evaluate an essay [20]: 
structure (indicated by the syntax of sentences), organization (various discourse  
features that occur throughout the extended text), and content (the prompt-specific 
vocabulary). The system is now widely applied to writing assessment in GRE and 
GMAT. The advantage of e-rater is its modular design, which allows the system to 
adapt to new essays much easilier because only content module needs to be re-trained 
for each new essay. Another advantage is that e-rater can provide prompt feedback. 
However, its drawback of e-rater is the system requires a large number of samples of 
pre-graded essays in a certain topic to provide a reliable assessment. Besides, the 
system cannot identify synonyms.

Intelligent Essay Assessor (IEA) is developed by Knowledge Analysis Technolo-
gies. IEA, based on LSA, measures an essay by three variables [13]: content, style 
and mechanics. Content is measured by LSA and mechanics used to find the mis-
spelled words, which is handled by corpus. And style is used to measure essay’s 
coherence derived by content and mechanics. Unlike e-rater, one benefit of using 
IEA is that the system dose not requires lots of pre-graded essays as the training 
data. On average, the correlation of IEA scores for content is 0.83, which is highly 
correlated with humans. Compared with content measurement, the correlation coeffi-
cient of IEA scores for style and mechanics are 0.68 and 0.66, respectively. The 
result shows that content measurement performs better than style and mechanics 
measurements. But it is with a difficulity in determining the optimal dimentionality 
for IEA. 

2.2   Multicriteria Essay Assessment 

Essay assessment should be a multicriteria decision making problem, because an 
essay is composed of multiple concepts. A human grader evaluates an essay according 
to his/her cognitive space in a certain topic, as illustrated in Figure 1. The human 
grader first identifies related concepts, and then assigns weight of those concepts to 
reflect their importance for a certain topic. The grader matches the related concepts 
with a candidate/examinee’s answer and gives points to those related concepts. The 
score of the essay is to sum the values of the concepts multiplied by the weights of the 
different concepts. The following section will describe our methodology based on the 
multicriteria to evaluate essays. 
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Fig. 1. Cognitive model for a human grader  

3   Multicriteria Automatic Essay Assessor 

Figure 2 shows the procedure of MAEA generation.  

 

Fig. 2. Multicriteria Automatic Essay Assessor Generation 

First, the essay dimensions are constructed by LSA with the training essays. Then, 
TOPSIS is incorporated to model the multicriteria essay assessor. Next, GA is applied 
to find the optimal concept dimensions among those of LSA as TOPSIS essay asses-
sor criteria based on the grader’s pre-scored essay. The generated MAEA is verified 
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and improved by the grader. Finally, the automatic essay evaluation is performed 
based on the MAEA. 

3.1   Concept Dimension Construction by Using LSA 

Given a set of essays nEEE ,,, 21 , they can be represented as a term-essay ma-

trix [ ]nEEEE ,,, 21= . LSA decomposes the E using SVD as follows: 

TVUE Σ=  (1) 

where ),,,( 21 rdiag σσσ=Σ with 021 ≥≥≥≥ rσσσ , [ ]ruuuU ,,, 21= , and 

[ ]rvvvV ,,, 21= . σi is the i-th singular value of E, ui and vi the i-th left and right 

singular vectors, respectively. To best represent the original document space, LSA 
suggests that the most representative features with the k largest singular values σi 
(i=1~k) be kept to cover the original space: 

T
kkkk VUEE Σ=≈  (2) 

By applying the K-means clustering method in the eigenvector spaces, the terms can 
be divided into many clusters denoted by a binary membership matrix M, where the 
element Mij is 1 if the jth term belongs to cluster i and 0 otherwise. The concept vector 
Ci (i=1~r)  is then obtained with the ideal essay vector G as follows: 

jijij GMC =  (3) 

In addition, Ci is normalized to unit Euclidean length. Then, the concept vectors 
are orthonormal and can be used for dimension selection in assessor model  
building.  

3.2   TOPSIS Assessor Model Selection 

To find the scoring dimensions in the concept space, we propose using the multicrite-
ria TOPSIS model with the genetic algorithm. Selecting a set of orthonormal concept 
features among concept dimensions as the scoring criteria mCCC ,,, 21 , and given 

the weight of each criteria mwww ,,, 21 (such that 1
1

=
=

m

j
jw ), the sub-score ijx  of 

essay iE  on orthonormal concept Cj can be calculated as 

),cos( j
j

iij CEx =  (4) 

where j
iE is the similar concept on concept Cj and can be calculated as ikjkk

j
i ENE = . 

N is the binary membership matrix where the element Njk is 1 if the k-th element of Cj 
does not equal to 0 and 0 otherwise. Note that we have constrained the input range of 
utility between 0 and 1 to avoid overvaluation if same words are repeated several 
times in an essay. 



16 S.-l. Cheng and H.-C. Chang 

To calculate the essay score with the sub-scores ijx  and the weights iw , TOPSIS 

first converts the various criteria dimensions into nondimensional criteria. The non-
dimesnional sub-score ijr  is defined as 

=

=
n

i
ij

ij
ij

x

x
r

1

 
(5) 

And the weighted nondimesnional sub-score ijs  is calculated as 

ijjij rws =  (6) 

Assuming each criterion has a tendency toward monotonically increasing utility, the 
ideal E+ and the negative-ideal E- solutions can be found as  

[ ]++++ = msssE ,,, 21  (7) 

and [ ]−−−− = msssE ,,, 21  (8) 

where )~1,max( niss ijj ==+  and )~1,min( niss ijj ==− . Finally, TOPSIS sets the 

score of the negative-ideal E- solutions to be 0 and the score of the ideal E+ solutions 
be 1. The score of the essay is computed by using the linear interpolation method as  

+−

−

+
=

ii

i
i dd

d
S  (9) 

where the distance of essay Ei to the ideal solution E+ is ++ −= EEd ii and that to the 

negative-ideal E- solution −− −= EEd ii . Once the TOPSIS essays’ scores model 

and the semantic dimensions are built, the GA can be used to find the optimal concept 
dimensions as the model criteria based on the grader’s pre-scored essay. 

3.3   Assessor Model Building by Using GA 

For a set of pre-scored essays (scroes preiS , ), the accuracy of the TOPSIS essay asses-

sor model is given by the score prediction error, which is defined as  

n

SS
Err

n

i
preii

=
−

= 1

2
, )(

 
(10) 

When Err = 0, it represents that the model fits every training data perfectly. The  
primary goal of essay assessor model building is to minimize Err by selecting the 
optimal concept dimensions among LSA concept dimensions, so that the resulting 
assessor model can make accurate prediction. Note that high dimensions of LSA  
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concept space may be demanded, raising the difficulty in searching the optimal se-
mantic dimensions. To solve the problem in assessor model building, we use the GA 
to solve the nonlinear complex problem with a large search space, which has demon-
strated its feasibility in information retrieval [9, 16].  

GA initially randomly generates the population that contains individuals repre-
sented by feature-encoding chromosomes. Then, a next generation population is  
created by three operators: reproduction, crossover, and mutation. The reproduction 
operator stochastically selects individuals to become parents with the probability 
according to the fitness value. The crossover operator randomly swaps a portion of 
chromosomes between two chosen parents to produce offspring chromosomes. The 
mutation operator randomly flips a bit in chromosomes. For assessor model building, 
we set the chromosome with the form ],,,,,,[ 2211 mm wcwcwc . And score prediction 

error function is used as the fitness function. Then, the GA can aim to build the asses-
sor model with optimal concept dimensions and weights.  

Based on the discussions above, a multicriteria automatic essay assessor generation 

algorithm (MAEA Generation Algorithm) is developed, described below. 

Step 1: Construct the semantic dimensions with the pre-scored essays nEEE ,,, 21  

by using LSA and generate the concept vectors by using the K-means cluster-
ing method with the terms.  

Step 2: Initialize the GA parameters, including the number of generations, number of 
individuals, and bit string length of the chromosome, crossover rate, and mu-
tation rate. And generate the initial population of chromosomes. 

Step 3: Decode each chromosome for the concept dimensions and weights, and com-
pute essay scores iS  by using the TOPSIS. 

Step 4: Evaluate the fitness of each chromosome with the essay scores iS  and pre-

scores preiS , . 

Step 5: Create the new chromosomes by applying the operations of crossover and 
mutation. 

Step 6: If the maximum number of generations is not reached, go to step 3 for the 
next generation; otherwise, stop and output the optimal semantic dimensions 
and weights. 

4   Experiment 

4.1   Data Collection 

To evaluate the performance of the proposed method, we first collected essays from 
120 college students who took the course of Business Intelligence in the department 
of Information Management for a semester. The essay topic is to write the related 
technologies of business intelligence in an evolutionary perspective. There are two 
human graders in the class to assess the essay. Before the essay-based examanation, 
students were told to prepare the examination based on three assigned magazine arti-
cles and one textbook related to the subject. The proposed method does not deal with 
open-ended questions. During one hour exam, students were asked to finish the essay 
with the book closed.  
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4.2   Experimental Procedure 

For constructing the semantic space of the essay based on MAEA, we first use an 
ideal answer (provided by the grader) and 80 pre-graded essays with normalized 
scores uniformly distributed between 0 and 1 as the training data sets. We then initial-
ize the GA parameters, which were set as follows: 

 Number of generations: 200 
 Number of individuals: 50 
 Chromosome’s bit string length: 200 
 Crossover rate: 0.2  
 Mutation rate: 0.05.  

The optimal semantic dimensions and weights were found through TOPSIS model 
and GA. 

4.3   Assessment Results 

The average words in the exam. are about 250 words. The normalized mean score is 
0.535 for a human grader and 0.5 for MAEA, respectively. Quantitative results show 
that related correlations between MAEA and two human graders are 0.861 (p<0.01) 
and 0.856 (p<0.01), respectively. Moreover, we make a comparison between our 
method and LSA-based method. The correlation coefficient between LSA-based 
method and two human graders are 0.826 (p<0.01) and 0.815(p<0.01), respectively. 
Both correlation coefficients are better than those based on the LSA-only method. The 
result shows that MAEA performs better than LSA-only method. Furthermore, the 
correlation coefficient between first human grader and second grader is 0.84 (p<0.01) 
which is slightly lower than correlation coefficients between MAEA and human grad-
ers. Hence, MAEA can provide more consistent assessment rather than humans.  

For further understanding the dimensions underling the concepts, we name each 
dimension. The ten ideal concept dimensions identified by a grader are interpreted as 
Data Mining (DM), Decision support system (DSS), Flexible Manufacturing (FM), 
Material Requirement Planning I (MARP I), Material Requirement Planning II 
(MARP II), Enterprise Resource Planning (ERP), Supply Chain Management (SCM), 
Customer relationship Management (CRM), Knowledge Management (KM) and 
eBusiness.  

5   Conclusion 

In this paper, we present a multicriteria automatic essay assessor to measure a candi-
date/examinee’s essay. The proposed method is based on combined Latent Semantic 
Analysis, Technique for Order Preference by Similarity to Ideal Solution and Genetic 
Algorithm. The result shows that MAEA’ scores are highly correlated with those of 
the human graders. Besides, MAEA can provide more consistent evaluation than 
humans. In the future, other grading criteria such as essay style or coherence can be 
considered in the method to better evaluate the student’s essay. Besides, it would be 
interesting to provide the appropriate instructional training programs or materials 
depending on the candidate’s/ examinee’s domain knowledge.  
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Abstract. The multiple choice cloze (MCC) question format is commonly used 
to assess students' comprehension. It is an especially useful format for ITS 
because it is fully automatable and can be used on any text.  Unfortunately, very 
little is known about the factors that influence MCC question difficulty and 
student performance on such questions.  In order to better understand student 
performance on MCC questions, we developed a model of MCC questions. Our 
model shows that the difficulty of the answer and the student’s response time 
are the most important predictors of student performance.  In addition to 
showing the relative impact of the terms in our model, our model provides 
evidence of a developmental trend in syntactic awareness beginning around the 
2nd grade.  Our model also accounts for 10% more variance in students’ external 
test scores compared to the standard scoring method for MCC questions. 

1   Introduction 

The goal of intelligent tutoring systems (ITS) is to assist students in learning. But, the 
effectiveness of the tutoring can be difficult to determine as it is often difficult to 
assess how much the student is actually learning. Our goal is to better understand and 
to better score multiple choice cloze questions, and in doing so improve the accuracy 
and efficiency with which we assess students. We accomplish this by creating a 
generic, widely usable model of multiple choice cloze question assessment. 

We chose to model multiple choice cloze (MCC) question assessment because it is 
a format that is commonly used in assessing students’ comprehension of text, is 
amenable to ITS, can be used in any domain utilizing text, and is economical in that it 
uses very little time by humans to initiate and can then be created and scored by 
computer. An MCC question is created by deleting a word from text and asking the 
reader to select the deleted word from a set of response choices.  MCC questions can 
be generated and presented in an ITS automatically.  Such a format is used in the 
Project LISTEN Reading Tutor [1]. The Reading Tutor presents MCC questions to 
students with the goal of assessing reading comprehension.   

Unfortunately, as with many assessments, especially newly constructed ones, it is 
very difficult to precisely infer students’ knowledge based on question performance 
due to questions ranging widely in difficulty. For example, it would be inaccurate to 
equate raw score performance on ten easy questions to the raw score performance on 
ten difficult questions. The variance in question difficulty is especially acute within 
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the Reading Tutor since questions are (semi) randomly generated in such a way that it 
is very rare for the same cloze question to appear multiple times.  Therefore, we are 
working with a unique set of MCC questions to assess each student.   

Given the disparity in question difficulty across students, our goal is to better 
extract information from the questions in order to assess the difficulty of the question 
and then use question difficulty information to better interpret the raw performance 
scores. By doing so, we hope to obtain more accurate student assessments. In addition 
to question difficulty, another factor influencing performance is students’ motivation 
and engagement. Students’ motivation and engagement vary tremendously, but past 
research has used MCC questions to model engagement [2].   

ITS are prime candidates to develop and implement MCC assessments as they have 
a number of features which put them at a clear advantage over traditional pencil and 
paper-administered MCC assessments. First, ITS provide automatic question gene-
ration and scoring. Second, ITS enable us to consider precise response times and 
automatic part of speech identification for each question. These features allow us to 
consider factors which have not previously been part of MCC question assessment. 

2   Data Description 

Participants were 496 students in grades 1 through 6 (ages 5-12) in urban and 
suburban public schools in Pennsylvania and represented varying socio-economic 
statuses and ethnicities. Although there were participants from all six of these grades, 
MCC questions were only administered to students reading stories designated as 3rd 
grade reading level or above. Over the course of a school year, each student answered 
an average of 38 MCC questions for a total of 18,654 questions.   

The Reading Tutor generated MCC questions by deleting a word (semi) randomly 
from the next sentence in the story the student was reading.  The deleted word will be 
referred to throughout the paper as the “target word.”  The distractors were selected 
from the story being read and chosen to be words of similar frequency in English as 
the deleted word (see Fig. 1).  The Reading Tutor read the sentence aloud (skipping 
over the deleted word) to the student and then read each response choice. The 
student’s task was to select the word that had been deleted from the sentence. See [1] 
for additional details about how the cloze question intervention was instantiated in the 
Reading Tutor. 

 

Fig. 1. Example of Multiple Choice Cloze Question presented on Reading Tutor 
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3   Modeling Approach 

We developed our model of MCC question assessment by predicting whether a 
student would answer a particular MCC question correctly.  Since our outcome 
measure is binary, we used multinomial logistic regression to calculate the relative 
impact of a number of terms.  Our model includes Part of Speech, Level of Difficulty, 
Response Time, and Student Identity as factors.  As covariates, we used Tag-Primary 
POS Match, POS Confusability, Question Length, Deletion Location, and Syntactic 
Guess Rate (see Table 1).  We chose to model terms as covariates if we felt effects 
were generally linear and the clarity and interpretability benefited from a cleaner 
linear representation.  Terms that were likely non-linear we treated as factors. 

Although better student assessment was the impetus for creating this model, Part 
of Speech was the driving force behind it because it is amenable to computer 
interpretation and past research [3] has used part of speech (POS) as an indication of 
word knowledge. We felt that we could glean some of the students’ response 
strategies and possibly students’ knowledge from Part of Speech.  Syntactic 
awareness, the idea that individuals are aware of the parts of speech of words and 
sensitive to the ordering of words in a sentence, has been demonstrated to be a 
developmental trend [4, p.275-276].  Further, studies have indicated that some parts 
of speech are learned before others [5, 6].  We hypothesized that more proficient 
readers would use syntactic cues while less proficient readers would not.  For 
example, we suspected that more proficient readers would cue on the fact that a verb 
should fill the blank given the following MCC question: “We can ______ the stars in 
the sky.” Given the response choices: at, with, most, see, a more proficient reader 
would likely choose “see” since it is the only verb. 

To add syntax to the model, we utilized the Moby Part of Speech Database  
(available at http://www.dcs.shef.ac.uk/research/ilash/Moby/). The Moby POS Database 
identifies all possible parts of speech for words in its database and arranges these POS 
in decreasing order based upon frequency of use (much like the ordering of entries for 
each word in a standard dictionary).  This POS information was useful, but could not 
tell us the specific POS of the target word as it was used in the cloze sentence.  For 
example, the Moby POS Database indicates that the target word in Fig. 1, “fairy,” 
could be a Noun or an Adjective.  In order to determine the POS of the target word as 
it is used in the cloze sentence, we first replaced the blank with the target word. This 
process restored the original sentence so that the word was in context. Then, we used 
the TreeTagger [7] part of speech tagger to determine the target’s part of speech in the 
sentence.  The TreeTagger has demonstrated accuracy rates as high as 96.36%  [7].  
While we did not find the TreeTagger to be quite as accurate on our texts, spot checks 
of TreeTagger output on Reading Tutor data were performed by two humans and 
found to be acceptably accurate.  Despite the TreeTagger’s usefulness in its more 
accurate annotation of the target word as used in the cloze sentence, it is neither 
appropriate nor useful in determining the POS of the distractors. Therefore, we used 
the Moby POS Database to determine POS information for all of the response 
choices. 
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Table 1. Terms in Model 

Factors Description of Term 
Example 
Based on Fig. 1 

Part of Speech 

Simplified part of speech classification of 
the target word as Noun, Verb, Adjective, 
Adverb, or Function Word. Noun 

Level of 
Difficulty 

4 Levels of Difficulty based on frequency 
in English or special annotation. Hard 

Response Time 
Response time rounded to the nearest 
second and capped at 9 seconds. 8 sec. 

Student Identity Unique Identification for each student. Sally Student 
     

Covariates     

Tag-Primary POS 
Match 

Whether or not the tagged POS of the 
target word matched the most common 
POS the word could take on. Yes 

POS 
Confusability 

The number of POS the target word can 
take on. 2 

Question Length 
Number of characters of the cloze question 
and the corresponding response choices. 95 characters 

Deletion Location 
Proportion of the sentence that is before 
the blank (location of word deletion). 0.19 

Syntactic Guess 
Rate 

Probability that the student could have 
answered the question using only part of 
speech information. 0.33 

The first part of speech term in our model, Part of Speech, is the POS of the target 
word as annotated by the TreeTagger.  To create the Part of Speech term, we 
converted the very specific part of speech tags returned by the TreeTagger (e.g., 
“WP$” is the tag returned for “Possessive wh-pronoun”) to reflect a simplified 
classification system designating target words as Nouns, Verbs, Adjectives, Adverbs, 
or Function Words.  We chose this granularity for POS classification since it is 
appropriate given our population, and it is consistent with other research (e.g.,[3]).  

Our second part of speech term, Tag-Primary POS Match, is a covariate and could 
take on two values.  Tag-Primary POS Match tests whether the target word’s tagged 
POS (as computed by TreeTagger) is the same as its primary POS in the Moby POS 
Database.  The motivation for the creation of this term was that the most common 
POS would probably be best known to the student, and that if a more obscure form of 
the word was used, the question would be more difficult. 

Many words in English have multiple parts of speech (e.g., the word “pop” can, 
depending on contextual use, be all of our POS classifications), and we suspected that 
words that had multiple POS would be more difficult in that it is possible that the 
student may not have experienced the word used as a particular POS.  Therefore, we 
added our third POS term, POS Confusability, as a covariate to account for the 
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ambiguity of POS of the target word. POS Confusability is simply the number of POS 
the target word can take on. 

The Level of Difficulty of the target word (and thereby all of the distractors) is 
classified in the Reading Tutor based on frequency in the English language [1]: 

- “sight” words (the most frequent 225 words in a corpus of children’s stories) 
- “easy” words (the top 3,000 except for sight words) 
- “hard” words (the next 22,000 words) 
- “defined” words (words explicitly annotated with explanations) 

Level of Difficulty was included as a factor because less proficient readers may not 
know the meanings of rare words.  Word frequency has been used in other studies to 
select appropriate distractors for automatically generated MCC questions [8]. 

Student Identity was used as a factor to account for the overall individual 
performance on the questions to which she responded.  Inclusion of Student Identity 
allowed us to more accurately estimate the relative impact of the other terms in our 
model by holding constant the impact of individual differences.  This approach also 
accounts for the correlation among trials of a particular student, and properly 
calculates “N” for computing statistical significance [9]. 

Response Time was included as a factor because it has been demonstrated to 
account for engagement and performance in past studies [2].  The Reading Tutor 
recorded Response Time in milliseconds and it was later rounded to the nearest second 
in order to bin response times for a cleaner and more comprehensible analysis.  Also, 
we truncated Response Time to nine seconds because we found that response times of 
greater than nine seconds were approximately the same for considering engagement.   

We included Question Length as a covariate because we suspected that longer 
questions would be more difficult than shorter ones.  Question Length was calculated 
as the number of characters of the sentence in addition to all of the response choices.  
The location of the deleted word in the sentence, Deletion Location, was included as a 
covariate because it was hypothesized that the cognitive load would be greater when 
the deleted word appeared early in the sentence, thereby making the question more 
difficult.  Deletion Location was calculated as a percentage where the location of the 
blank (as measured by a count of the characters that preceded the beginning of the 
blank) was divided by the length of the question (as measured by the total number of 
characters of the sentence).   

Syntactic Guess Rate, our final covariate, accounts for the probability that a student 
could have answered the question using only part of speech information.  The ability 
to use part of speech information may not necessarily be an explicit strategy the 
student uses, but rather a skill that develops and is evidenced by response selection.  
For example, if the deleted target word were a noun, the blank within the sentence 
could syntactically take on a noun; if the student were solely using syntactic 
knowledge, she might consider only response choices that were nouns (even if she 
cannot explicitly identify these words as nouns).  Presumably questions with many 
distractors able to take on the same part of speech as the answer, that is, words that 
might “fit,” would be harder.  Syntactic Guess Rate was calculated by counting the 
number of response choices that could take on the part of speech of the deleted target 
word, and then taking its inverse (e.g., In Table 1, since three response choices can 
take on the POS “noun,” the Syntactic Guess Rate is one divided by three, or 0.33).  
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4   Results and Discussion 

After training the model using multinomial logistic regression, we were able to get a 
relatively good fit (Nagelkerke R2 = 0.22). We found that Part of Speech, Level of 
Difficulty, Response Time, Student Identity, Question Length, Deletion Location, and 
Syntactic Guess Rate have a statistically reliable impact on students’ MCC question 
performance (see Table 2).  The impact of each of these terms is reflected by the β 
coefficient, which is the impact each term is having on student performance when all 
of the other terms in the model are held constant. A positive β value indicates that as 
the corresponding feature increases, the student is more likely to answer the MCC 
question correctly. Note that since β coefficients are not normalized, it is 
inappropriate to compare the coefficients from different factors and covariates with 
each other (although it is appropriate to compare the β coefficients for various levels 
of a factor). 

For Part of Speech, there are five β coefficients, one for each POS classification 
(e.g., Noun, Verb, etc.).  Each Part of Speech β coefficient reflects the relative impact 
on student MCC performance when the target word was the particular POS.  For Part 
of Speech, a positive β coefficient indicates that the particular POS was easier for the 
students, while a negative Part of Speech β coefficient indicates that particular POS 
was more difficult for students.  Nouns were the easiest POS for students (β = 0.100), 
while Function Words were most difficult (β = -0.191). 

Question Length affected student performance such that the longer the question 
(and its response choices), the more difficult the question was (β = -0.006, p < 0.001).  
It is very likely that longer questions were more difficult because students had more 
information to process which resulted in a higher cognitive load. 

An increased cognitive load is also the most likely explanation for the impact of 
Deletion Location.  Recall that Deletion Location was the percentage of the question 
that appeared before the blank (the deleted target word) in the cloze sentence.  
Students were more likely to answer a question correctly (i.e., the question was 
easier) when the Deletion Location score was high (i.e. when the blank appeared late 
in the sentence).  The earlier in the sentence the blank appeared, the less likely the 
student would get the question correct (β = 0.394, p < 0.001). 

Syntactic Guess Rate accounts for the chance that a question could have been 
answered correctly by relying on POS information.  A high Syntactic Guess Rate 
score indicates fewer answer choices with a POS that would correctly fit in the blank, 
and thereby a higher chance that the student may have been relying on POS to answer 
correctly.  The higher the Syntactic Guess Rate score, the more likely a student was to 
answer the question correctly (β = 0.234, p = 0.003). 

Only two of the terms in our model, Tag-Primary POS Match and POS 
Confusability, did not have overall significance.  However, when our population was 
divided based upon reading proficiency, Tag-Primary POS Match did have a varying 
effect depending on students’ reading proficiency level.  We will discuss two main 
findings in greater detail in the subsections below: a developmental trend of syntactic 
awareness, and using our model for more accurate student assessment. 
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Table 2. Impact of Terms in Model 

Terms in Model 
Relative Impact of 

each Term 
Significance of Overall 

Effect of Term 
Factors β χ2 p-value* 
Part of Speech -0.19 … 0.10 0.0001 
Level of Difficulty -0.96 … 0.17 1.01 x 10-46 
Response Time -1.64 …  0.60 6.30 x 10-85 
Student Identity -1.40 … 4.08** 4.50 x 10-171 
      

Covariates     
Tag-Primary POS Match 0.03 0.598 
POS Confusability -0.02 0.305 
Question Length -0.01 4.34 x 10-15 
Deletion Location 0.39 1.84 x 10-9 
Syntactic Guess Rate 0.23 0.003 

*    Significance of χ2 is similar to the significance of β.  χ2  indicates the relative significance 
of the overall term, while, for factors, β p-values are only available for specific levels. 

**  For accuracy of relative impact of student performance, only students who answered 20 
 or more questions were included in this analysis (N=281). 

4.1   Syntactic Awareness 

In order to investigate students development of syntactic awareness, we used the 
students’ Woodcock reading comprehension composite [10] test score to divide 
students into two groups. The Woodcock Reading Mastery Test is a standardized 
paper-based reading test administered by human testers that has several subtests which 
will be discussed in the next section.  We had test scores for 373 students, and defined 
Low proficiency students as those who scored at the 2nd grade level or lower on the 
reading comprehension composite, and High proficiency as those who scored higher 
than the 2nd grade level.  This split divided our population approximately in half. 

Investigation of Syntactic Guess Rate revealed striking differences between High 
and Low proficiency readers.  Our model found that students in the High group were 
sensitive to how many of the possible responses could take on the same part of speech 
as the correct answer for the cloze sentence (β = 0.393, p = 0.002), while students in 
the Low group were insensitive to this term (β = 0.080, p = 0.467).  This result 
suggests that students' syntactic awareness, at least within the context of MCC 
questions, begins around the second grade. 

Further evidence of High proficiency readers’ greater awareness of syntax over that 
of Low proficiency readers is shown in Tag-Primary POS Match.  Tag-Primary POS 
Match shows that High proficiency readers are affected very little by whether the POS 
of the target word as used in the cloze sentence is also the target word’s most 
common POS (β = -0.030, p = 0.709).  This could be indicative of higher proficiency 
readers’ familiarity with multiple senses of some words.  On the other hand, Low 
proficiency readers are possibly affected by Tag-Primary POS Match, and may do 
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better when the target word is used in its most common, and likely most familiar, 
sense (β = 0.104, p = 0.122).  

4.2   Using Difficulty Model for Student Assessment 

We now discuss using our MCC question assessment model to estimate student 
reading proficiency. The approach we used was to consider the β parameter 
associated with each student in the logistic regression model. This parameter 
represents how student identity influences the probability she will correctly answer an 
MCC question.  Therefore, β can be considered an estimate of how well the student 
has done answering MCC questions (holding other aspects of each question constant) 
and a possible estimate of the student’s reading proficiency. Another, simpler 
commonly used, approach (e.g. [11]) to estimating student proficiency is to consider 
the percentage of cloze questions she answered correctly. This approach is a 
commonly used method of scoring cloze questions.     

We compared these two approaches of estimating student MCC performance and 
determined how well they related to external tests of reading.  Since it is difficult to 
assess students who have only answered few MCC questions, we restricted the 
analyses in this Section to students who answered at least 20 MCC questions and for 
whom we had Woodcock test scores.  This restriction reduced our sample to 281 
students.   

To compare these two methods of assessing students, we computed the (square of 
the) correlation coefficient between each of those measures and various reading tests 
(see Table 3).  For this comparison, we used the students’ scores on relevant subtests 
of the Woodcock [10].  The subtests we used were decoding (ability to read words), 
vocabulary, and passage comprehension.  We also used the reading comprehension 
score, a composite composed of vocabulary and passage comprehension, and total 
reading score, a composite of all of the Woodcock subtests.  For every test, the 
student-specific β parameter extracted from our model as an assessment outperformed 
simply taking the percent of MCC questions that student answered correctly. 
Generally, β accounted for about 10% more variance (8% to 11%) in the test scores 
than did the percent correct. Therefore, β is a stronger assessment of student reading 
proficiency.   

Table 3. Variance accounted for by logistic regression model and average percent correct 

 

r2 
Test Student 

β 
Student   

% correct 

Improvement 
in r2 

Decoding 0.34 0.23 0.11 
Vocabulary 0.44 0.34 0.10 

Passage comprehension 0.41 0.33 0.08 
Reading comprehension 

composite 
0.47 0.37 0.10 

Total reading composite 0.43 0.32 0.10 
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5   Future Work 

Our model uses word frequency to determine appropriate distractors for MCC 
questions where distractors are selected from the same word frequency classification 
as the target word.  Our word frequency classification system breaks words into three 
possible categories, which can allow for words to be chosen as distractors from the 
same word frequency category that are actually relatively different in actual word 
frequency (e.g., since “Hard Words” includes 22,000 words, the 24,000th most 
frequent word in English could be matched with the 4,000th most frequent word).  It 
may prove beneficial to use a more precise word frequency in selecting appropriate 
distractors and thereby provide a more accurate model of question difficulty. 

The current model would benefit from testing on different populations.  Our model 
relies on data of elementary school students from one geographic area.  It would be 
interesting to test whether our model would be robust across populations.  Further 
testing on a more diverse set of populations, especially those with a greater range of 
reading proficiency, could also reveal differences in the relative impacts of each term 
in the model, perhaps even necessitating additional terms.  For example, a more 
extensive MCC assessment model could extrapolate Low versus High proficiency 
differences in older populations, such as college students. An extended MCC assess-
ment model would likely reveal that college students are insensitive to some of the 
terms in our current model, such as POS, but are sensitive to other factors which we 
do not currently take into consideration. 

6   Contributions and Conclusions 

The initial goal of our model was to better understand student performance on MCC 
questions.  In the past MCC questions have been interpreted in a crude way by 
looking at mean score performance (e.g.,[11]), or by using a very complex linear 
regression model with 54 terms [1].  Our model provides a more accurate assessment 
of students (by providing a β score for each student) than the standard interpretation 
of MCC scores, which is simply the mean score.  A short-coming of our assessment is 
interpretability.  While mean scores are easily interpreted as percentages and mapped 
onto familiar letter grades, our measure is more complicated and does not currently 
have an easily translated score, but is more accurate. 

Another contribution is better understanding of the process of answering MCC 
questions by using our model to estimate direct effects and developmental trends.  
Such tasks are impossible looking at mean MCC scores as they offer no additional 
information beyond the score.  Past models, such as the 54-term linear regression 
model [1], included so many factors and information external to the cloze question 
that it was not possible to determine just what MCC responses load on.  Our model 
has few enough features that the effect of each term can be interpreted.    

In conclusion, we have shown a domain independent MCC question assessment 
model that is broadly applicable as it can be on any text. (e.g., a web page).  Further, 
we have presented a model of MCC performance.  Our model enables us to determine 
what makes some questions hard, to examine developmental trends of students, and to 
more accurately assess students. 
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Abstract. The ASSISTment system was used by over 600 students in 2004-05 
school year as part of their math class. While in [7] we reported student learning 
within the ASSISTment system, in this paper we focus on the assessment as-
pect. Our approach is to use data that the system collected through a year to 
tracking student learning and thus estimate their performance on a high-stake 
state test (MCAS) at the end of the year. Because our system is an intelligent tu-
toring system, we are able to log how much assistance students needed to solve 
problems (how many hints students requested and how many attempts they had 
to make). In this paper, our goal is to determine if the models we built by taking 
the assistance information into account could predict students' test scores better. 
We present some positive evidence that shows our goal is achieved. 

1   Introduction 

The limited classroom time available in middle school mathematics classes compels 
teachers to choose between time spent assisting students' development and time spent 
assessing students' abilities. To help resolve this dilemma, assistance and assessment 
are integrated in a web-based intelligent tutoring system ("ASSISTment") that offers 
instruction to students while providing detailed evaluation of their abilities to the 
teachers. In the 2004-2005 school year some 600+ students used the system about 
every two weeks to practice their skills on 8th grade Math items. These students were 
presented with randomly selected Massachusetts Comprehensive Assessment System 
(MCAS)1 test items. If students got the original item correct they were given a new 
one, otherwise they were provided with a small “tutoring” session where they were 
forced to answer a few scaffolding questions that broke the problem down into steps. 
By doing this, the ASSISTment system is able to differentiate students who get the 
same original item wrong at first but need different levels of tutoring to get the prob-
lem correct eventually. For instance, suppose Tom, Dick and Harry all got the same 
original item wrong, but Tom needed to only ask for one hint to finish the whole item, 
                                                           
1 http://www.doe.mass.edu/mcas 
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Dick had to ask for 5 hints on one question and took a very large amount of time 
answering, while Harry needed no help on any of the scaffolding questions. Given 
these students asked for different amount of instructional assistance, we could expect 
Harry’s MCAS score higher than Tom and Dick’s. Essentially, our assistance metrics 
(measuring hint requests, timing information etc. as discussed in Section 3.1) are 
partial credit metrics and this paper asks if we can do a better job of predicting MCAS 
score using these assistance metrics. For those who are interested in knowing if stu-
dents learn from the computer, please see [7] and [8], as this paper models primarily 
students’ learning due to their classroom instruction. 

Providing instructional assistance in the process of assessing students is the key 
feature of the ASSISTments. The hypothesis is that the ASSISTments can do a better 
job of assessing student knowledge than practice tests or other on-line testing ap-
proaches by using a “dynamic assessment” approach, thus providing a more precise 
prediction of student performance on the MCAS test. Feng, Heffernan and Koedinger 
[5] showed that by introducing the assistance students required as parameters, we were 
able to construct a better fitted regression model to predict students’ performance on 
MCAS than simply using their performance on original items or on paper and pencil 
tests. Meanwhile, the longitudinal analysis approach2 [9] has been applied to track  
student learning over time. In this paper, we propose a new method of MCAS score 
prediction by combining these two parts (i.e. regression model fitting plus longitudinal 
analysis). Specifically, our research question is:  

Research question: Can we make a more precise prediction of students’ performance 
on the MCAS by using assistance data longitudinally?  

We had presented preliminary estimates of students’ MCAS scores as a single col-
umn in one of our online teacher reports [4], the “Grade Book” report. The prediction 
was made based only upon student response on the original items. So it can not dis-
tinguish Tom, Dick and Harry in the example above. Besides, the predicted value was 
generated cumulatively: all past data was utilized equally while time, an important 
factor on student learning, was ignored. A positive answer to the research question 
would help us improve our reports.  

Students’ monthly performance on the original items was selected as the variable 
whose change we tracked longitudinally in our former work, while in this work we cre-
ated two new variables original_predicted_score and assistance_predicted_score by 
applying regression models. The calculation of the two variables will be discussed in 
detail in Section 3. To answer our research question, we ran a longitudinal analysis to 
track the change of these two variables over time, obtained the prediction of students’ 
MCAS scores in May 2005 and then compared the accuracy of the models as measured 
in Median Absolute Difference (MAD) – the average of absolute residual of the  

                                                           
2  “Singer and Willet” style longitudinal data analysis is an approach for investigating change 

over time. It allows us to learn a slope (i.e., learning rate) and intercept (i.e. an estimate of 
incoming knowledge) for the group as a whole and for each individual student. This is 
achieved by fitting a multilevel model that simultaneously builds two sub-models, in which 
level-1 sub-model fits within-person change and describes how individuals change over time 
and level-2 sub-model tracks between-person change and describes how these changes vary 
across individuals This method extends well to allow us to ask questions like “Is student 
learning different in different schools, for different teachers or different classes?”).  
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predicted score and students’ real score in MCAS. In Section 3.5, we present the evi-
dence that shows using the assistance_predicted_score, which took into account the 
amount of assistance students required, we did a better job estimating students’ 
MCAS score. 

2   Related Work 

Other researchers have been interested in trying to get more assessment value by com-
paring traditional assessment (students getting an item marked wrong or even getting 
partial credit) with a measure that shows how much help they needed. Campione et al. 
[3] compared traditional testing paradigms against a dynamic testing paradigm. 
Grigorenko and Sternberg [6] reviewed relevant literature on the topic and expressed 
enthusiasm for the idea. In the dynamic testing paradigm, a student would be presented 
with an item and when the student appeared not to be making progress, would be given 
a prewritten hint.  If the student was still not making progress, another prewritten hint 
was presented and the process was repeated. In this study they wanted to predict learn-
ing gains between pretest and posttest.  They found that static testing was not as well 
correlated (R = 0.45) with student learning data as with their “dynamic testing” (R = 
0.60) measure. Campione et al. suggested that this method could be effectively done by 
computer, but, as far as we know, their work was not continued. Beck et al. [2] exam-
ined using speech recognition measures (speed and correctness of reading) and student 
help requests to estimate reading proficiency and showed that a model can do a better 
job at estimating proficiency when taking into consideration student help requests. 
Luckily, the ASSISTment system provides an ideal test bed as it already provides a set 
of hints to students. In [5], we extended and tested Campione’s hypothesis and repli-
cated their finding of ASSISTment-style measures (including but not limited to student 
help requests) being effective and even better assessors. 

3   Approach 

Our new approach of MCAS score prediction combines assistance students required 
and the effect of time. It contains the following steps: a) Split the 494 students into 
training and testing sets; b) train regression models on the training set and obtain the 
variables entered in the models and their associated coefficients; c) apply regression 
models to the testing set and calculate the values of the variables origi-
nal_predicted_score and assistance_predicted_score for each student for every 
month; d) longitudinally track student knowledge using original_predicted_score and 
assistance_predicted_score as an outcome variable; e) predict student MCAS score in 
May 2005 given the result of step d); f) compare the two outcome variables based on 
the MCAS score prediction result and answer the research question. 

3.1   Data Source 

For 2004 - 2005 school year, we collected data from 494 students who were using the 
ASSISTment system from September 16, 2004 through May 16, 2005 for an average 
of 249 minutes and finished an average of 135 items. Given the fact that the MCAS 
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test was given on May 17, 2005, it would be inappropriate to use data after that day 
for the purpose of predicting MCAS scores. We also excluded data from the students’ 
first day of using the ASSISTment system since they were learning how to use the 
system at that time. Though more than 600 students used our system, we were only 
able to collect integral data for 494 students as MCAS scores and/or the results of the 
paper practice test were missing for the rest. A student’s raw MCAS score is out of 54 
points, where each correct multiple choice or short answer question earns a point and 
a full correct answer to open response questions3 earns 4 points. The paper practice 
test (we will refer to as pretest) was administered in September 2004. Students were 
asked to finish the test in two periods over two days (totally 80 minutes) and scores of 
this test were shown to be a significant predictor of MCAS scores in [5].  

We constructed 15 “online measures” that we think indicate the amount of assis-
tance a student needs to get an item correct. These online measures are:  

o original_percent_correct – students’ percent correct on original items only, which 
we often referred to as “static metric”. Apparently, this measure correlates posi-
tively with knowledge.  

o original_count – the number of original items students have done. This measures 
students’ attendance and on-task-ness. The metric also reflects students’ knowl-
edge since better students have a higher potential to finish more items in the same 
period of time.  

o percent_correct – students’ percent correct over all questions (both original items 
and scaffolding questions). In addition to the original items, students’ performance 
on the scaffolding questions is also a reasonable reflection of their knowledge. For 
instance, students who failed on the original items simply because of their lack of 
ability of forming problem-solving strategies will probably answer all the scaffold-
ing questions correctly.  

o question_count – the number of questions (both original items and scaffolding 
questions) students have finished. Similar to original_count, this is also a measure 
of attendance and knowledge but given the fact that scaffolding questions show up 
only if students failed the original items, it is not straightforward how this measure 
will correlate with students’ MCAS scores. 

o hint_request_count – how many times students have asked for hints. 
o avg_hint_request – the average number of hint requests per question.  
o hint_count – the total number of hints students received.  
o avg_hint_count – the number of hint messages students received averaged over all 

questions. 
o bottom-out_hint_count – the number of bottom-out4 hint messages students got.  
o avg_bottom_hint – the average number of bottom-out hint messages students got. 
o attempt_count – the total number of attempts students made. 
o avg_attempt – the average number of attempts made for each question.  
o avg_question_time – on average, the length of time it takes for a student to answer 

a question, measured in seconds. 
                                                           
3 Open response questions are not supported by the ASSISTment system currently. 
4 Since the ASSISTment system does not allow students to skip problems, to prevent students 

from being stuck, most questions were built such that the last hint message almost always 
reveals the correct answer. This message is referred to as a “bottom-out” hint.  
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o avg_item_time – on average, the length of time it takes for students to finish a 
problem (including all scaffolding questions if students answered the original items 
incorrectly).  

The ten measures above are generally all ASSISTment style, dynamic assessment 
metrics indicating the amount of assistance students need to finish problems and the 
amount of time they spend to finish items. Therefore, we hypothesize all these meas-
ures would be negatively correlated with MCAS scores.  

o total_minutes – the total number of minutes students worked on items in the AS-
SISTment system. Just like original_count, this metric is an indicator of atten-
dance. Our hypothesis is that this measure will positively correlate with MCAS 
score with regard to the result we reported in [7] that students learned in the AS-
SISTment system. 

3.2   Constructing Training and Testing Data Set 

Among the 494 students, we selected approximately 50% as training individuals to 
train up regression models, leaving 244 students in the testing set. For the training 
individuals, we created a file of 250 rows with one row per student. Each row in-
cludes variables representing their associated real MCAS score, the student’s pretest 
scores, and 15 “online measures” which we think indicate the amount of assistance a 
student needs to get an item correct.  

In contrast to the training set, data for the 244 testing individuals are organized in 
the “person-period” style [9] to facilitate longitudinal analysis. To run a longitudinal 
data analysis, the first thing to decide is a sensible metric for time. Because a student 
only worked on the ASSISTments for one period (about 20 to 40 minutes, varies 
among schools) every time they came to the lab, rather than treating visiting days as 
the metric for time, we collapsed all data in one month and used month as the level of 
granularity to measure time to achieve more stable learning-over-time data. This vari-
able for time is called “CenteredMonth” since it is centered around September 16, 
2004 and it runs from 0 to 7. Rows in which CenteredMonth equals 0 contain data 
from Sep. 16 to October 16, and rows where CenteredMonth equals 1 contain data 
from October 17 to November 16 and so on. The “person-period” structured dataset 
contains on average 5 data waves for each student and values of all the online meas-
ures for each CenteredMonth were calculated.  

To analyze data longitudinally, another important thing to determine is an outcome 
whose values change systematically over time. As mentioned in Section 1, traditionally 
students’ percent correct on the original items was treated as an outcome. To mimic the 
real MCAS score, we multiplied the percent correct by 54 (the full MCAS score), which 
makes the outcome range change to 0~54. We will refer to this variable as 
plain_predicted_score to emphasize the fact that it is computed directly from students’ 
monthly performance on original items without any correction. In addition, two new 
variables, referred to as original_predicted_score and assistance_predicted_score, 
will be calculated by applying the regression models that were trained using the training 
data set. The calculation of the variables will be discussed in detail in the following 
sections. All three predicted scores will be used as the outcome variable individually in 
our longitudinal data analysis and results will be compared. 
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3.3   Building Regression Models Based on Training Data 

For a long time, we have observed that the ASSISTment system was consistently 
under-predicting student performance due to the following reasons. Firstly, when 
building the ASSISTments, authors changed the type of many questions from multi-
ple choice to text input questions, which makes the ASSISTments on average harder 
than the actual MCAS items. Secondly, the ASSISTment system always allows stu-
dents to ask for hints, which to some degree prevents students from trying their best to 
get the solution. Since hint requests were treated as false responses, this feature could 
impact students’ evaluation. Thirdly, students did not take the ASSISTments as seri-
ously as a real, high-stakes test such as the MCAS and finally they may behave dif-
ferently when working on a computer because they like or dislike computers [1]. 
Therefore we want to take advantage of regression models to adjust the predicted 
scores.  

First of all, we checked the correlations between MCAS scores and all independent 
variables (pretest and the 15 online measures) in the training dataset. All these factors 
except attempt_count turned out to be significantly correlated with MCAS scores (p < 
0.05). The highest correlation (r = 0.742) occurs between MCAS score and pretest 
scores. Among all the online measures, original_percent_correct correlates best with 
MCAS score (r= 0.709).  And the sign of the correlations verified our hypothesis 
about the relationships between the online measures and the MCAS score.  

Table 1. Regression Models 

Model Parameter Un-std. Coeff. Std. Coeff. 
(Constant) 4.753  
pretest .764 .496 

Original_ 
Regression_ 
Model original_percent_correct 27.869 .367 

(Constant) 26.035  
pretest 0.64 .415 
percent_correct 24.205 .307 
avg_attempt -10.56 -.202 

Assistance_ 
Regression_ 
Model 

avg_hint_request -2.283 -.125 

We ran stepwise linear regressions to predict students’ real MCAS scores using 
pretest scores plus original_percent_correct, and pretest scores plus all of the online meas-
ures respectively. The models, named Original_Regression_Model and Assis-
tance_Regression_Model, are summarized in Table 1. 

The interpretation of Table 1 is straightforward. Because of the lack of space we 
will only present the interpretation for Assistance_Regression_Model. 

o Every one point increase in the pretest adds 0.64 points to the prediction of MCAS 
score. This is also the most significant parameter in both of the models according 
to standardized coefficients.  

o It was percent_correct, not original_percent_correct that entered the model, which 
indicates that students’ response to scaffolding questions should not be ignored 
when evaluating their knowledge. One percent increase on the percent correct 
earns student 0.24 points in the predicted MCAS score.  
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o The coefficient of the parameter avg_attempt is negative and thus consistent with 
our hypothesis about this measure. On average, if a student needs one more attempt 
to reach a correct answer for an item, he/she will lose 10.56 points in his/her pre-
dicted MCAS score.  

o Similar to avg_attempt, avg_hint_request is also negatively correlated with MCAS 
score. The difference is that students’ predicted score will be penalized for only 
2.28 points for every hint request averaged over all questions.  

3.4   Tracking Two Outcomes Longitudinally 

Given Table 1, we constructed the following formulas to compute values for the two 
new variables that represent student knowledge in a certain month:  

original_predicted_score = 4.753 + pretest * 0.764 + original_percent_correct * 27.869 
assistance_predicted_score = 26.035 + pretest * 0.64 + percent_correct * 24.205 - 

avg_attempt * 10.56 -avg_hint_request * 2.283 

It is worth pointing out that using the above formula, assistance_predicted_score 
takes into account student performance on scaffolding questions together with the 
amount of assistance, in particular, the number of attempts and hints, students need on 
average to get an item correct. 

Given this data set, we fit mixed-effect models ([9], also referred to as multilevel 
linear models in sociological research) on the testing data set and continuously track 
original_predicted_score and assistance_predicted_score respectively. The model-
ing was conducted in SPSS. In [5], school was discovered to be a significant predictor 
of both students’ initial knowledge status and learning rates. Hence here we intro-
duced school as a predictor again. To facilitate our discussion, we will refer to the two 
models as Original_Mixed_Model when original_predicted_score was picked as the 
outcome variable and Assistance_Mixed_Model when assistance_predicted_score was 
used as the outcome variable respectively. Each model gave two parameters for any 
individual student, intercept (representing initial knowledge status in the first month) 
and slope (denoting learning rate across the 8 months).  

3.5   Which Is the Best Model That Will Predict MCAS Scores? 

Recall that our research question asked whether a more precise prediction can be 
achieved by taking into account the assistance information. To investigate this ques-
tion, we computed the MAD result from the above models. Naturally, the predicted 
scores for the last month (i.e. CenteredMonth = 7) were adopted as the predicted 
MCAS score.  

 With predicted MCAS scores available, we can calculate MAD for both models. 
For the Original_Mixed_Model, we got a MAD of 6.20, with a standard deviation 
equal to 4.72 while for the Assistance_Mixed_Model the MAD is 5.533 with standard 
deviation being 4.40. Consequently, we claim that the Assistance_Mixed_Model, by 
utilizing the dynamic online metrics, helps to improve the correctness of the predic-
tion on MCAS score. The paired t-test comparing absolute residuals of each student 
indicates the improvement is statistically significant (p = 0.011).  
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3.6   More Results 

Sharp readers may have noticed that in Section 4.2, no quadratic terms or interactions 
between factors were included when building regression models. As a matter of fact, 
we suspected that there might be a non-linear relationship between the online meas-
ures and MCAS scores and therefore such a regression model was also trained and 
assistance_predicted_score computed. Though the R2 of the non-linear model is 
higher than that of the Assistance_Regression_Model, it led to significantly larger 
MAD. The non-linear model probably over-fitted the training data and was thus dis-
regarded. In both regression models presented in Table 1, pretest was a significant 
parameter. We wondered how much the tutoring and assistance information can help 
without pretest because pretest scores are not always available every school year. We 
replicated the whole process without using pretest. A comparison of evaluation meas-
ures to corresponding values in the above sections shows that pretest is an important 
predictor and without it, the precision of prediction degrades; meanwhile, the model 
involving tutoring and assistance information still exhibits its superiority and the 
difference in MAD is almost statistically significant (p = 0.055). 

3.7   Can We Do Better, or Are We Done? 

In Section 4.4, we presented that we achieved a MAD of 5.533 when predicting 
MCAS score using the Assistance_Mixed_Model, which is about 10.2% of the full 
score. To see how good the prediction is, we compare this prediction to the prediction 
reached by 3 other approaches as measured by MAD scores.    

Among other things, pretest scores alone could be used for prediction purposes. So 
we did a simple regression to predict student’s real MCAS scores using associated 
pretest scores and ended up with a MAD of 6.57 that was statistically significantly 
higher (p<0.05) than the 5.533 scores from Section 4.4. 

For a second comparison we looked at the predictions in the “Grade Book” reports 
to teachers on our current web site (Shown in Figure 1). The prediction was primitive 
and was simply a linear function of percent correct on original items. For students in 
the testing data set, this approach gave a MAD equal to 7.47.  

In yet a third comparison, we can compare it to using the plain_predicted_score as 
an outcome variable in the longitudinal analysis which brought on a MAD of 9.13. 
Obviously, all three of these comparisons show higher MAD values, thus indicated 
that they are not as good at predicting MCAS scores.  

Note that the comparison between pretest-prediction-method and the ASSISTment 
approach confounds total time during the assessment (80 vs. 249 minutes) in the sense 
that it took only about 80 minutes to do the paper and pencil pretest.  However, we 
argue that this is a fair comparison, because our schools (6 schools have adopted the 
system this year) say they are willing to use the ASSISTments often because they 
think that students are learning during their use of the ASSISTment web site. 

In Section 4, we found we had reduced the MAD to 5.533, but can we do better?  
Should we be dissatisfied unless we can get a MAD of zero? We want to investigate 
what a reasonable comparison should be. Ideally, we wanted to see how good one 
MCAS test was at predicting another MCAS test. We could not hope to do better than 
that. We did not have access to data for a group of kids that took two different ver-
sions of the MCAS test to measure this, but we could estimate this by taking students’ 
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scores on MCAS, randomly splitting the test in half, and then using their score on the 
first half to predict the second half. We excluded open response questions from the 
MCAS 2005 test and kept the remaining 34 multiple-choice and short answer ques-
tions with regard to the fact that open response questions are not supported in the 
ASSISTment system. Then the 34 items were randomly split into two halves and 
student performance on one half was used to predict their performance on the other 
half. This process was repeated 5 times. On average, we got MAD of 1.89, which is 
about 11% of the full score (17 points with one point for each item). Thus we drew 
the conclusion that using the new approach, our prediction of MCAS score is as good 
as the real MCAS test itself, with the caveat that only 34 items were utilized in the 
process here, while our prediction models were built based on students’ work on 135 
ASSISTment items over eight months. 

4   Conclusion and Future Work 

In this paper, we continued our work in [5] and proposed a new method of MCAS 
score prediction by integrating timing information and the amount of assistance a 
student needs. To evaluate the method we compared this new method to some tradi-
tional methods. Evidence was presented that the new method did a better job of pre-
dicting student knowledge than traditional methods which only looked at students’ 
performance on original items because items can be broken down into steps and stu-
dents’ responses to those steps are taken into consideration in the prediction. As our 
future work, we will evaluate the method further using this year’s data and improve 
the teacher reporting system utilizing the new method.  
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Abstract. This paper presents a project the goal of which is to develop 
ASPIRE, a complete authoring and deployment environment for constraint-
based intelligent tutoring systems (ITSs). ASPIRE is based on our previous 
work on constraint-based tutors and WETAS, the tutoring shell. ASPIRE 
consists of the authoring server (ASPIRE-Author), which enables domain 
experts to easily develop new constraint-base tutors, and a tutoring server 
(ASPIRE-Tutor), which deploys the developed systems. Preliminary evaluation 
shows that ASPIRE is successful in producing domain models, but more 
thorough evaluation is planned. 

1   Introduction 

Building a constraint-based tutor, like any other ITS, is a labour-intensive process that 
requires expertise in constraint-based modelling (CBM) and programming. While 
ITSs contain a few modules that are domain-independent, their domain model, which 
consumes the majority of the development effort, is unique. Our goal is to reduce the 
time and effort required for producing ITSs by building an authoring system that can 
generate the domain model with the assistance of a domain expert and produce a fully 
functional system. We also envisage that the authoring system would enable teachers, 
with little or no expertise in CBM, to build their own ITSs.  

This paper presents ASPIRE, an authoring system that assists in the process of 
composing domain models for constraint-based tutors and automatically serves 
tutoring systems on the web. The proposed system is an enhancement of WETAS [4, 
5], a web-based tutoring shell that facilitates building constraint-based tutors. 
WETAS is a prototype system that provides all the domain-independent components 
for text-based ITSs. The main limitation of WETAS is its lack of support for 
authoring domain models. ASPIRE guides the author through a semi-automated 
process for building the domain model and seamlessly deploys the resulting domain 
model to produce a fully functional web-based tutoring system.  

The paper commences with a brief introduction to related authoring systems for 
building ITSs. Section 3 details the ASPIRE authoring system, including an outline of 
the domain authoring process and the architecture of the system. We also include an 
overview the constraint generation algorithms, the central component of the authoring 
process. Finally, Section 4 presents conclusions and the directions of future work.  



42 A. Mitrovic et al. 

2   Related Work 

Murray [10] classified ITS authoring tools into two main groups: pedagogy-oriented 
and performance-oriented. Pedagogy-oriented systems focus on instructional 
sequencing and teach relatively fixed content. On the other hand, performance-
oriented systems focus on providing rich learning environments, where students learn 
by solving problems while receiving dynamic feedback on their progress. These 
systems have a deep model of expertise, which enables the tutor to correct the student 
as well as provide assistance on problem solving. Authoring systems thus need to 
support the acquisition of domain models. Typically, sophisticated machine learning 
techniques are used for acquiring domain rules with the assistance of a domain expert. 

Only a few authoring systems are capable of generating domain models. Disciple, 
developed by Tecuci and co-workers [15, 16], is an example of a learning agent shell 
for developing intelligent educational agents. A domain expert teaches the agent to 
perform domain-specific tasks, similar to a manner of an expert teaching an 
apprentice, by providing examples and explanations. The expert is also required to 
supervise and correct the behaviour of the agent. Disciple acquires knowledge using a 
collection of complementary learning methods including inductive learning from 
examples, explanation-based learning, learning by analogy and learning by 
experimentation. A completed Disciple agent can be used to interact and guide 
students in performing tasks of the domain. 

The Cognitive Tutor Authoring Tools (CTAT) [1, 2] assist in the creation and 
delivery of ITSs based on model tracing. The main goal of these tools is to reduce the 
amount of artificial intelligence (AI) programming expertise required. The system 
allows authors to create two types of tutors: ‘Cognitive tutors’ and ‘Pseudo tutors’. 
‘Cognitive tutors’ contain a cognitive model that simulates the student's thinking to 
monitor and provide pedagogical assistance during problem solving. In contrast, 
‘Pseudo tutors’ do not contain a cognitive model: to develop a tutor of this kind, the 
author needs to specify a recording of possible student actions and corresponding 
feedback messages. Although ‘Pseudo tutors’ do not require AI programming, they 
are specific to the demonstrated set of problems, and cannot deal with student actions’ 
which are not pre-specified by the author. 

3   ASPIRE 

ASPIRE assists with the creation and delivery of constraint-based tutoring systems. It 
generates constraints that make up the domain model with the assistance of the 
domain expert, minimising the programming expertise required for developing a new 
constraint-based tutor. The system also provides all the domain-independent 
functionality of constraint-based ITSs.  

3.1   Authoring Process 

Authoring a constraint-based tutor in ASPIRE is a semi-automated process, carried 
out with the assistance of the domain expert. The authoring process, summarised in 
Figure 1, consists of nine distinct phases. Initially, the author specifies general 
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features of the chosen instructional domain, such as whether the domain consists of a 
sub-domains focusing on specific areas, and whether the domain is procedural or not. 
In the case of procedural domains, the author is required to enumerate the problem-
solving steps. As an example, let us consider the procedural domain of adding 
fractions. The problem-solving procedure can be broken down into four steps, as 
outlined in Figure 2. Initially, it is necessary to check whether the two fractions have 
the same denominator; if that is not the case, the lowest common denominator must 
be found. Step two involves modifying the two fractions to have the lowest common 
denominator (when needed). After that, the two fractions are added, which may result 
in an improper fraction. Finally, the result is to be simplified, if appropriate. 

 

Fig. 1. The phases of the authoring process 

In the second phase, the author develops an ontology of the chosen instructional 
domain, which plays a central role in the authoring process. ASPIRE-Author provides 
an ontology workspace for visually modelling ontologies (Figure 3). A domain 
ontology describes the domain by identifying important concepts and relationships 
between them. The ontology outlines the hierarchical structure of the domain in terms 
of sub- and super-concepts. Each concept might have a number of properties, and may 
be related to many other domain concepts. A preliminary study conducted to evaluate 
the role of ontologies in manually composing a constraint base showed that 
constructing a domain ontology assisted the composition of constraints [13]. The 
study showed that ontologies support authors to reflect on the domain, organise 
constraints into meaningful categories and produce more complete constraint bases.  

 

Fig. 2. Problem-solving procedure for fraction addition 

An ontology for the domain of adding fractions is illustrated in Figure 3. It 
contains Number as the most generic concept, which has two specialisations, Whole-
number and Fraction. Whole-number is further specialised into lowest common 

1. Find the lowest common denominator (LCD)
2. Convert fractions to LCD as denominator 
3. Add the resulting fractions 
4. Simplify the final result 

1. Specifying the domain characteristics 
2. Composing the domain ontology 
3. Modelling the problem and solution structures
4. Designing the student interface 
5. Adding problems and solutions  
6. Generating syntax constraints 
7. Generating semantic constraints 
8. Validating the generated constraints 
9. Deploying the tutoring system  
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denominator (LCD), while Fraction is specialised into Improper and Reduced. The 
specialization/generalization relationships between domain concepts are visually 
represented as arrows between concepts. Figure 3 shows three additional relationships 
defined for the Reduced Fraction concept: whole number, numerator and 
denominator. While numerator and denominator and mandatory relationships, whole 
number may only occur if the resulting fraction needs to be simplified.  

 

Fig. 3. Ontology for adding fractions 

In the third phase, the author specifies the problem/solution structures. Problems 
can consist of components (textual or graphical) and a problem statement. In our 
example domain, problems contain a common statement (“Add these two fractions”), 
and the problem to be solved (e.g. “1/3 + 1/5”). Student solutions may also consist of 
several components. The overall structure of solutions depends on whether the 
domain is procedural or declarative. A declarative task requires a single solution that 
may consist of a number of components, whereas a procedural task requires a solution 
for each step of the procedure. As the result, the structure of solutions for each step 
has to be modelled. The solution structure for fraction addition is outlined in Figure 4, 
showing also the corresponding domain concepts. 

The student interface needs to be designed next. The final outcome of this phase is 
a form-based interface that can be used by students to compose their solutions. The 
system initially generates a default interface, placing an input area for each 
component defined in the solution structure [9]. The domain expert can rearrange the 
interface components in order to provide a more intuitive interface for students. An 
example of an interface for adding fractions is shown in Figure 5.  
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After designing the student interface, the author enters example problems and their 
solutions. For each problem, the author enters a problem statement, and one or more 
correct solutions. In order for the authoring system to learn about different ways of 
solving a problem, the expert is required to provide multiple solutions to a problem 
depicting different ways of solving it. These solutions are used by the authoring 
system for generating semantic constraints. 

Problem solving step Solution component Concept 
1. Find LCD LCD LCD 
2. Convert fractions to LCD Fraction 1 numerator 

Fraction 1 denominator 
Fraction 2 numerator 
Fraction 2 denominator 

Improper fraction 

3. Sum of improper fractions Improper sum numerator 
Improper sum denominator 

Improper fraction 

4. Final reduced sum Final sum whole number 
Final sum numerator 
Final sum denominator 

Reduced fraction 

Fig. 4. Solution structure for adding two fractions 

Once example problems and their solutions are available, ASPIRE-Author 
generates the domain model. The syntax constraint generator analyses the domain 
ontology and generates syntax constraints directly from it. These constraints are 
generated by translating the restrictions on the properties and relationships of 
concepts specified in the ontology, as detailed in Section 0. The constraint generator 
produces an extra set of syntax constraints for procedural domains that ensure that the 
student progresses correctly in the problem solving process. 

 

Fig. 5. Student interface for adding two fractions 

Lowest common denominator  

Fractions with LCD as denominator 

Sum of fractions 

Reduced sum 
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Semantic constraints are generated using a machine learning algorithm that learns 
from the solutions provided for each problem. It analysing pairs of solutions to 
identify similarities and differences between them. Section 0 provides more details on 
the semantic constraint generation algorithm.  

The generated domain model is validated during the penultimate phase of 
authoring the domain model. The author requests the system to identify errors in an 
incorrect solution. If errors are identified incorrectly, further example problems and 
solutions have to be provided by the domain expert. The author may also examine a 
high-level description of each generated constraint and dispute them by providing 
counter examples. 

Finally, the domain model is deployed as a tutoring system during the final phase 
of the authoring process. A new instance of a tutoring system is started in ASPIRE-
Tutor, which can be tested by the domain expert and made available to students. The 
domain expert can evaluate the effectiveness of the domain model by analysing the 
learning curves for constraints produced by ASPIRE-Tutor.  

3.2   Architecture 

ASPIRE consists of an authoring server (ASPIRE-Author) for assisting with the 
development of new systems, and a tutoring server (ASPIRE-Tutor) for delivering 
tutors. Both servers are implemented in Allegro Common Lisp [3] as web servers for 
users to interact through a standard web browser. All required domain-dependent 
information, such as the domain model and other configuration details produced by 
ASPIRE-Author, are transferred to ASPIRE-Tutor as an XML database.  

3.2.1   Authoring Server 
The authoring server consists of a set of modules, where each module is assigned a 
specific set of responsibilities in generating constraint-based tutors. The basic 
architecture of the ASPIRE-Author, as depicted in Figure 6, consists of a web 
interface, authoring controller, constraint generator, constraint validator and the 
domain model manager [8]. The domain expert interacts with each component of the 
web interface to generate the domain model. 

The Authoring Controller manages the process and guides the author. This module 
receives all requests from the interface layer, initiates processes within other modules 
and returns the results to the relevant interface component.  

The Syntax Constraint Generator is responsible for generating syntax constraints 
by analysing the domain ontology. Semantic constraints are generated by the 
Semantic Constraint Generator using a machine learning algorithm that learns from 
problems and their solutions. The Constraint Validator is responsible for carrying out 
all the necessary operations required for validating the constraints generated by the 
constraint generators.  

The Domain Model Manager contains the necessary classes for storing the 
components of domain models. It is responsible for creating and updating domain 
model components such as ontology, problem solution structure, problems, solutions 
etc. The Domain Model Manager is also capable of producing XML representations 
of all domain model components for data transfer. 
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Fig. 6. The architecture of ASPIRE-Author 

3.2.2   Tutoring Server 
ASPIRE-Tutor (Figure 7) is also designed as a collection of modules, based on the 
typical ITS architecture. ASPIRE-Tutor is capable of serving a collection of tutoring 
systems in parallel. Each tutoring system served by ASPIRE-Tutor would have its 
own unique URL. Students can access the tutoring system relevant to them by 
pointing their browser to the appropriate URL.  

 

Fig. 7. The architecture of ASPIRE-Tutor 

The interface module is responsible for producing an interface for each tutoring 
system deployed on the server. The interface provides features such as login/logout, 
select/change problem, submit solution for evaluation etc.  
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The session manager is responsible for maintaining the state of each student during 
their interaction. The current state of a student is described by information such as the 
selected domain, sub-domain and problem number. The session manager also acts as 
the main entry point to the system, invoking the relevant modules to carry out 
necessary tasks. For example, when a student submits a solution to be validated, the 
session manager passes on all information to the pedagogical module, which returns 
the feedback to be presented to the student.  

The Pedagogical Module (PM) decides how to respond to each student request. It 
is responsible for handing all pedagogy-related requests including selecting a new 
problem, evaluating a student’s submission and viewing the student model. In the 
event of evaluating a student’s submission and providing feedback, the PM delegates 
the task of evaluating the solution to the diagnostic module and decides on the 
appropriate feedback by consulting the student model. The student modeler maintains 
a long term model of the student’s knowledge.  

3.3   Syntax Constraints Generation 

An ontology contains a lot of information about the syntax of the domain. Composing 
a domain ontology is a much easier task for the author than composing constraints 
that check whether the student has used correct syntax. The goal of syntax constraint 
generator is to extract all useful syntactic information from the ontology and translate 
them into syntax constraints for the domain model. 

Syntax constraints are generated by analysing relationships between concepts and 
properties of concepts specified in the ontology. The algorithm extracts the restrictions 
specified for relationships and properties and generates syntax constraints by 
translating them into constraints. These constraints are applicable to both procedural 
and non-procedural domains. An extra set of constraints are generated for  
procedural domains to ensure that the student adheres to the correct problem-solving 
procedure. These constraints are generated by analysing the solution structure 
modelled during stage three of the authoring process. The syntax constraints generation 
algorithm is detailed in further in [12, 14].  

ASPIRE-Author produced 11 constraints for fraction addition from the ontology in 
Figure 3 and the solution structure in Figure 4. For example, constraint 7 is relevant 
while the student is carrying out the first problem solving step (‘Find LCD’) and its 
satisfaction condition ensures that the student has entered the answer. As the domain 
does not contain any complicated syntax restrictions, and inputs are restricted by the 
student interface, the generated constraints are sufficient to ensure that students use 
the correct syntax and the correct problem-solving procedure. 

The syntax constraint generation algorithm has been evaluated in a number of 
domains. The evaluations carried out for the domains of ER modelling and database 
normalisation produced promising results. All syntax constraints that were hand-crafted 
in KERMIT [7, 11], a successful constraint-based tutor for ER modelling were generated 
by ASPIRE. Furthermore, the algorithm produced all but two syntax constraints that 
existed in NORMIT [6, 7], an effective tutoring system for database normalisation.  

3.4   Semantic Constraints Generation 

Semantic constraints ensure that a student’s solution satisfies all semantic 
requirements of a problem, by comparing the student’s and ideal solution. They are 
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generated by a machine learning algorithm. Problems and solutions provided by the 
author are used as examples for semantic constraint generation. Multiple solutions for 
a problem depict different ways of solving it, and enable the algorithm to generate 
constraints that can identify all correct solutions, regardless of the student’s approach. 

The algorithm generates new semantic constraints by analysing a pair of correct 
solutions for the same problem. Constraints are generated by identifying similarities 
and differences between two solutions. The process of generating constraints is 
iterated until all pairs of solutions are analysed. Each new pair of solutions can lead to 
either generalising or specialising previously generated constraints. If a newly 
analysed pair of solutions violate a previously generated constraint, its satisfaction 
condition is generalised in order to satisfy the solutions, or the constraint’s relevance 
condition is specialised for the constraint to be irrelevant for the solutions. This 
algorithm is discussed in [12]. Evaluations performed show that the semantic 
constraints generator produced 85% of the semantic constraints found in KERMIT. 
Moreover, the generated constraints for the domain of database normalisation covered 
all the semantic constraints that exist in NORMIT.  

39 semantic constraints were generated for fraction addition, from only two 
example problems. As each problem in this domain has only a single valid solution, 
semantic constraints check that the student’s solution matches the ideal solution. For 
example, constraint 1 ensures that if the student is currently doing the first problem 
solving step (‘Find LCD’), the LCD component of their solution is not empty (i.e., the 
student has specified the LCD) and the ideal solution contains an LCD (i.e. it is 
necessary to find the LCD for the current problem), then the student’s answer needs to 
be equal to the one specified in the ideal solution. 

The majority of generated semantic constraints ensure that relationships, such as 
fractions having a numerator and a denominator, exist in student solutions. As the 
interface implicitly forces these relationships, some semantic constraints are trivially 
satisfied. However, we believe that it is still necessary for the domain model to 
contain such constraints, because the author may design a less restrictive interface. 
Only two example problems were needed to generate semantic constraints for fraction 
addition, as the domain is very simple.  

4   Conclusions 

We provided an overview of ASPIRE, an authoring system that assists domain 
experts in building constraint-based ITSs and serves the developed tutoring systems 
over the web. ASPIRE follows a semi-automated process for generating domain 
models, and produces a fully functional web-based ITS, which can be used by 
students. We also outlined the constraint generation algorithms, which produced 
promising results during preliminary evaluations. ASPIRE-Author produced a 
satisfactory domain model for fraction addition, consisting of 11 syntax and 39 
semantic constraints. The generated domain model can be used to power a tutoring 
system for students with minor modifications.  

ASPIRE will be completed in July 2006, and then we will conduct a thorough 
evaluation of the system’s effectiveness. We also intend to develop a tutorial outlining 
the authoring process to assist novices in building constraint-based tutoring systems 
using ASPIRE, especially modelling domain ontologies.  
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Abstract. Within an intelligent tutoring system framework, the teaching 
strategy engine stores and executes teaching strategies. A teaching strategy is a 
kind of procedural knowledge, generically an if-then rule that queries the 
learner’s state and performs teaching actions.  We develop a concrete 
implementation of a teaching strategy engine based on an automatic conversion 
from SWRL to Jess.  This conversion consists of four steps: (1) SWRL rules are 
written using Protégé’s SWRLTab editor; (2) the SWRL rule portions of 
Protégé’s OWL file format are converted to SWRLRDF format via an XSLT 
stylesheet; (3) SweetRules converts SWRLRDF to CLIPS/Jess format; (4) 
syntax-based transformations are applied using Jess meta-programming to 
provide certain extensions to SWRL syntax.  The resulting rules are then added 
to the Jess run-time environment.  We demonstrate this system by implement-
ting a scenario with a set of learning contents and rules, and showing the  
run-time interaction with a learner. 

1   Introduction 

We are developing an intelligent tutoring system framework, in which learning 
contents and learner data are stored in ontologies.  Within this framework, the 
teaching strategy engine stores and executes teaching strategies to determine the 
teaching actions.  Teaching strategies are a kind of procedural knowledge, including 
assessment algorithms and decision procedures.  Traditionally, such knowledge has 
been difficult to represent within an ontology in a format that supports automatic 
execution. However, recent advances in integrating rules and ontologies, and the 
development of tools to support them, present an opportunity to develop a teaching 
strategy engine using ontology-based rule representations.  We have developed a 
conversion from SWRL rules written in Protégé, to a run-time engine in Jess, using 
several standard open-source tools.  The benefit of representing teaching strategies as 
SWRL rules is that the strategies’ computations would be explicitly represented in the 
ontology, and could be viewed and edited, as well as reasoned about by other 
applications. 

2   Tools 

Our conversion method uses the following standard tools. 
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2.1   SweetRules 

SweetRules 236 is a toolkit that provides a suite of converters between several 
standard rule formats, including RuleML, Courteous Logic Programs, and SWRL, 
and several execution engines, including Jess, Jena, and XSB Prolog. 

2.2   Semantic Web Rule Language 

Semantic Web Rule Language (SWRL) 4 combines a rich OWL ontology + 
description logic (DL) with a subset of first-order logic (FOL) syntax.  SWRL rules 
are always defined on top of an OWL ontology.  Syntactically, a SWRL rule is 
function-free (no user-defined functions), Datalog (no functions within terms), Horn 
(no negation or disjunction), and has no explicit quantifiers, but with implicit 
universal quantification for all variables.  SWRL atoms include class and property 
atoms whose names refer to classes and properties in the ontology, and a library of 
built-in function atoms that implement fundamental math, string, and date operations. 

Class and property atoms in a SWRL rule body represent queries into the 
knowledge base.  A class atom with a ground argument (individual name or bound 
variable) performs a class membership test.  If the argument is an unbound variable, 
i.e. this atom is the first occurrence of the variable in the rule, then a class atom 
conceptually iterates over every individual of that class.  (This iteration actually arises 
from the implicit universal quantification over all variables, which ensures that every 
rule will be applied to every individual in the knowledge base.)  Property atoms are 
analogous, but perform property membership tests. 

In a rule head, class and property atoms represent new conclusions.  According to 
the SWRL semantics, an ontology with rules is consistent iff the head facts are true 
whenever the bodies are true. The standard implementation of this semantics is to 
make the head facts true, i.e. to add them to the knowledge base.  SWRL has no 
intrinsic facilities for performing side-effects, including modifying existing 
knowledge. 

The SWRL standard 4 defines two concrete XML-based formats for SWRL rule 
representation: an XML concrete syntax, and an RDF concrete syntax.  SweetRules 
denotes these formats as SWRLXML and SWRLRDF, respectively, and provides 
some translation tools to and from these formats.  

2.3   Protégé OWL + SWRLTab 

Protégé 5 is a standard, open-source ontology editor, with support for Web Ontology 
Language (OWL) via an OWL plugin.  Recent builds of Protégé OWL include a 
SWRLTab view, which provides convenient editing of SWRL rules.  The SWRLTab 
editor uses SWRL’s “human readable” syntax 4, which is comparable to Prolog in 
conciseness and readability.  Another key benefit is that the SWRL rule editor is 
closely integrated with the OWL ontology. 

From Protégé’s perspective, the SWRL language syntax is represented as an 
ontology, and a SWRL rule is simply an OWL individual that is instantiated using 
classes from this ontology.  The SWRLTab editor automates the laborious details of 
instantiating the tree-like structure for each SWRL rule.  Protégé saves the OWL 
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ontology and SWRL rules into the same .owl file.  (This causes some complications 
for the conversion to Jess, as will be discussed below.) 

2.4   Jess Rule Engine 

Jess (Java Expert System Shell) 1 is a rule engine written in Java.  It provides a Lisp-
like syntax and interpreter, with forward-chaining rules using the rete network 
algorithm.  It is based on the earlier CLIPS rule language, and is still largely forward-
compatible with CLIPS, in that most CLIPS programs are also valid Jess programs.  It 
is free for research use. 

Jess is able to use standard Java reflection to import Java libraries, call any Java 
code, and directly manipulate Java objects.  This gives it great flexibility as a general-
purpose execution environment.  We exploit this capability to run XSLT and 
SweetRules from within Jess. 

3   Conversion from OWL Ontology to Jess Facts 

An OWL ontology consists of classes and properties, OWL restrictions to specify 
their semantics, and individuals defined using these elements.  SweetRules provides a 
translation path (a sequence of translator tools) from OWL to Jess, which can be used 
to convert a knowledge base of facts.  In particular, we can use this to convert the 
learning contents ontology to Jess facts. 

An OWL ontology file is converted to Jess by executing the SweetRules command: 

translate owl jess owl-input-path jess-output-path 

This produces a Jess file in which OWL individuals are converted to Jess facts 
(simple assertions), and OWL properties and restrictions are converted to Jess rules.   

Note that we must exclude SWRL rules from consideration here, since this 
translation path has expressiveness limitations that conflict with Protégé’s handling of 
SWRL rules. 

• SweetRules’s OWL-to-Jess translation path is restricted to a subset of Protégé 
OWL’s expressiveness.  The OWL functional property attribute, which denotes 
that a property may have at most one value, must be avoided, as it is a kind of 
cardinality restriction, which this translation path can’t support. 

• However, to edit SWRL rules in Protégé, the user must “activate” SWRL, which 
imports the SWRL ontology definition.  The SWRL ontology itself uses functional 
properties internally. 

Hence, a Protégé .owl file that has “activated” the SWRL editing capabililty can no 
longer be translated via SweetRules’ OWL-to-Jess path.  It follows that to use the 
OWL-to-Jess translation requires two separate Protégé .owl files: (1) an “ontology-
only” file that defines all individuals, but does not activate SWRL, which is converted 
as described here; and (2) a “SWRL-only” file that defines the SWRL rules, which is 
converted separately, as described in the next section.  These two files must share the 
same class and property definitions, and declare the same xml:base URI, to ensure 
that individuals generated from one file will match rules generated from the other. 
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4   Conversion from SWRL Rules to Jess Rules 

In this section, we describe our conversion from Protégé’s SWRL rules to Jess code. 

4.1   Conversion from Protégé OWL to SWRLRDF 

Within Protégé’s .owl file format, SWRL rules are saved in a syntax that is similar to 
SWRL’s RDF concrete syntax (SWRLRDF format), but with some specific 
differences.  We have developed an XSLT stylesheet to convert the SWRL rule subset 
of a Protégé .owl file to SWRLRDF.  This conversion includes the following steps. 

• Convert lists to collections.  In Protégé OWL, swrl:body and swrl:head atoms are 
defined as lists, using a Lisp-like recursive list structure that provides explicit 
sequential ordering.  Each swrl:body or swrl:head atom has a single swrl:AtomList 
child node, which itself has exactly two child nodes: an rdf:first node whose child 
is the first element of the (sub)list, and an rdf:rest node whose child is the 
remainder of the list, recursively represented as another swrl:AtomList, or by the 
special end-of-list symbol #nil.  Since the rdf:first and rdf:rest nodes are explicitly 
named, their order within the file is arbitrary. 

SWRLRDF defines ruleml:body and ruleml:head atoms as collections of 
multiple nodes, with implicit sequential ordering between them.  Specificially, 
these atoms have an rdf:parseType=“Collection” attribute, and can have any 
number of child nodes. 

We convert the swrl:AtomList format to the rdf:parseType=“Collection” format, 
preserving the sequence of the elements. 

• Lift variable declarations to top of file.  Every variable used in any SWRL rule 
must be declared once as a swrl:Variable atom.  In SWRLRDF, it is preferred to 
list all such declarations a priori, in a block at the top of the file, before any SWRL 
rule definition.  This convention simplifies subsequent conversion processes by 
automated tools. 

  <?xml version="1.0"?> 

  <rdf:RDF ...>    Root node 

    <swrl:Variable rdf:ID="x" /> Variable declarations 

    ... 

    <swrl:Imp rdf:ID="rule-1">  Rule definitions 

      ... 

  </rdf:RDF> 

In contrast, OWL supports an enhanced syntax with “just-in-time” declarations, in 
which the first occurrence of an identifier in the .owl file is written as a child node 
below the node where it is first used, with an rdf:id=name attribute, which acts as a 
declaration.  All subsequent occurrences of the same identifier in this file use an 
rdf:resource=#name attribute on the node that uses it, which acts as a reference to 
the previous declaration.  This means that swrl:Variable declarations may appear 
anywhere in a Protégé OWL file, nested at any depth within a SWRL rule’s 
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definition, and that every usage of a swrl:Variable has two alternative syntactic 
forms, which complicates any processing.  The following excerpt shows an OWL 
“just-in-time” declaration for swrl:argument2’s “U” variable, and a reference 
for swrl:argument1’s “H” variable.   

  <swrl:IndividualPropertyAtom> 

    <swrl:argument2><swrl:Variable rdf:ID="U"/> 

    </swrl:argument2> 

    <swrl:propertyPredicate 
rdf:resource="#hasLearner"/> 

    <swrl:argument1 rdf:resource="#H"/> 

  </swrl:IndividualPropertyAtom>   

We convert swrl:Variable atoms in two steps.  (1) When converting the rdf:RDF 
root node (which is always the first node in the file, by definition), we “look 
ahead” and extract all swrl:Variable atoms, at any depth in the file, and copy them 
as immediate children of the root node.  (2) All “just-in-time” declarations are 
rewritten by copying the child node’s rdf:ID attribute as an rdf:resource reference. 

• Filter out OWL ontology atoms.  All class, property, and individual atoms that 
pertain to the OWL ontology are not used by SWRLRDF.  These are filtered out by 
simply not copying them. 

In a sense, the conversion from OWL to SWRLRDF “loses” all information 
about the OWL ontology.  The OWL ontology and individuals are assumed to be 
converted separately, as described in Section 0.  It is the user’s burden to ensure 
that the results of these two separate translations remain consistent with each other. 

4.2   Conversion from SWRLRDF to CLIPS 

The SweetJess component of SweetRules includes a translation path from SWRLRDF 
to CLIPS.   This conversion is achieved by executing the SweetRules command: 

translate swrlrdf clips swrlrdf-input-path clips-output-path 

As Jess uses CLIPS syntax, the result is also valid as a Jess file.  We distinguish the 
“ontology-only” Jess file produced in Section 0, from the “rules-only” Jess file 
produced here, by assigning them distinct extensions “.jess” and “.clp”, respectively. 

By default, a SWRL rule represents new conclusions only, i.e. new facts that are 
“made true” by adding them to the knowledge base.  This is typically implemented by 
converting every SWRL rule head to a Jess assert statement.  Consider a simple 
SWRL rule, written in the Protégé SWRLTab: 

Student(?S)   Person(?S)  “A student is a person”

SweetRules conversion from SWRLRDF to CLIPS produces the following Jess rule.  
(Here and hereafter, Jess rules and facts are shown in a terse format, with namespace 
prefixes omitted, for clarity.) 

(defrule rule-1 (triple type ?S Student) => (assert (triple type ?S Person))) 
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This is a valid Jess rule, which is triggered by existing facts about Students, and 
responds by asserting new facts about Persons. 

4.3   Extending SWRL Via Rule Transformations in Jess 

SWRL provides a restricted expressiveness to ensure decidability.  Jess rules are often 
more concisely expressed using constructs not available in SWRL.  We have devised 
a generic mechanism to extend SWRL rules with additional constructs based on 
syntactic rule transformations in Jess.  Syntactically, a SWRL rule must be a flat list 
of atoms, but it does guarantee that sequence is preserved.  We find that judicious 
insertion of new, reserved class and property atoms is sufficient to add new keywords 
and even block structure.  We define the following extension keywords: 

SWRLx Atom Where Why Effect 

__name(str) body 
SweetRules
workaround 

Sets the Jess rule name to str.  (SweetRules 
ignores Protégé’s encoding of a SWRL rule’s 
name, and generates default names.) 

__naf(?) body Expressive Converts to a Jess (not …) block. 
__all(?A) 
__end(?A) 

body Expressive 
Expands to a “guarded not” block 7, which 
handles the implicit iteration for an “if all” test. 

__bind(?R) body Jess Expands to a Jess pattern binding. 

__modify(?R) head Jess 
Changes the immediately following clause 
from an (assert …) to (modify ?R …). 

__call(?) head Effecting 
Changes the immediately following clause 
from an (assert (P …)) to a Jess function call (P 
…). 

Our extended keywords are edited normally using the SWRL rule editor, and are 
converted verbatim by SweetJess. We treat the resulting CLIPS file as an intermediate 
quasi-rule format, convert each quasi-rule to a nested-Vector format that supports text 
processing, and apply the above rule transformations as a set of functions written in 
Jess, thereby achieving our extended semantics.  The transformed rules are then 
evaluated in Jess, which updates Jess’s working memory. 

5   Implementation Issues for Automatic Conversion 

We now discuss some pragmatic issues in implementing the conversion capability. 

5.1   SweetRules Installation 

SweetRules’s considerable power is offset by its intimidating installation 
requirements.  It depends on many third-party open-source software components, all 
of which must be installed concurrently.  We note the following installation pitfalls, 
which could deter a typical user. 

• Version dependencies. Some parts of SweetRules suffer from hard-coded 
dependencies to specific versions of other components.  In our experience, some of 
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these components can be upgraded to the latest versions without harm1. Other 
components must use the stated versions, else SweetRules quickly fails and throws 
many Java exceptions.  More recent versions of these components have typically 
renamed some internal Java .jar files, which breaks SweetRules’ hard-coded 
dependencies. 

The following table summarizes SweetRules’ software components, their stated 
version requirements, and the allowed and forbidden upgrades, based on our 
empirical testing. All version requirements are as stated by SweetRules 2.1’s own 
installation program, which is the latest version of SweetRules. 

Table 1. SweetRules software components, and allowed version upgrades 

Source/ 
Vendor 

Component 
Stated 

Version 
Can Upgrade To 

--- SweetRules 2.1 --- 
Sun Java SDK 1.4.2 5.0 Update 5, 6 

Sandia Jess 6.1p7 6.1p8 
IBM CommonRules 3.3 --- 

Sun 
Java Web Services 

Development Pack (JWSDP) 
1.5 Must use 1.5 

SourceForge dom4j 1.5 1.6.1 
Apache log4j 1.2.8 1.2.12 

SourceForge Junit 3.8.1 --- 
Apache Xalan 2.6.0 Must use 2.6.0 

Declarativa InterProlog 2.1.1 Must use 2.1.1 
SourceForge XSB Prolog 2.6 2.6-fixed 
SourceForge KAON DLP 0.5 --- 
SourceForge Saxon 8.1.1 Must use 8.1.1 

HP Jena 2.2 Must use 2.2 

• Installer error. The final step of the SweetRules 2.1 installer should produce a 
Windows command script, “runsr.cmd”, which is the most convenient way to 
launch SweetRules, as it properly fills in the extremely long2 Java classpath.   But 
it fails due to an unfortunate bug.  The installer’s final input screen prompts the 
user to enter the SweetRules installation directory path, which it uses to compose a 
Java command line that will produce the script.  However, it assumes that the user 
included double-quotes around the SweetRules path, and blindly strips the first and 
last characters (without checking to see whether they actually are double-quotes!).  
This results in an invalid directory path, which causes the Java command to fail. 

The workaround is straightforward: Edit the installation log file, copy the final 
Java command line, manually fix all occurrences of the SweetRules directory path, 
and manually execute it from a Windows command prompt. 

                                                           
1 More precisely, we can say that these upgrades have not yet caused any observed problems 

for the OWL-to-Jess and SWRLRDF-to-CLIPS translation paths. 
2 For the author’s runsr.cmd file, the classpath argument is 4,006 characters long. 



58 E. Wang and Y.S. Kim 

5.2   Managing SweetRules as a Child Process 

SweetRules presents a simple command-line interface.  We run SweetRules as a child 
process under Jess, using the standard Java ProcessBuilder class, and spawn worker 
threads to read SweetRules’ output buffers asynchronously as a work-around for its 
tendency to block during translations.  This reduces the entire SweetRules conversion 
step to a single function call. 

6   Example Scenario 

We demonstrate the teaching strategy engine using the following simple scenario. 

• The learning contents includes a Problem1, which has a Solution1a. 
• Among all learners, there is a learner named Alan. 
• Alan has scored 58.0 on Problem1, which is recorded in a HistoryDatum h1. 

We define the base ontology separately, then use OWL import statements to ensure 
that the “individuals-only” and “rules-only” ontology files share it.  The base ontology 
is shown in Figure 1. 

 

Fig. 1. Ontology classes  and properties for scenario 1 

The “individuals-only” ontology file adds individual definitions corresponding to 
the scenario data described above.  This file is converted via the OWL-to-Jess 
translation path to a set of Jess statements, including the following fact: 

(assert (triple score h1 58.0))      (a) 

This scenario uses one teaching macro-strategy: “If a learner fails a problem, show 
a solution immediately” 8, where a problem is considered to be failed if its score is 
less than 75%.  This strategy is decomposed into three SWRL rules, organized in a 
bottom-up manner: 

r-score-low  “A score less than 75% is a low score.” 
r-problem-failed “A learner fails a problem if the learner has a low score.” 
s-strategy1  “If a learner fails a problem, show a solution immediately.” 
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Editing of these rules in Protégé SWRL is shown in Figure 2. 

 

Fig. 2. Protégé SWRL rules for scenario 1 

Having edited the rules, the teacher converts the rules to Jess by opening the 
“rules-only” .owl file.  This automatically invokes XSLT, SweetRules, and rule 
transformations in Jess to achieve the conversion, detects which rules have changed, 
and updates only those rules in Jess’s working memory, as shown in Figure 3. 

 

Fig. 3. Rule engine interface for automatic conversion from Protégé SWRL to Jess 

With the scenario facts and rules loaded, the running Jess rule engine produces the 
following results: 

• Fact (a), with h1’s score of 58.0, satisfies the bottommost rule r-score-low.  This 
rule fires, and asserts a new fact: 

  (triple type h1 _score-low-s)            (b) 

• Fact (b) satisfies the intermediate rule r-problem-failed, which fires and asserts a 
new fact 

  (triple _problem-failed-t Problem2 Alan)          (c) 

• Fact (c) satisfies the topmost rule s-strategy1, which fires and executes the Jess 
function call 

  (Present Alan Solution2b) 

We may assume that the Present function displays the solution in some manner 
that is integrated with the system’s visual interface. 



60 E. Wang and Y.S. Kim 

7   Summary 

We have developed a teaching strategy engine in Jess, based on an automatic 
conversion mechanism from OWL individuals and SWRL rules in Protégé to Jess 
facts and rules.   Our conversion mechanism leverages existing tools for rule language 
conversions, and extends their applicability to include Protégé’s OWL format.  More 
broadly, we have established a framework for representing teaching strategy 
knowledge as rules in a standard ontology editor.  This supports a pedagogical 
development environment where a teacher can incrementally edit rules in the 
ontology, and quickly reload them into the teaching strategy engine for testing.  We 
have also demonstrated a syntax-based extension to SWRL that supports more 
flexible and expressive rules, which supports the development of practical rules that 
can encode interactions with a human learner. 
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Abstract. Intelligent Tutoring Systems have been shown to be effective in a 
number of domains, but they remain hard to build, with estimates of 200-300 
hours of development per hour of instruction. Two goals of the Cognitive Tutor 
Authoring Tools (CTAT) project are to (a) make tutor development more 
efficient for both programmers and non-programmers and (b) produce scientific 
evidence indicating which tool features lead to improved efficiency. CTAT 
supports development of two types of tutors, Cognitive Tutors and Example-
Tracing Tutors, which represent different trade-offs in terms of ease of 
authoring and generality.  In preliminary small-scale controlled experiments 
involving basic Cognitive Tutor development tasks, we found efficiency gains 
due to CTAT of 1.4 to 2 times faster.  We expect that continued development of 
CTAT, informed by repeated evaluations involving increasingly complex 
authoring tasks, will lead to further efficiency gains.  

1   Introduction 

Intelligent Tutoring Systems can be very effective in improving student learning (e.g., 
[8, 18]). However, few ITSs are used regularly in real educational settings. E-
Learning courses are created by the hundreds, but ITSs are seldom, if ever, seen as 
embedded components. A prime reason is that ITSs are typically hard to author. 
Estimates of development time have varied from 200-300 hours of authoring for one 
hour of instruction [4, 13, 19]. One way to make ITSs more widespread is to create 
authoring tools that speed up tutor development. A wide range of authoring tools have 
been built [1, 6, 13, 14, 17], and some of these have been used to build successful 
real-world systems [16]. Others have seen extensive evaluations focused on better 
understanding the authoring process and desired tool properties [1].  

We report on an on-going project to create a set of authoring tools that supports the 
development of two types of tutors: Cognitive Tutors, which rely on a rule-based 
cognitive model and have been successful in improving students’ math proficiency in 
American high schools [8], and Example-Tracing Tutors, a relatively novel type of 
tutors that provide the same core tutoring functionality as Cognitive Tutors but do not 
require any programming [6]. (Previously, these tutors were called Pseudo Tutors.) 
CTAT aims to increase the efficiency of authoring by means of an example-based 
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approach to authoring. In this approach, an author demonstrates both correct and 
incorrect problem-solving behavior, which is recorded by the tool. The author then 
either generalizes and annotates the recorded examples, so they can serve as the basis 
for Example-Tracing Tutors, or uses them to guide the development and testing of a 
cognitive model for use in a Cognitive Tutor. CTAT aims to support a broad range of 
users: ITS/Ed Tech researchers, researchers in the field of the learning sciences 
interested in using ITSs as a vehicle for learning science experiments, on-line course 
developers, and computer-savvy college professors.  

In evaluating the efficiency gains afforded by new tools, development time 
estimates derived from real-world tutor projects, such as those mentioned above, are 
helpful but are potentially subject to wide variability in terms of the experience of the 
developers, the subject matter for which tutors were built, and the scale of the project.  
Therefore, it is important that such estimates are supplemented with results from 
rigorous experiments that provide insight into the tool features most conducive to 
efficient authoring. We conducted such an experiment: a preliminary, small-scale 
ablation study in which we compared the authoring efficiency with the full CTAT  
tool suite to a version that had CTAT’s novel tools taken out. To the best of our 
knowledge, this kind of evaluation focused on authoring efficiency has not been 
reported before in the ITS literature.  

In this paper, which is meant to be a companion paper to an earlier paper focused 
on Example-Tracing Tutors [6], we present an overview of the CTAT tools used for 
developing Cognitive Tutors, illustrate hypothesized advantages of these tools in 
terms of authoring efficiency, and present the results from the small scale experiment.  

2   Overview of CTAT 

Cognitive Tutors and Example-Tracing Tutors, the two types of tutors supported by 
CTAT, represent different trade-offs between ease of authoring on the one hand and 
generality and flexibility of the resulting tutors on the other. Cognitive Tutors are 
rooted in the ACT-R theory of cognition and learning [4]. They interpret student 
problem-solving behavior using a cognitive model that captures, in the form of 
production rules, the skills that the student is expected to learn [8]. The tutor applies 
an algorithm called “model tracing” to monitor a student involved in a problem: it 
compares the students’ actions against those that are appropriate according to the 
model. Developing a cognitive model for a Cognitive Tutor is a time-consuming task 
that requires AI programming. The upside is that the model works across a range of 
problems, and has flexibility, since it allows the tutor to recognize multiple student 
solution strategies and deal with subtle dependencies among solution steps. 

Example-Tracing Tutors provide key elements of Cognitive Tutor behavior but are 
created “by demonstration” rather than by programming [6]. That is, an author 
demonstrates to the system how students are expected to solve each assigned problem 
and what errors they are expected to make. Compared to Cognitive Tutors, more per-
problem-authoring is needed as solutions need to be demonstrated and annotated for 
each problem separately. However, a key advantage is that no AI programming is 
needed. We have seen repeatedly during workshops that people new to CTAT learn to 
build their first Example-Tracing Tutor in less than an afternoon.  
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Fig. 1. The Cognitive Tutor Authoring Tools 

The Cognitive Tutor Authoring Tools, depicted in Figure 1, comprise three 
separate applications: an external GUI Builder (typically, NetBeans or Macromedia’s 
Flash), a set of core tools for demonstration-based task analysis and for testing and 
debugging cognitive models, and an external editor for cognitive models (typically 
Eclipse). The following tools are used prominently when authoring Cognitive Tutors: 

GUI Builder – used to create a Student Interface, a problem-solving environment 
in which the student interacts with the tutor. The GUI Builder supports interface 
building without programming: the author arranges interface widgets on a canvas by 
drag and drop techniques (see Figure 1, bottom left). The GUI Builder is an external, 
off-the-shelf tool enriched with “tutorable” widgets developed for CTAT. We have 
used both Macromedia’s Flash and Java development environments such as NetBeans 
and IntelliJ. In projects focused on providing tutoring within an existing simulator or 
problem-solving environment, the Student Interface is replaced with the external 
environment, which typically can be done without extensive effort [3, 12]. The use of 
a GUI Builder in an ITS authoring tool is not novel, but to the best of our knowledge, 
it is novel to have plug-and-play compatibility with standard GUI Builders.  

Behavior Recorder – a central tool with three key functions. First, it records 
examples of correct and incorrect behavior demonstrated by the author, in the Student 
Interface, in the form of a Behavior Graph. Second, it implements the example-tracing 
function. Third, it provides support for planning and testing of cognitive models. 

Working Memory Editor – used for cognitive model development; allows an 
author to inspect and modify the contents of the cognitive model’s “working 
memory,” which is frequently needed during model development. The Jess rule 
engine we use does not itself come with such an editor.  
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Conflict Tree and Why Not Window – tools for debugging the cognitive model, 
which provide information about rule activations and partial activations explored by 
the model-tracing algorithm. The Conflict Tree is specific to model tracing, but the 
Why Not Window is useful for general production rule programming. However, we 
know of no existing production rule system that offers a tool like this. 

Jess Console – enables an author to interact directly with the Jess interpreter via 
the command line, which is helpful to carry out debugging strategies not directly 
supported by CTAT. It is similar to simple Jess tools such as JessWin. 

External Editor–used to edit the Jess rules for the cognitive model. The Jess plug-
in for Eclipse (shown on the right in Figure 1) provides syntax checking and auto-
completion features. Other editors can be used, since no tight link exists with CTAT. 

3   Hypothesized Advantages of Authoring with CTAT  

Using fraction addition as an example domain, we illustrate four hypotheses about 
how CTAT facilitates cognitive model creation: 

1. the Behavior Recorder supports the planning of a cognitive model; 
2. CTAT auto-generates working memory content to facilitate modeling; 
3. the Behavior Recorder facilitates testing, by providing automatic snap shots of 

all problem states and a facility for regression testing; 
4. the Conflict Tree and Why Not Window facilitate error localization. 

Prior to developing a cognitive model, the author creates a Student Interface 
suitable for solving fraction addition problems, using the GUI Builder shown at the 
bottom left of Figure 1. She also creates worked-out example problems with the 
Behavior Recorder. The examples will guide the model development efforts and serve 
as test cases. For example, our author may demonstrate two ways of solving the 
fraction addition problem 1/4 + 1/6: by converting the fractions to denominator 12, or 
by converting them to 24. Both are acceptable strategies that students are likely to 
employ. As the author demonstrates the steps, the Behavior Recorder records them in 
a “Behavior Graph,” shown at the top left in Figure 1, with separate paths 
corresponding to each strategy. The author then labels each step in the recorded 
problem solutions with names for relevant skills. This activity is a form of cognitive 
task analysis, because the author determines how the overall problem-solving skill 
breaks down into smaller components. At the same time, it is a way of planning the 
cognitive model, since the author will later create production rules corresponding to 
each identified skill. This planning step could be done on paper, but doing it with 
CTAT has the advantage that the demonstrated examples are more likely to be 
complete and can later serve as semi-automated test cases for the cognitive model.  

Having created a Student Interface and annotated examples, the next step for the 
author is to create a working memory representation for the cognitive model. In Jess, 
working memory is a collection of “facts” whose attributes (or “slots” in Jess 
terminology) must first be declared by means of “templates.” CTAT helps by creating 
initial working memory content for the author. The structure generated by CTAT 
mirrors the Student Interface – it contains a fact for each element (i.e., widget) in the 
interface. This organization is useful in particular when the external representation of 
a problem ( as  captured  in  the  interface)  reflects  its  internal  structure.  Even  if the  
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Fig. 2. Augmenting Working Memory using CTAT’s Working Memory Editor 

interface elements do not fully reflect the internal problem structure, facts 
corresponding to interface elements are still useful for model tracing. In the fraction 
addition example, the representation generated by CTAT contains one working 
memory fact per text field in the interface. This representation is a start, but the author 
must add the information that each text field represents a particular part of a particular 
fraction (numerator, denominator) and must also represent the role in the problem that 
each fraction plays (e.g., given fractions, converted fractions, sum fractions). In the 
process, she might create a new template to represent fractions, with slots for the 
numerator and denominator, using CTAT’s Working Memory Editor (see Figure 2). 

Next, the author needs to write the production rules for each skill in the problem. 
The actual editing of the production rules is done with a standard editor such as 
Eclipse. We plan to make the writing of production rules easier by means of 
structured editing techniques and automated rule stub generation – we implemented 
some of these facilities for the TDK production rule language [7] but not yet for Jess. 
We are also working on a machine learning approach to rule creation [9]. 

When it comes time to test the production rules, the Behavior Recorder is helpful 
in two ways. First, the Behavior Recorder essentially provides automated snapshots 
for all recorded problem states. That is, it can be used to move working memory and 
the Student Interface to any state recorded in the Behavior Graph, just by clicking  
on the state. This capability makes it easier to test rules involved in a particular step in 
the problem, since it saves the author from having to provide input in the Student 
Interface for all previous steps. This kind of manual input would be time-consuming, 
especially for more complex problems with many steps, and especially considering 
that it needs to be done for every edit-test-debug cycle. In addition, the Behavior 
Recorder supports semi-automated regression testing in which the cognitive model is 
tested against a full Behavior Graph as test case (i.e., as a specification of how the 
model should behave on the steps of the given problem). CTAT indicates by means of 
color coding whether the tutor (applying its model-tracing algorithm) produces the 
expected result for each link in the graph. If not, then typically the cognitive model is 
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to blame; one or more rules are not yet working as intended. This kind of testing is 
especially useful when rules that have been authored for an earlier tutor problem need 
to be modified for a later problem; such modifications sometimes introduce errors in 
problems on which previously the rule worked correctly. 

To help localize errors in a cognitive model, the Conflict Tree window shows the 
space of rule activations explored in the process of model tracing (shown on the left in 
Figure 3). When a student submits a problem-solving step to the tutor, the model-
tracing algorithm searches for a sequence of rule activations that produce the same 
action as the student. Showing the search space graphically, as a tree of rule 
activations, helps an author fully understand the model’s behavior, which is often 
useful for debugging or for getting to know models built by others. The Why Not 
window (shown on the right in Figure 3) provides further detail about each search 
node depicted in the Conflict Tree. It shows both full and partial rule activations that 
were generated at any given node. This information is useful particularly when a rule 
that was expected to fire did not – hence the name “Why Not”. Experienced modelers 
typically like these tools. Without them, an author would have to use the Jess 
command-line interface to extract the information in the Conflict Tree in piecemeal 
fashion. It is not possible to extract the information that is presented in the Why Not 
window using the Jess command-line. An author would have to resort to inserting 
print statements in rule conditions or other cleverness to infer this information. 

 

Fig. 3. The Conflict Tree and Why Not Window: debugging tools 

4   Preliminary Evaluation of Efficiency Gains 

We conducted a small-scale experiment to test if the novel tools in CTAT lead to 
more efficient tutor development. The experiment was an ablation study, in which we 
compared the full CTAT suite (“Full Tool Set”) to a version in which the novel tools 
were removed, namely, the Behavior Recorder, the Conflict Tree, the Why Not 
window, and the Working Memory Editor. This “Reduced Tool Set” is essentially a 
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standard Jess environment, akin for example to JessWin, but augmented with the 
model-tracing algorithm and a fully-integrated Student Interface. Thus, the control 
condition in this experiment begins at a point far ahead of an author implementing a 
model-tracing tutor from scratch. The goal of the experiment was to get an indication 
of CTAT’s efficiency and to identify areas for improvement. In particular, we wanted 
to see whether the last three of the hypothesized advantages of CTAT would 
materialize. Due to the small number of subjects, the experiment does not allow for 
statistically significant results. Nonetheless, it is valuable as a formative evaluation. 

The experiment focused on a simple, semi-realistic modeling activity, in which the 
participants were asked to create a cognitive model consisting of 6 rules, given 
detailed statements of the form of “If … then … “ that mapped quite directly onto the 
rule conditions and actions to be implemented. Four subjects participated, all of 
whom were students at CMU who had used CTAT for a class project. The subjects 
thus had some experience but were not expert cognitive modelers. All subjects did the 
modeling task twice, two of them first with the Full Tool Set and then again, 
approximately a week later, with the Reduced Tool Set, the other two with the order 
reversed. Each task lasted 3.5 hours at most – less if the subject finished before that 
amount of time had elapsed. We measured the number of rules completed.  

As shown in Figure 4, the decrease in time per rule was greater when the subjects 
switched from the Reduced Tool Set to the Full Tool Set than when they used the tool 
sets in the opposite order. Thus, the increase in efficiency between the first and 
second time the task was performed is not likely to be due solely to the subjects’ 
greater familiarity with the task. There is an effect of the tools that suggests that the 
Full Tool Set improves the efficiency of modeling. Overall, the time per rule with the 
Full Tool Set was a factor of 1.4 faster than with the Reduced Tools. That effect is 
less than the 2x improvement that we reported previously for an experiment with a 
single participant [7].  That earlier experiment involved a similar ablation design as 
the current but involved CTAT tools that support modeling not in Jess, but in TDK, 
the modeling language used to develop the Algebra and Geometry Cognitive Tutors. 
In the earlier experiment, the difference between the Full and Reduced Tool Sets was 
greater, since the CTAT tools to support TDK had features that have not yet been 
implemented in the CTAT/Jess tools, which may explain the higher efficiency gain. 
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Fig. 4. Comparison of the time to author production rules with CTAT versus an ablated version 
of CTAT from which its novel tools were removed 
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In addition to evaluating the overall efficiency of rule creation, we undertook a 
detailed quantitative analysis of subjects’ actions with the tools, recorded with 
Camtasia, to evaluate CTAT’s hypothesized efficiency advantages. The experiment 
seemed to confirm that the auto-generation of working memory saves time, as 
measured by the amount of time spent editing the working memory content (7 mins 
on average with the Full Set, 14 mins with the Reduced Set). The time savings were 
very modest, but it is worth pointing out that the measure used does not include any 
savings in development time that may have resulted from starting with a solid 
working memory representation. In other words, the auto-generation may provide 
useful scaffolding for inexperienced tool users that is hard to quantify – and this may 
indeed be its main advantage. The results were more surprising with respect to the 
hypothesized time savings due to the Behavior Recorder’s automated snap shot 
facility. Even though all subjects knew about this facility, three of the four hardly 
used it, with one subject accounting for almost 60% of its use. The limited use may 
reflect the simplicity of the modeling task that the subjects were given (a six-step 
problem), or it may be that when testing a cognitive model, it is more natural to work 
in the Student Interface than in the Behavior Graph. In the Student Interface the 
details of the current problem state are always clearly visible, whereas in the Behavior 
Graph only non-descriptive names for the states are shown, without details, which 
may hamper the intended nimble navigation among problem states. If the author’s 
attention is naturally anchored in the Student Interface, then it makes sense that the 
commands for navigating the Behavior Graph should be issued from this window, for 
example, by means of arrow keys or “bookmarks”.  This solution would, we expect, 
retain any efficiency advantages due to the snapshots. Finally, there was evidence that 
the debugging tools (the Conflict Tree and the Why Not Window) were useful. The 
subjects used the Why Not window regularly (31.25 times on average).  We do not 
know how often they used the Conflict Tree, since the tool is usually visible without 
requiring interaction by the author. Importantly, there was evidence of a higher 
number of edit-test-debug cycles with the Reduced Tool Set. While the time spent 
editing rules was about the same in each condition, the number of editing episodes 
was higher (81 v. 59 on average) with the Reduced Tool Set. Further, the subjects 
using the Reduced Tool Set spent more time testing, as distinct from debugging (26 
mins v. 16 mins), and had many more testing actions (164 v. 93). While we cannot 
attribute these numbers solely to any greater diagnostic power of the CTAT 
debugging tools, they are certainly consistent with the notion that with better 
debugging tools one needs fewer edit-test-debug cycles. 

In spite of the modest scale of the experiment, analyses such as those presented 
above are very useful in guiding future tool redesign and development efforts. They 
underscore the importance of getting the HCI right in designing interactive tools and 
lead to specific suggestions for improvement. Further qualitative analysis of the errors 
in the subjects’ production rules will also help in that regard. In interpreting the 
efficiency results, it is important to keep in mind that the modeling tasks in these 
experiments were simple.  The task involved only 6 straightforward rules of which 
detailed English versions were given, and thus was significantly less complex than a 
typical real-world modeling task. Viewed in that light, a 1.4-2x gain in efficiency is 
encouraging, even if our eventual goal is to achieve higher gains.  
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5   Conclusion 

In CTAT, the authoring of Example-Tracing Tutors and Cognitive Tutors is organized 
around examples of demonstrated behavior. These examples include alternative 
strategies for solving problems and errors students are expected to make, and can be 
recorded conveniently with CTAT’s Behavior Recorder tool. They can be used as the 
basis for Example-Tracing Tutors to provide guidance to students. The examples can 
also be used as planning cases and semi-automatic test cases for cognitive models, if 
an author is developing a Cognitive Tutor. 

The preliminary experiment described in this paper suggests that authoring with 
CTAT is becoming more rapid. Holding ourselves to a high scientific standard of 
rigorous laboratory experimentation with a high-bar control condition (all but the 
newest features), we have shown a modest efficiency improvement estimate of 1.4 to 
2 times faster, compared to standard tools for model tracing. We are aiming for higher 
overall efficiency gains, but it is nonetheless encouraging that a speed-up was attained 
on a small and easy task. An interesting finding was that CTAT seems to lower the 
number of edit-test-debug cycles needed to create a cognitive model. The preliminary 
experiment led to a number of ideas for tool improvement, focused on improving the 
HCI of the tools. To improve the efficiency of the tools, we are also developing semi-
automated techniques, such as machine learning [9] and bootstrapping [10]. We 
expect that the advantages of CTAT will be more pronounced in a more complex 
modeling task and as we continue to improve CTAT. 

So far, CTAT has been used by over 220 users in a number of workshops, graduate 
courses, summer schools, and tutorials. We estimate that 30-40% of these users were 
non-CMU people. CTAT is being used to develop a set of tutors for introductory 
college-level genetics (http://www.cs.cmu.edu/~genetics), which have been piloted in 
various colleges across the country, and has been used in learning science 
experiments in the domains of thermodynamics [3], stoichiometry [11], French 
culture [15], and Chinese character recognition. Clearly, these numbers indicate that 
there is a need for authoring tools and that CTAT is offering useful functionality that 
can be applied in a range of domains. CTAT is available free of charge for research 
and educational purposes (http://ctat.pact.cs.cmu.edu). It is our hope that through tool 
development and other efforts by the ITS community, intelligent tutoring systems will 
become more widespread and will one day be staples of on-line courses.  
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Abstract. A challenge for intelligent tutoring is to develop methodologies for 
transforming streams of performance data into insights and models about 
underlying learning mechanisms. Such modeling at different points in time 
could provide evidence of a student’s changing understanding of a task, and 
given sufficient detail, could extend our understanding of how gender, prior 
achievement, classroom practices and other student/contextual characteristics 
differentially influence performance and participation in complex problem-
solving environments. If the models had predictive properties, they could also 
provide a framework for directing feedback to improve learning. 

In this paper we describe the causal relationships between students’ 
problem-solving effectiveness (i.e. reaching a correct solution) and strategy (i.e. 
approach) and multiple contextual variables including experience, gender, 
classroom environment, and task difficulty. Performances of the IMMEX 
problem set Hazmat (n ~ 33,000) were first modeled by Item Response Theory 
analysis to provide a measure of effectiveness and then by self-organizing 
artificial neural networks and hidden Markov modeling to provide measures of 
strategic efficiency. Correlation findings were then used to link the variables 
into a Bayesian network representation.  Sensitivity analysis indicated that 
whether a problem was solved or not was most likely influenced by findings 
related to the problem under investigation and the classroom environment while 
strategic approaches were most influenced by the actions taken, the classroom 
environment and the number of problems previously performed.  Subsequent 
testing with unknown performances indicated that the strategic approaches were 
most easily predicted (17% error rate), whereas whether the problem was 
solved was more difficult (32% error rate). 

1   Introduction 

Strategic problem solving is a complex process with skill development being influenced 
by the task, the experience and knowledge of the student, the balance of cognitive and 
metacognitive skills possessed by the student and required by the task, gender [7], 
ethnicity, classroom environment [23] and overall ability constructs such as motivation 
and self efficacy [18]. The variable contributions of these influences helps account for 
why it is so challenging for teachers to identify which students are using the knowledge 



72 R.H. Stevens and V. Thadani 

and critical thinking skills presented in class to solve real-world problems, and 
distinguish them from other students that may require interventional supports [16]. 
These analyses are further complicated as the acquisition of problem solving skills is a 
dynamic and often gradual process characterized by transitional changes over time as 
experience is gained and learning occurs [13]. Given the nature of novice learning, 
student trajectories are likely to be complex with regard to the heterogeneity of 
strategies, the pace of learning, and the level of expertise obtained. [6]. 

To address these challenges we have been developing probabilistic models of 
learning trajectories that can begin to position students’ scientific problem-solving skills 
upon a continuum of experience. These models provide estimates of student ability 
(Item Response Theory (IRT) analysis), describe the strategy used on any particular 
problem solving session (Artificial Neural Networks (ANN)) and define trajectories of 
progress as multiple problems are performed (Hidden Markov Modeling (HMM))  [31]. 

One consistent finding of our studies across the domains of chemistry, molecular 
genetics, genetics, medicine and K-12 science is that after a period of practice 
students stabilize with a level problem solving competency characterized by particular 
approaches [27] [30] [31] [34] [40].  Furthermore, once such stabilization has 
occurred, many students will use these approaches when presented with similar 
problems up to 3 months later.  Unfortunately, not all students will stabilize with 
efficient and/or effective approaches indicating that experience alone is not sufficient 
for some students to make progress, a finding reported by others [17].   The challenge 
therefore, is to rapidly identify students who are unlikely to make progress on their 
own and then begin to target deliberate practice [6], teacher guidance, and/or 
interventions such as pedagogical feedback or collaborative group learning [42] to 
improve the level of competency. 

To enable predictive modeling it will be important to better understand how the 
diverse set of individual and contextual variables associated with complex problem 
solving differentially contribute to the adoption and persistence of strategies. In this 
paper we describe the construction and preliminary validation of descriptive Bayesian 
networks that can serve both as an analytic workbench to better understand the 
interactions among these variables, as well as an engine for developing support 
decisions for future problem solving and learning activities.  

2   Methods 

IMMEX (Interactive Multi-Media Exercises) is an online problem solving 
environment and layered analytic system that delivers problem solving tasks that 
require students to analyze descriptive scenarios, judge what information is relevant, 
plan a search strategy, gather information, and eventually reach a decision(s) that 
demonstrates understanding [35].  While IMMEX problem solving supports the three 
cognitive components described by [36] as important for problem solving (e.g. 
understanding of concepts, understanding the principles that link concepts, and 
linking of concepts and principles to procedures for application), evaluation studies 
suggest that the second and third components are emphasized  by the IMMEX format. 

Since online delivery of these cases began 5 years ago, over 500,000 problems 
have been performed by students spanning middle school to medical school. One, of 
several problem sets researched extensively is Hazmat, which provides evidence of 
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students’ ability to conduct qualitative chemical analyses [31]. A multimedia 
presentation is shown to the students, explaining that an earthquake caused a chemical 
spill in the stockroom and their task is to identify the unknown chemical by gathering 
information using a 22 item menu containing a Library of terms, a Stockroom 
Inventory, and different Physical or Chemical Tests (e.g. a precipitate test as shown in 
Figure 1). This problem set contains 38 cases that can be performed in class, assigned 
as homework, or used as quizzes.  

To follow students’ performance and progress we have developed analytic models 
of how strategies are constructed, modified and retained as students learn to solve 
problems like Hazmat [31]. 

2.1   Model 1. Item Response Theory (IRT) Estimates of Student Ability 

The 38 Hazmat cases include a variety of acids, bases, and compounds giving either a 
positive or negative result when flame tested. As expected, the flame test negative 
compounds are more difficult for students because both the anion and cation have to be 
identified by running additional chemical tests. As students perform multiple cases, 
refined estimates of their ability can be obtained by IRT analysis by relating characteristics 
of items and individuals to the probability of solving a given case [15]. Overall, the 
problem set presents an appropriate range of difficulties to provide reliable estimates of 
student ability [34].  In the subsequent BN models we refer to these values as IRT. 

 

Fig. 1. Hazmat. This composite screen shot of Hazmat illustrates the challenge to the student 
and shows the menu items on the left side of the screen. Also shown are two of the test items 
available, a precipitation reaction and the result of flame testing the unknown. 
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2.2   Model 2. Artificial Neural Network (ANN) Classification of Strategies 

While useful for ranking the students by the effectiveness of their problem solving, 
IRT does not provide strategic measures of this problem solving. Here, we use ANN 
analysis. As students navigate the problem spaces, the IMMEX database collects 
timestamps of each student selection. The most common student approaches (i.e. 
strategies) for solving Hazmat are identified with competitive, self-organizing 
artificial neural networks [12] [33] [30] using these time stamped actions as the input 
data. The result is a topological ordering of the neural network nodes according to the 
structure of the data where geometric distance becomes a metaphor for strategic 
similarity. Often we use a 36-node neural network and the details are visualized by 
histograms showing the frequency of items selected for student performances 
classified at each node (Figure 2 A). Strategies so defined consist of actions that are 
always selected for performances at that node (i.e. with a frequency of 1) as well as 
ones ordered variably. 

 

Fig. 2. Sample Neural Network Nodal Analysis. a.) The selection frequency of each action 
(identified by the labels) is plotted for the performances at node 15, and helps characterize the 
performances clustered at this node and for relating them to performances at neighboring nodes. 
The nodes are numbered in rows, 1-6, 7-12, etc. b.) This figure shows the item selection 
frequencies for all 36 nodes. 

Figure 2B is a composite ANN nodal map that shows the topology of 
performances generated during the self-organizing training process. Each of the 36 
matrix graphs represents one ANN node where similar student’s problem solving 
performances have become competitively clustered, and as the neural network was 
trained with vectors representing student actions, it is not surprising that a topology 
developed based on the quantity of items. For instance, the upper right of the map 
(nodes 6, 12) represents strategies where a large number of tests were ordered, 
whereas the lower left contains strategies where few tests were ordered.  
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2.3   Model 3. Hidden Markov Model (HMM) Strategic Progress Models 

On their own, artificial neural network analyses provide point-in-time snapshots of 
students’ problem solving. More complete models of student learning should also 
account for the changes of student's strategies with practice. Here we postulate that 
students will pass through a number (3-5) of States as they shift their problem solving 
strategies over time.  In these models students perform multiple cases in the 38-case 
Hazmat problem set, and each performance is classified with the trained ANN. 
Predictive models of student progress are then developed from sequences of these 
strategies with HMM [24] [21].  This results in a Transition Matrix, and an Observation 
Matrix representing the resulting model.  This approach is shown in Figure 3 where 
students solved 6 Hazmat cases. One level (stacked bar charts) shows the distribution of 
the 5 HMM states across the 6 performances. On the first case, when students are 
framing the problem space, the two most frequent states are States 1 and 3. Moving up 
an analytical layer from HMM states to ANN nodal strategies (the 6 x 6 histogram 
matrices) shows that State 3 represents strategies where students ordered all tests, and 
State 1 where there was limited test selection. With experience the students transited 
from State 3 (and to some extent State 1), through State 2 and into States 4 and 5, the 
more effective states. By the fifth performance the State distributions stabilized after 
which time students without intervention tended not to switch their strategies, even 
when they were ineffective. Stabilization with ineffective strategies is of concern as 
students tend to retain their adopted strategies over at least a 3-months period [33]. 

 

Fig. 3. Modeling Individual and Group Learning Trajectories. This figure illustrates the 
strategic changes as high school and university students gain experience in Hazmat problem 
solving. Each stacked bar shows the distribution of HMM states for the students (N=7290) after 
a series (1-6) of performances. These states are also mapped back to the 6 x 6 matrices which 
represent 36 different strategy groups identified by self organizing ANN. The highlighted boxes 
in each neural network map indicate which strategies are most frequently associated with each 
state. From the values showing high cyclic probabilities along the diagonal of the HMM 
transition matrix (upper right), States 1, 4, and 5 appear stable, suggesting once adopted, they 
are continually used. In contrast, students adopting State 2 and 3 strategies are more likely to 
adopt other strategies (gray boxes).   
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3   Results 

Crosstabulation analyses of over 75,000 student performances across multiple 
domains have repeatedly shown significant associations among student and contextual 
variables that influence both the problem-solving performance (solve rate, IRT ability 
estimates) as well as the approaches (ANN and HMM classifications) students adopt 
[26] [30] [32]. These variables include gender, the number of prior cases performed, 
the experience of the student (regular high school, AP high school, university), 
teacher and classroom effects as well as the conditions under which problem solving 
is performed (individual vs. collaborative). 

Using commercial Bayesian network (BN) software (Netica, Inc), we have 
captured these interactions into belief networks to better understand the dependencies 
of the different variables. A sample BN is shown in Figure 4 where the network was 
initialized with a model of student problem solving based on a dataset of >33,000 
Hazmat performances.   

Cross tabulation analysis has shown that dependencies exist among multiple 
nominal variables related to problem solving.  The variables can be divided into two 
major categories:  1) dependent outcome measures that consist of whether or not the 
problem was solved (Solved/Not Solved in Figure 4), along with how the problems 
were solved (Strategy, State), and 2) contextual variables that include gender, the 
problem cases, student experience, the learning environment (individual vs. 
collaborative) and the class/teacher.  
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Node 12
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Node 26
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Node 36
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8.82
4.22
3.17
4.16
1.76
4.45
2.65
2.37
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1.54
1.16
2.03
3.20
2.04
2.42
1.70
2.75
3.76
3.04
2.91
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4.92
5.09
0.04
1.99
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1.83
3.62
2.83
2.22
3.00
2.06
2.50
1.33
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Fig. 4.  A Sample Hazmat Belief Network.  Each of the variables being investigated has been 
divided/discretized into categories, and the bar charts indicate the proportion of the sample in 
each category.  This figure also provides a representation of the dataset composition.  For 
instance, there are similar numbers of males and females, but there are more university students 
than high school students.  
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Starting from the left, Compound represents the unknown in the case that is being 
solved.  The Compound  Solved dependency acknowledges the relative difficulty 
of the cases given the nature of the compounds (acids, bases, salts, flame test +/-).  
There is also a Compound  Strategy association (ANN node, 1-36 from Figure 2) 
as would be expected as flame test negative compounds require more extensive 
testing than flame test positive compounds.  The Compound  State (HMM State) 
link reflects the correlation between certain HMM hidden states and different 
compounds.  In this figure, the limited value equals State 1 in Figure 3, prolific = 
State 3, transition = State 2 and efficient_4 and efficient_5 = States 4 and 5 
respectively.  This association between Strategy and State is identified from the HMM 
emission matrix and confirmed by 2 analysis. 

The Intervention variable indicates whether the problem was solved by an 
individual or through an intervention, which here is placing the students in 
collaborative groups.  We have previously shown that students working in groups 
stabilized their strategies more rapidly than did individuals, solved a greater 
proportion of the problems, and used different approaches [32].  These dependencies 
are reflected in the Intervention  Solved and Intervention  State links. 

Previous studies have also shown that while the overall problem solution frequency 
(Solved) is similar across gender there are significant gender differences in the 
Strategies and States used during the problem solving process that account for the 
Gender  Solved and Gender  State links [26]. 

More educationally advanced students represented by the Experience node, solve 
problems more effectively (Experience  Solved) and efficiently (Experience  
State) [31].  As shown in this figure, this dataset primarily contains university 
students.  Nevertheless, given the size of the dataset, a limited comparison can be 
made between university and high school students (Figure 3). 

It is also possible to include a Classroom identifier that allows a finer granularity 
of classroom practices to be included.   

The Step variable in the lower left corner acknowledges the changes in Strategies 
(Step  Strategies), States (Step  States), and Solved (Step  Solved) as 
students perform a series of Hazmat problems.  As the problems are randomly 
delivered to students there are no links to Compounds. 

The final variable included is IRT which is the estimate of overall student ability 
modeled by Item Response Theory analysis after students have solved a series of 
problems of varying difficulty.  As the input data for IRT analysis is whether or not a 
problem was solved, IRT is closely correlated with the Solved variable (IRT  
Solved).  Students with different IRT abilities stabilize their strategies at different 
rates and with different proportions of the States [30]. 

As most of the students performed between 5 and 10 Hazmat problems, the dataset 
contains performance data on subsequent problems allowing the incorporation of 
nodes for the predicted performance state (Prediction), as well as predictions as to 
whether or not a subsequent  problem will be solved (PSolved).  Such analyses can 
become quite refined given the ability to isolate particular values of the different 
variables.  For example, in the Figure 5 it can be seen that if high ability students 
using an efficient strategy are given a difficult case, Carbonic Acid as their second 
case, they are likely to miss the case, but are likely to solve (PSolved) the next case 
with a good strategy (Prediction).  
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Fig. 5. A Hazmat Belief Network Outcome Analysis. In this analysis the variables Compound, 
Step, and IRT were fixed and the State was alternated between efficient_5 (Fig. 5a-top) and 
limited (Fig. 5b-bottom) to determine the outcomes for the Solved, PSolved and Prediction 
variables. 

However, were the student to adopt a limited State under the same circumstances, 
then the solve rate would be lower, and the predicted solve rate on the subsequent 
case would also be lower (Figure 5b).  This example illustrates how the output of the 
descriptive network could serve as a controller engine, which together with a module 
for sequencing tactics, could deliver pedagogical feedback between cases to improve 
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subsequent performances.  In the first example, it is unlikely that feedback would be 
needed, whereas in the second it would be better justified.   

As part of the validation  process, we analyzed the sensitivity of the findings for 
State and Solved with other evidence nodes (Table 1.).   The goal here is to determine 
which of the other tests provides the best information about the State and Solved node 
values.  A single number that is often used to best describe the sensitivity of one node 
to another is termed entropy which reflects the uncertainty in a probability mass.   The 
reduction in entropy at the query node by the findings at the test nodes provides a 
measure of the strength of interactions.   

Table 1. Sensitivity of State and Solved Nodes to Findings at Other Nodes 

Findings at: Entropy Reduction (%) 
at State 

Findings at: Entropy Reduction (%) at 
Solved 

State 100 Solved 100 
Strategy 17.8 Compounds 9.16 
Class 7.5 Class 1.33 
Step 3.2 Strategy 1.04 
Solved 0.25 State 0.56 
Compounds 0.23 Step 0.23 
Intervention 0.2 Gender 0.04 
Experience 0.07 Intervention 0.02 
Gender 0.04 Experience 0.01 

Such an analysis for State indicates that the Strategy contributed most to entropy 
reduction which makes sense as the ANN nodes constituting Strategy are the input 
symbols for the HMM analysis.  Similarly, Step was the third highest contributor to 
entropy reduction, and again, this was not surprising as the HMM modeling resulting 
in the State outputs is conducted over a series of cases, i.e. a progress metric.  What 
was less expected was that Class was the second highest contributor suggesting that 
the environmental context under which the problem solving occurred may be an 
important contributor to the strategy eventually used.  This is consistent with earlier 
correlation data reported for a molecular genetics problem set [29]. 

A similar analysis (Table 1) of whether or not the case was Solved showed that 
Compounds contributed most to entropy reduction, which makes sense given the 
spectrum of compounds of varying difficulties [30]. The Class variable was the 
second highest contributor again pointing to the importance of the instructional 
environment.  

To evaluate where the model is/is not functioning properly testing was performed 
with ~1000 student performances that were randomly removed from the dataset 
before the BN learning.  For State (Table 2) there was 17% error rate with the limited 
State being the most predictable with an error rate of 9% and the transition state being 
the least predictable with an error rate of 30%.  For the Solved variable (Table 3) the 
overall error was 32% and was similar for both the Missed and the solved (Try_1) 
values. 
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Table 2. Classification Error Rates for States When Tested with Randomly Selected Unknown 
Performances 

Predicted 
Limited Prolific Efficient_4 Efficient_5 Transition Actual 

218 4 8 3 3 Limited 
3 82 20 5 26 Prolific 
6 6 218 5 8 Efficient_4 
8 3 3 136 2 Efficient_5 
4 10 7 18 90 Transition 

Error rate = 16.96% 

Table 3. Classification Error Rates for Solved When Tested with Randomly Selected Unknown 
Performances 

Predicted 

Missed Try_1 (Solved) Actual 

280 152 Missed 

135 338 Try_1 (Solved) 

Error rate = 31.71% 

4   Discussion 

These studies were motivated by the large number of statistically significant 
correlations we have observed between different performance metrics and a spectrum 
of nominal contextual variables including gender, whether the IMMEX cases were 
performed individually or in groups, student’s academic experience, the classroom 
environment, and overall problem solving ability.  These associations have been 
observed in scientific problem solving situations from middle school through the 
university and were obtained from relatively large datasets (12-33,000 performances).   

The BN models being developed appear consistent with prior Chi square analyses 
in that the Solved variable is most influenced by the Compound being identified 
while the State variable was most influenced by the Strategy variable followed by 
Class and Step.  Each of these variables would be expected to influence how the 
problem is framed and approached in different ways, Compound because of the 
diversity of compounds in the dataset, Class in that the way the problem solving is 
modeled for the students is likely to affect the student’s own approach, and Step 
because the problem solving approaches are expected to change as experience is 
gained..   

The most unusual finding was the only distant relationship between the Solved and 
State variables suggesting from a learning perspective that these two outcomes may 
represent separable aspects of the problem solving process, e.g. having a correct 
model of a concept, and correctly applying the model, which may not only have 
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different cognitive foundations, but may also have implications for supporting student 
learning.   

The strategic approaches for instance, may be best represented by theories of skill 
acquisition. Across many observable human activities it is apparent that most 
individuals do not continually improve their performance. As experience is gained 
and students’ approaches to performing the task become more routine, the 
incremental gains in their skills become smaller and eventually appear to stabilize.  
Our prior studies and those reported in Figure 2 show that on scientific problem 
solving tasks this skill stabilization may be accompanied by the stabilization of 
strategies [41] [30].  However, the strategies with which students stabilize are often 
not effective, indicating that, experience alone is not sufficient for some students to 
progress, a finding reported by others [6].    In the current study sensitivity analysis 
has also shown a limited dependency between whether or not the problem was solved 
and the approach taken during the process.    

While the theory of skill acquisition helps account for the stabilization of strategic 
approaches, the factor influencing whether or not the problem was solved is less clear, 
but may relate to variables outside the scope of those currently being collected.  In 
particular they may relate more to attribution theory and the ways that students assign 
causality to their actions.  Whether students relate their performance to internal 
factors, such as their own level of intelligence or to external factors such as the 
teacher could have significant effects on motivation, behavior and eventual outcomes.  
We are currently conducting parallel survey information to begin to probe these 
contributions. 

From the sensitivity analysis, the contribution of the classroom environment 
(Class) was one of the highest contributors to both solved and strategy being the 
second largest contributor for each. IMMEX is a complex tool and such complex 
problem solving is likely to be most effective when it is facilitated by strong 
instructional practices. That teaching plays a crucial role in successful use of the 
program was documented in a recent study of repeated classroom observations of 
students engaged in IMMEX problem solving.  In some classrooms, what began as 
open-ended, multi-faceted problem solving became a series of algorithmic 
procedures; in others the problem unfolded more richly (V. Thadani, manuscript in 
preparation). A similar finding has been documented in the video component of the 
Third International Math and Science Study, which examined differences in the 
mathematics problems assigned by teachers during instruction [10].  That study also 
found that tasks unfolded quite differently across classrooms, regardless of how they 
were initially posed to students.  It became clear that, though they started with rich 
problems, teachers were representing those problems quite differently to students.  

We are currently developing classroom practice codes that will facilitate the 
incorporation of such variables to expand our BN architectures.  These codes capture 
instructional events or strategies that may predict students’ performance and progress 
on IMMEX.  For instance, one set of variables examines phases of IMMEX lessons 
on the hypothesis that particular IMMEX events -- such as the presence of an 
extended IMMEX “sharing” phase (during which the class discusses and reflects on a 
just-solved problem) -- will be positively correlated with higher performance and 
more effective strategy use. A second set of variables examines functions of teacher 
tasks (or directives) and questions; here the hypothesis is that some tasks and 
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questions – for instance, those that promote student metacognition -- will similarly 
predict greater student gains.   

Finally the visual interface developed through the Bayesian modeling is a valuable 
visualization and training tool for helping to understand the complex contributions of 
multiple variables to problem solving outcomes.     
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Abstract. Although existing computer-based scientific inquiry learning envi-
ronments have proven to benefit learners, effectively inferring and intervening 
within these learning environments remain an open issue. To tackle this chal-
lenge, this article will firstly address the issue on learning model by proposing 
Scientific Inquiry Exploratory Learning Model. Secondly, aiming at effective 
modeling and intervening under uncertainty in modeling learner’s exploratory 
behaviours, decision-theoretic approach is integrated into INQPRO. This  
approach allows INQPRO to compute a probabilistic assessment on learner’s 
scientific inquiry skills (Hypothesis Generation and Variables Identification), 
domain knowledge, and subsequently provides tailored hints. This article ends 
with an investigation on the accuracy of proposed learner model by performing 
a model walk-through with human expert and field trial evaluation with a total 
number of 30 human students.  

1   Introduction 

Recent studies have demonstrated the positive implications of employing scientific 
inquiry as a learning strategy to engage learners actively in learning science 
[1,2,3,4,5]. To date, computer-assisted scientific inquiry learning environments such 
as the Belvedere [6], BGuiILE [1], KIE [2], SCI-WISE [5], SimQuest [7], and Smith-
Town [8] have focused on employing scientific inquiry for both domain knowledge 
and problem solving skills acquisition. Although there is an attempt to employ learner 
model in Instruction In Scientific Inquiry Skills [9], how and when to provide tailored 
pedagogical interventions that enhance scientific inquiry skills remains difficult. To 
tackle these complexities, researchers have employed Decision-Theoretic approach 
[10], an extension of Bayesian networks [11], to model and intervene under uncer-
tainty. This approach has been employed in tutoring systems such as the DT-Tutor 
[12], iTutor [13] and CAPIT [14] to handle vagueness in exploratory behaviours. 
However, none of these systems rooted on a specific learning model and built particu-
larly for scientific-inquiry learning environment. In this light, a Decision-Theoretic 
approach for modeling scientific inquiry skills and generating adaptive pedagogical 
interventions under a sound learning model is proposed.  

In this article, the discussions are center around (i) development of INQPRO learn-
ing environment rooted on Scientific Inquiry Exploratory Learning Model as learning 
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model, (ii) generation of probabilistic learner model that iteratively assesses learner’s 
scientific inquiry skills throughout the learning process, and (iii) tailoring pedagogical 
interventions to coach learners through Decision-Theoretic approach.  

2   Scientific Inquiry Exploratory Learning Model 

Kuhn et al. [15] has reported that learners rarely used causal mechanisms to account 
for the hypotheses they generated and most often just generate a hypothesis out of the 
blue without even trying to give any substantiation for it. In addition to that, recent 
study [16] has also found out that learners do most experiments without expressing a 
hypothesis that is specific enough to guide the inquiry process. Moreover, most hy-
potheses are formulated without substantiation, neither from experimental data nor 
from an assumed causal mechanism.  

 

Fig. 1. Scientific Inquiry Exploratory Learning Model 

By carefully considering the above constraints, a refined scientific inquiry learning 
model based on our previous work [17] is proposed (Fig. 1). This learning model is 
built specifically for the development of INQPRO. The INQPRO interfaces consist of 
user-interaction components such as the drag-and-drop elements, option buttons, 
checkboxes, trackbars, and drop down listboxes to provide a rich learner control ex-
periences. Learners are required to firstly select a scenario upon logging into the 
learning environment. Having the scenario studied, learners are then requested to 
identify the different types of variables and subsequently constructing a hypothesis.  
 

Scenario, Hypothesis  
Generation & Variables 

Identification

Hypothesis Visualization 

Hypothesis & Variable  
Verification 

Formula Investigation 

Simulation of  
Real Experiment 

Data Comparison 

Feedback
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INQPRO provides computer simulations that allow learner to infer the characteristics 
of the model underlying the simulation. By varying the inputs (hypotheses, variables, 
and graph) to INQPRO, the resulting changes in outputs can be visualized. By observ-
ing the computer simulations, it is predicted that learners will reinvestigate into the 
scenario and verify the hypotheses generated earlier. In short, learners going through 
Scientific Inquiry Exploratory Learning Model will eventually be trained to construct 
and validate hypotheses, identifying correct and suitable variables, and subsequently 
generalizing the relationships between the variables. 

In the following section, the integration of Decision-Theoretic approach into the 
INQPRO learning environment is described by firstly present an overview of each 
INQPRO interface and followed by the consideration taken during the generation of 
Decision network. 

3   Decision-Theoretic Approach for INQPRO 

Learners involve in reasoning and addressing their own misunderstanding by actively 
asking their own questions, engaging in hypothesis generation, making and testing 
predictions about prior concepts. However, study shows that learners might encounter 
difficulties in performing these activities [18]. In this study, we tackle these chal-
lenges by allowing learners explicitly visualize their hypotheses through the “Hy-
potheses Visualization” steps (Fig. 1). Although explicitly implementing this step is a 
novel approach, modeling learner’s reasoning during the learning process remains 
difficult due to the low bandwidth in inferring learner’s exploratory behaviours [19]. 
Inaccuracy learner modeling will further prevent the pedagogical agent from provid-
ing tailored pedagogical interventions. Therefore, Decision-Theoretic approach was 
employed in INQPRO aiming at handling the uncertainty inherent in learner model-
ing. We shall now discuss now this approach is integrated into two of the INQPRO 
interfaces mainly due to space limitation. 

3.1   The Scenario Interface 

Fig. 2(a) depicts the INQPRO Scenario interface. A learner is requested to firstly 
select a scenario upon logging into the learning environment. While studying the 
given scenario, a computer animation that acts as advance organizer is presented. 
Having the scenario studied, the learner proceeds with hypotheses generation  
(Fig. 2(a)- ) sections and later proceed to variables identification (Fig. 2(a)- ).  
INQPRO does not required learners to draw graph, as drawing of a graph by itself is 
not a trivial task and has been the object of instruction in itself [20]. Therefore, with 
the appropriate information on x-axis, and y-axis provided by learners, INQPRO will 
plot the graph automatically. This facility aims at providing learners with the oppor-
tunity to interpret and relate the graph with selected variables and hypothesis con-
structed. At the variable relationship column, again, learners are expected to relate the 
selected variables shown in the graph.  
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Fig. 2. The Scenario interface and its Decision network 

Fig. 2(b) depicts the Decision network integrated into the Scenario interface. By it-
eratively capturing learner’s interactions as evidences, the network performs both 
diagnostic and predictive reasoning to predict learner’s ability in hypothesis genera-
tion and variable identification. By performing diagnostic reasoning, a learner’s abil-
ity in hypothesis generation is directly observed from the following evidences: (1) the 
correctness of hypothesis structure (node SA_HypoStruct), (2) the correctness of vari-
able relationships (node SA_HypoRelation), and (3) explicit help request from the 
agent (node SA_AskHypo). The predictive reasoning, conversely, offers an indirect 
assessment through the propagation of probability values from nodes KnowScien-
tificInquiry, Variables, Scenario, and VarRel. This is shown by the arcs directed to 
node Hypothesis. The mastery level of variables can be inferred from learner’s inter-
action with INQPRO through the Variable Identification section. It is predicted that 
the degree to which a learner is considered to have mastered the variables (node Vari-
able) relies on whether or not s/he has correctly select the variables (nodes ManiVar, 
ResVar, and ConstVar). The node Variable and nodes ManiVar, ResVar, and 
ConstVar are d-separated for two reasons: first, the nodes ManiVar, ResVar, and 
ConstVar will never been instantiated; second, correctly identify one variable does 
not guarantee understanding the other variables. Apart from performing probabilistic 
assessment on learner’s ability in hypotheses generation, the Decision-Theoretic ap-
proach provides tailored metacognitive interventions (e.g. AA_Hypothesis, 
AA_VarRel, AA_Scenario, and AA_Variable) during learning process. For instance 
the AA_Hypothesis node, it aims at tackling difficulties that can be categorized into 
(1) unable to find new hypotheses, (2) unable to state or adapt hypotheses on the basis 
of data gathered, (3) avoid stating hypotheses due to fear of rejection [18]. These 
nodes aims at providing metacognition help instead of providing direct answers.   
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3.2   The Hypotheses Visualization Interface 

Fig. 3(a) depicts the Hypotheses Visualization interface of INQPRO. The uniqueness of 
this interface is that it helps learners explicitly visualize their hypotheses through com-
puter simulations. In other words, depending on the hypothesis generated in Scenario 
interface, the computer simulation presented might not be similar to what the learner 
has in mind. It is predicted that the naïve concepts can be made explicit which subse-
quently allows the uncovering of learner’s misconceptions can be maximized. Making 
learner’s mental model explicit has been reported to be a vital precursor to mental 
model restructuring [21]. There are three masses (m=50g, m= 100g, m=200g) where a 
learner can choose from to investigate the relationships between mass and tempo. Hav-
ing the mass chosen, learners will proceed to the computer simulation control section 
(Fig. 3(a)- ). A corresponding computer animation will be displayed upon clicking the 
play button. Conversely, once the stop button is clicked, the graph halted and detail 
analysis of the simulation is reported in the Results section (Fig. 3(a)- ).  
 
 
 
 

 
 

(a) 

 
 

(b) 

Fig. 3. The Hypotheses Visualization interface 

Fig.3(b) depicts the Decision network for Hypotheses Visualization interface. To 
infer the degree to which a learner is considered to have mastered the variables (node 
Variable_Vz) and hypothesis (node Hypothesis_Vz) relies on whether or not s/he is 
able to analyze the graph (node AnalyzeGraph) and understanding of simulation (node 
UnderstandAnimation).  However, both AnalyzeGraph and UnderstandingAnimation 
cannot be observed directly from the interface. To obtain the posterior probability 
values for these two nodes, the network performs diagnostic reasoning given the in-
stantiation of evidential nodes (nodes AQ_MassAni, SA_PlayAni, SA_DragMass, 
SA_ViewGraph, SA_CompareGraph, and AQ_CompareGraph). 
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4   Preliminary Evaluation 

In order to gain an insight into how the INQPRO Decision networks behave, we con-
ducted a study to produce an empirical evaluation of its accuracy in predicting the 
learners’ scientific inquiry skills (nodes hypothesis and variable). However, evaluat-
ing the learner model directly is difficult as it requires assessing of learners’ actual 
scientific inquiry skills that may vary from one interface to other during the learning 
process. Thus, in this study, we performed a model walk-through with human expert 
and field trial evaluation to study the classification accuracy. In this section, we shall 
focus on the evaluation for Scenario Decision network only as the similar evaluation 
process repeated for the rest of INQPRO Decision networks. 

4.1   Model Walk-Through with Human Expert 

The walk-through of INQPRO learning environment and Decision networks with 2 
domain expert that served two purposes. The walk-through process aimed at identify-
ing the suitability of questions prompted by agent (nodes begin with AQ in Decision 
networks) at each interface. This was easily identified by expert while interacting with 
INQPRO. The verification process was eased by a marking sheet containing all the 
questions prompted by pedagogical agent. Table 1 shows the results of the appropri-
ateness of agent questions by counting the unnecessary questions prompted. There are 
three AQ nodes and the AQ_Animation is considered unnecessary. The reason given is 
that learners will hardly view the computer animation for more than 2 times. The 
average accuracy is 67%.    

Table 1. Inappropriate agent interventions in the Scenario interface 

INQPRO interface # inappropriate agent intervention(s), error rate (name of nodes) 
 Domain Expert 1 Domain Expert 2 
Scenario 1, 33% (AQ_Animation) 1, 33% (AQ_Animation) 
Average error rate 33% 

The second analysis carried out was a predictive evaluation. It aimed at studying 
the accuracy in classifying learners’ acquisition level of Hypothesis and Variables. To 
serve this purpose, we have developed our own version of Artificial Student [22] 
technique. A total of 500 artificial students were generated by taking into considera-
tion of different abilities in generating hypothesis, and identifying variables. The 
artificial students are categorized into three categories (High, Moderate, and Low) of 
hypothesis and variable understanding. From the 500 generated artificial students 
(nLow= 36, nModerate= 316, nHigh= 121), 15 were chosen randomly from each category.  
The evaluation aimed at investigating the accuracy in predicting the mastery level for 
Hypothesis and Variable. For each artificial student, an instantiated Decision network 
was printed and presented to the expert. Our study has found out that expert preferred 
the presentation of artificial students in graphical way rather than tabulated format. 
Table 2 shows the predictive accuracy of Scenario Decision network. The overall 
average accuracy for Hypothesis is 75.56% while 59.96% for the variable. The  
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accuracy values for all the categories were slightly low due to the random instantia-
tion of nodes. The random instantiation of evidential nodes has neglected the weights 
of dependencies between the query nodes and evidential nodes that were predefined 
in CPT and subsequently, resulting in low accuracy. 

Table 2. Expected mastery level for Hypothesis and Variable 

# Artificial  
students 

# correct  
classification 
for Hypothesis  

% of  
accuracy   

# correct  
classification 
for Variable   

% of  
accuracy   

High(n=15) 11 73.3 8 53.3 
Moderate(n=15) 12 80.0 10 66.6 
Low(n=15) 11 73.3 9 60.0 
Average 11.3 75.56 9 59.96 

It was found out that the accuracy of a particular query node depends on its adja-
cent query nodes. Thus, to improve the accuracy for classification with respect to 
node Variable, one of the solutions is to reduce its adjacent query nodes. In the fol-
lowing section, we further evaluate the behaviour of Scenario Decision network by 
carrying out the field trial evaluation.  

4.2   Field Trial Evaluation 

A total of 30 subjects participated in field test. All the subjects were first-year univer-
sity students who had gone through O’level Science/Physics course during their sec-
ondary school. Subjects participated in a session that lasted at most 120 minutes 
which consisted of a pre-test, a session with INQPRO, and a post-test. The pre-test 
and post-test both consisted of 23 multiple choices questions. From the 23 questions, 
there are 6 questions on Hypothesis and 17 on variables. Before the pre-test and post-
test were administrated, the learners were requested to elicit their mastery level of 
hypothesis and variable. To help in the elicitation process, a 3-rank scale (full mas-
tery, partial mastery, non mastery) was given to the learners. Apart from the model 
walk-through with expert as one of the means for evaluating the Scenario Decision 
network, we performed 2 comparative evaluations between the classifications of the 
Scenario Decision network to (1) the pre-test results, (2) learners’ self-evaluated rank-
ings. Comparing the classification of network to pre-test results should also be re-
flected through node ScientificInquirySkills (Fig. 5). The comparison is valid under 
the assumption that Scenario is the first interface in INQPRO and thus, actual learn-
ing is yet to fully occur. Table 4 shows the comparative evaluation between the Sce-
nario Decision network and results from Pre-Test. The network achieved 80% of 
correctly classifying the learners’ hypothesis and variable understanding. We found 
out that the current version of network has a tendency in returning either “full mas-
tery” or “non mastery”. The possible reason is that the both nodes Hypothesis and 
Variable returned “mastery” or “non mastery” given all the evidential nodes are  
instantiated. This is shown by the lowest accuracy for Moderate artificial student 
category in Table 3.  
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Table 3. Comparison of learner’s pre-test and self-ranking classification accuracy 

# correct classification based on Category of  
Human learners pre-test 

results 
Accuracy 
(%) 

self-ranking 
results   

Accuracy 
(%) 

High (n=2) 2 100 1 50 
Moderate (n=8) 5 62.5 7 87.5 
Low (n=20) 17 85 13 70 
Average Accuracy  80  70 

In this article, we end our discussion on evaluating the Scenario Decision network 
by performing comparative evaluation on learner self-ranking results. Table 3 shows 
the comparative accuracy with respect to learners’ self-ranking results. There are 13 
out of the 20 low performance learners ranked as “non mastery” while 7 of them 
ranked themselves “partial mastery”. Although the overall accuracy is relatively low, 
learner self-ranking is no doubt a method for eliciting current understanding of hy-
pothesis and variables. This is particularly important as assessing learner’s hypothesis 
and variable understanding during the learning session is difficult as traditional educa-
tional assessments are done by formative and summative evaluation.  

5   Conclusion and Future Work 

The aim of this paper is to create a probabilistic learner model for inferring learner’s 
scientific inquiry skills acquisition level and subsequently providing adaptive  
feedback that enhance learning. This work addresses a methodology approach for 
overcoming one of the major limitations of existing scientific inquiry learning envi-
ronments by integrating probabilistic learner model into a sound proposed instruction 
model, the Scientific Inquiry Exploratory Learning Model. In this study, a Decision-
Theoretic approach has been integrated into INQPRO aiming handling the large 
amount of uncertainty involved in acquiring scientific inquiry skills (hypothesis gen-
eration and variables identification), and providing tailored pedagogical interventions. 
In this study, we employed Artificial Students technique to investigate the network 
behaviour by performing case-based evaluation.  

The next step of our work will involve evaluating refining the Decision networks 
to model and support metacognition (Self-Regulation). The current version of the 
Decision networks does not take into consideration of time as a factor in modeling 
learners. However, results obtained from the expert and human learners reflect that 
there is a need to incorporate time to enhance the accuracy of classification. In addi-
tion, to represent the evolving learner’s mastery level of scientific inquiry skills, the 
Dynamic Decision Networks shall be employed and examined.  
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Abstract. Modeling the process of conceptual change in scientific inquiry 
learning environments involves uncertainty inherent in inferring learner’s men-
tal models. INQPRO, an intelligent scientific inquiry exploratory learning envi-
ronment, refers to a probabilistic learner model aims at modeling conceptual 
change through the interactions with INQPRO Graphical User Interface (GUI) 
and Intelligent Pedagogical Agent. In this article, we first discuss how concep-
tual change framework can be integrated into scientific inquiry learning  
environment. Secondly, we discuss the identification and categorization of 
conceptual change and learner properties to be modeled. Thirdly, how to 
construct the INQPRO learner model that employs Dynamic Bayesian networks 
(DBN) to compute a temporal probabilistic assessment of learner’s properties 
that vary over time: awareness of current belief, cognitive conflict, conflict 
resolution, and ability to accommodate to new knowledge. Towards the end of 
this article, a sample assessment of the proposed DBN is illustrated through a 
revisit of the INQPRO Scenario interface. 

1   Introduction 

Recent years have demonstrated a flourishing of studies on scientific-inquiry learning 
environments such as the BGuiILE [1], KIE [2], and SCI-WISE [3] to engage learners 
in learning science while systems like Help-Tutor [4], and ACE [5] aim at modeling 
metacognition. However, little attention has been given to employ probabilistic ap-
proach to model conceptual change in scientific inquiry exploratory learning envi-
ronment. Although a framework for conceptual change within scientific inquiry has 
been proposed in SpacePlanting [6], explicitly modeling of the process is particularly 
difficult as one system has to deal with the high level of uncertainty inherent in infer-
ring learner’s mastery level of scientific inquiry skills, prior knowledge, cognitive 
states (cognitive conflicts, metacognition, and accommodation). To handle the uncer-
tainty in learner modeling, Bayesian networks [7] are employed by researchers [5,8]. 
Bayesian networks are mostly applied to assess user’s properties that remain un-
changed during a session. However, learner properties often vary with time, e.g., 
learner’s cognitive states, scientific inquiry skills, and domain knowledge evolve 
across time in INQPRO learning environment. Thus, to model the evolving learner’s 
properties, researchers have leveraged DBN [5,9]. In this light, due to the fact that 
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conceptual change is a process that varies with time, we employed DBN. The work 
presented in this paper is an attempt to (1) propose how conceptual change approach 
can be integrated into Scientific Inquiry Exploratory Learning Model, (2) identify and 
establish causal relationship between variables in conceptual change, and (3) applying 
DBN approach to model conceptual change process by taking the INQPRO Scenario 
interface as sample assessment. 

2    Conceptual Change in INQPRO 

Learning involves altering one’s existing conceptual framework in the light of new 
experience. Conceptual change is thus considered to be a process of progressively 
reconstructing mental representations of events in one’s environment [10,11,12,13]. 
In this study, the conceptual change process is fostered through the iterative scientific-
inquiry process in INQPRO, an intelligent computer-based scientific inquiry explora-
tory learning environment (Fig. 1). 

 

Fig. 1.  INQPRO Scenario Interface   

In this study, the proposed conceptual change framework within INQPRO scien-
tific inquiry learning environment consists of the following three phases and has been 
modify from conceptual change framework discussed in [14]: 
 
Phase 1: Acknowledging and Assimilating the Selected Scenario 
The initial step towards conceptual change is to foster the acknowledgement of se-
lected Scenario (Fig. 1- ). For this purpose, the computer animation (Fig. 1- ) that 
acts as advance organizer will help the new idea to be dressed up enough to  
gain learner’s attention and activate prior knowledge. By iteratively interact with In-
telligent Pedagogical Agent, and making connection between the computer simulation 
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(Fig. 1- ) and scenario, it is predicted that the naïve concepts can be made explicit 
which subsequently allows the uncovering of learner’s misconceptions can be maxi-
mized. Making learner’s mental model explicit has been reported to be a vital precur-
sor to mental model restructuring [10,11]. 
 
Phase 2: Evaluating and Accommodating the Possible Discrepant Event 
Learners often do not see the reason to change their beliefs as they provide good ex-
planations of their everyday experiences, function adequately in the everyday world, 
and are tied to years of confirmation. In order for them to re-examine their initial ex-
planations of prompted new ideas, the learning environments seem to play vital role. 
The learning environments have to theoretically related and provide meaningful ex-
periences. One of the strategies is to create cognitive conflict. Together with INQPRO 
GUI and Intelligent Pedagogical Agent, the discrepant events have to be invoking (1) 
Dissatisfaction. Learner must first realize that there are some inconsistencies and that 
their way of thinking does not solve the problem at hand. Metacognition awareness 
was promoted in INQPRO learning environment by encouraging learners to make 
their ideas overt, to test them and compare them with those of other learners and to 
give scientific explanations. (2) Intelligibility. The new information must not only 
make sense and learner must be able to regurgitate the argument, (3) Plausibility. The 
conception must be plausible for it to be accommodated. It must be able to be inte-
grated to existing prior knowledge to solve the problem, (4) Fruitfulness. To achieve 
fruitfulness in this study, different interface has different activities to achieve this 
target. The new concept is then been employed to open up new areas of inquiry. 
 
Phase 3: Reevaluation and Generalization 
Solving an instance of a problem once can hardly create a new and robust mental 
structure. The newly formed mental structure might still be rather fragile and might 
easily become disintegrated. Thus, apart from questions prompted by the Intelligent 
Pedagogical Agent at the end of the learning session, learners are encouraged to fur-
ther with new scenario. Ultimately, the new knowledge needs to be integrated into the 
beliefs system. 

In the following sections we will describe how the above conceptual change 
framework can be model by Bayesian networks and adding time factor to explicitly 
represent the learner’s cognitive states that evolve across time. 

3    Conceptual Change Modeling Using DBN 

Cognitive research often focuses on descriptions of the cognitive performance of 
subjects at different ages and at different levels of expertise rather than on the implicit 
mechanisms explaining how conceptual change happens. There are two main reasons: 
(1) modeling of learner cognitive states such as cognitive abilities during the learner-
computer interaction are a task frequently permeated with uncertainty. Significant 
cause for this uncertainty is that often the identical situation can greatly induce a vari-
ety of different cognitive states in different learners, and (2) the process of conceptual 
change is a slow and gradual affair that evolves across time [10]. To handle the high 
level of uncertainty in this modeling task, in next subsection, we explicitly represent 
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the probabilistic nature of the relations between learner cognitive states, their causes 
and effects for conceptual change using Bayesian Network (BN).  Due of space limi-
tations, we have to limit the description of conceptual change Bayesian networks 
model to the INQPRO Scenario interface. However, the same modeling approach is 
applicable to other INQPRO interfaces. 

3.1   Model Structure and Variables 

Fig 2 depicts the fine-grained construction of conceptual change Bayesian networks 
for INQPRO Scenario interface. The network is generated real-time when the 
INQPRO Scenario interface is activated by learners. The network consists of 3 sub-
models: (1) Acknowledgement & Assimilation submodel, (2) cognitive Conflict sub-
model, and (3) Cognitive Resolution & Accomodation submodel. For each of the sub-
models, nodes are categorized into groups of Scientific-Inquiry Exploration nodes, 
Agent Interaction nodes, and Conceptual Change nodes. We now describe each sub-
model in detail: 
 
• Acknowledgement & Assimilation Submodel 

The relevancy of the new information presented in the selected scenario to a 
learner is very much depends on the level of prior knowledge. It is inferred that the 
higher relevancy of selected scenario to learner’s existing prior knowledge will in-
crease the assimilation of new information, however, decreasing the possibility of 
being a discrepant event. In order to predict the degree to which the learner is con-
sidered to have assimilated the new information, apart from relevancy of selected 
scenario, is influenced by whether or not he/she has demonstrated misconceptions. 
The misconceptions can be inferred from the degree of correctly construct hy-
pothesis (Hypothesis submodel), determine types of variables, manipulate graphs, 
and identify the variable relationships (Variable submodel). The details about Hy-
pothesis and Variable submodels can be found in [16]. Form this submodel, it is 
predicted that interaction with agent and learner’s metacognition awareness have 
influenced towards assimilation of new information. 

• Cognitive Conflict Submodel 
A learner who is experiencing cognitive conflict is predicted to interact more 
frequently with the Intelligent Pedagogical Agent and time is spent on Hypothe-
sis components (Fig 1- ). This interactions and time spent may serve as evi-
dence for the system to infer that the learner is actively revising existing mental 
model, and subsequently provide an important clue to further interpret learner’s 
attempt to object or accept the new information.  

• Cognitive Resolution & Accommodation Submodel 
Before accommodating the new information, the process of cognitive resolution 
occurs. The degree to which cognitive resolution is considered high is influenced 
by cognitive conflict. Learner who experiences cognitive conflict will have the 
tendency to resolve it, thus suggesting that higher probability of cognitive con-
flict will consequence in higher probability of cognitive resolution. By observing 
the evidence from changing the variables (c_var node), hypothesis (c_hypo 
node), manipulating graph (c_graph node), and stating the variables relationship 



 Conceptual Change Modeling Using Dynamic Bayesian Network 99 

 

(c_varRel node), the low bandwidth issue [17] for cognitive resolution is re-
duced. Having high possibility of cognitive resolution will in turn increase the 
possibility of accommodating new information. The causal dependencies are 
shown in Fig 2 that the arrows are pointing from Plausibility and Intelligibility 
nodes to accommodate node. The evidence for supporting whether or not the new 
information is considered to be plausible and intelligible is provided through 
learner’s iterative interaction with the Agent (Agent Prompt node). The evidence 
of a learner who tries to accommodate can be obtained from the correctness of 
hypothesis construction, identification of variables, inferring the graph, and stat-
ing the relationship between variables before click next button (Fig 1- ) and 
leave the Scenario interface. 
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Fig. 2. Conceptual Change Bayesian Networks Submodels for Scenario Interface 

3.2   Probabilistic Dependencies Between Conceptual Change Variables 

The Bayesian network depicted in Fig 2 does not provide direct mechanism for repre-
senting temporal dependencies. In attempting to add temporal dimension into the 
existing BN model, Dynamic Bayesian Network (DBN) is employed. Fig 3 depicts 
the high-level presentation of DBN employed for presenting the conceptual change 
for the INQPRO Scenario Interface. The time slice t0 represents the present state of 
learner while the time slice t1 describes immediate subsequent state. These time slices 
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are interconnected by temporal relations, which are demonstrated by arcs joining 
variables. The temporal causal dependencies between the time slices are then defined 
through the Conditional Probability Tables (CPTs). The variables represented by 
Dynamic nodes (D) evolve over time, while variables that exist in only one time slice 
are referred to as Temporary nodes (T) [12].  
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Fig. 3. High-level presentation of conceptual change DBN for Scenario Interface 

Fig 4 depicts the details of conceptual change time slice employed to represent 
snapshot of the evolving temporal process. The DBN consists of a sequence of BNs 
each representing the INQPRO Scenario interface activated by learner at a particular 
time-point.  
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Fig. 4. Two time slices of the DBN model of conceptual change in Scenario Interface 



 Conceptual Change Modeling Using Dynamic Bayesian Network 101 

 

Thus, from Fig. 5, we can tell that a learner has explored the INQPRO Scenario in-
terface for the second time. In the DBN, there are links between these nodes: Selected 
Scenario, Assimilate, Cognitive Conflict, Cognitive Resolution, and Accommodate. 
The shaded nodes represent random variables that are temporal nodes (T) where some 
of which evidences are available to update the learner model at a given time slice ti. 
These evidence nodes include the Agent Prompt nodes, as well INQPRO Scenario 
GUI Interaction nodes. The links between the two assimilate nodes, for example, 
model the fact that a learner is likely to assimilate new information at time t1 if s/he is 
predicted to have high possibility of assimilation at time t0.  

The links between Cognitive Conflict encode that the value of cognitive conflict 
increases at time t1 if at time t0, there is no evidence that the learner has attempt to 
resolve the conflict. The value Cognitive Resolution nodes, however, are expected to 
increase as the time slices increase representing that the learner is able to resolve the 
cognitive conflicts through interacting with the evidence nodes (GUI Interaction 
node, Agent Prompt node). Learner who demonstrates high possibility to accommo-
date new information (through Accommodate node) at time t0 is predicted to have 
better formularizing the new knowledge at time t1. 

4    Sample Assessment 

In this section, we illustrate the probabilistic assessment of learner’s conceptual 
change states through the DBN as depicted in Fig 5. The propagation of available 
evidence within and among the time slices allows the model to incrementally refine 
the assessment on the user’s conceptual change states. Assume that initially at t1 a 
learner is assessed to possess four properties: (i) a low prior domain knowledge, (ii) 
high possibility of misconceptions, (iii) unable to correctly answer agent questions, 
and (iv) unmotivated, is exploring the INQPRO Scenario interface. Due to these four 
initial properties, it is predicted that the assimilate node returns low probability value 
(0.2) suggesting that the learner is facing with a discrepant event and experiencing 
difficulty in assimilating new information. The low probability value of assimilation 
will in turn infer that the learner is experiencing high cognitive conflict (0.7). Under 
normal circumstances, it is predicted that a learner who is experiencing cognitive 
conflict will try to resolve it by interacting with Intelligent Pedagogical Agent and 
INQPRO Scenario interface. Therefore, the cognitive resolution node has a higher 
value (0.4) than accommodate node. However, in the first time slice t1, it is predicted 
that plausibility and intelligibility of new information has yet to achieve and thus 
suggesting a low probability value for accommodate node (0.3). After the second time 
exploring Scenario interface (t2), assuming that this time the learner is able to answer 
agent’s questions (agent prompt node), and therefore suggesting that a higher prob-
ability value for assimilate node (0.7). From the evidence obtained from reconstruct-
ing the hypotheses (c_hypo node), reidentifying variables (c_var node), manipulating 
the graph (c_graph node), and restating the variables relationships (c_varRel node), 
the probability for cognitive resolution node is updated, and subsequently increase  
the probability for cognitive resolution node (0.6). In addition to that, the fruitful 
agent-learner interactions (Agent Prompt nodes) suggest a higher intelligibility and  
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Fig. 5. Two time-slice conceptual change DBN for INQPRO Scenario interface 

plausibility. From Fig 5, the accommodate node demonstrates a high value (0.8) due 
to the direct causal influence from cognitive resolution node, intelligibility node, and 
plausibility node. 

5    Conclusion 

In this article, we proposed the integration of conceptual change framework into 
INQPRO Scientific Inquiry Exploratory Learning environment. To support the uncer-
tainty inherent in learner modeling throughout the exploration session, INQPRO has 
moved from static Bayesian network to employing Dynamic Bayesian Network 
(DBN). DBN allows the system to model learner’s cognitive states that evolve across 
time. In section 3, we highlighted the methodological approach for identifying and 
explicitly categorizing the conceptual change process into Bayesian network subnet-
works.  These subnetworks represent the three proposed conceptual change phases 
within scientific inquiry learning environment. Preliminary investigation has been 
carried out suggesting that the proposed DBN is capable of capturing learner’s inter-
actions and infers the implicit cognitive states soundly.  

In the next step of this study, we shall evaluate the conceptual change learner 
model with human participants, allowing us to verify the assumptions made during 
the modeling process. We are also working on look-ahead decision-theoretic agent 
that aims at maximizing accommodation of new information in order to achieve effec-
tive learning. 
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Abstract. This paper describes an effort to model a student’s changing
knowledge state during skill acquisition. Dynamic Bayes Nets (DBNs)
provide a powerful way to represent and reason about uncertainty in
time series data, and are therefore well-suited to model student knowl-
edge. Many general-purpose Bayes net packages have been implemented
and distributed; however, constructing DBNs often involves complicated
coding effort. To address this problem, we introduce a tool called BNT-
SM. BNT-SM inputs a data set and a compact XML specification of
a Bayes net model hypothesized by a researcher to describe causal re-
lationships among student knowledge and observed behavior. BNT-SM
generates and executes the code to train and test the model using the
Bayes Net Toolbox [1]. Compared to the BNT code it outputs, BNT-SM
reduces the number of lines of code required to use a DBN by a factor
of 5. In addition to supporting more flexible models, we illustrate how
to use BNT-SM to simulate Knowledge Tracing (KT) [2], an established
technique for student modeling. The trained DBN does a better job of
modeling and predicting student performance than the original KT code
(Area Under Curve = 0.610 > 0.568), due to differences in how it esti-
mates parameters.

1 Introduction

Intelligent Tutoring Systems (ITS) derive much of their power from having a
student model [3] that describes the learner’s proficiencies at various aspects of
the domain to be learned. For example, the student model can be used to de-
termine what feedback to give [4] or to have the students practice a particular
skill until it is mastered [2]. Unfortunately, assessing student knowledge is diffi-
cult because 1) we can only infer student knowledge from observation of student
performance, 2) student performance may not be a perfect reflection of student
knowledge (e.g. performance is prone to guessing and slipping), and 3) the state
of student knowledge changes over time.

Dynamic Bayes Nets (DBNs) [5] address these difficulties in assessing student
knowledge by providing a powerful way to represent and reason about uncer-
tainty in time series data [4, 6]. Section 2 demonstrates how DBNs can model
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student knowledge and performance. Unfortunately, constructing DBNs typi-
cally requires a complicated coding effort. Section 3 describes BNT-SM, a tool
designed to reduce the cost of developing and evaluating Bayesian student mod-
els. Section 4 illustrates how to use BNT-SM to simulate Knowledge Tracing,
an established technique for student modeling. Section 5 evaluates BNT-SM by
comparing it to the original Knowledge Tracing code. Finally, section 6 summa-
rizes BNT-SM’s contributions and limitations.

2 Dynamic Bayes Nets and Student Modeling

We will begin by applying DBNs to an example. Suppose we want to assess
the probability of a student knowing a skill. Since we cannot read the student’s
mind, we can only infer the knowledge state from a set of observable events, such
as student performance (whether the student applies the skill correctly) and tu-
tor intervention (whether the tutor gives assistance). We might have certain
assumptions about how the latter two factors interact with student knowledge.
For example, we might know that student performance on a task is affected by
student knowledge and moreover, tutor intervention affects both student knowl-
edge (by helping students to learn) and student performance (by scaffolding
the student’s current attempt without necessarily causing long-term learning).
Figure 1 depicts such causal relationships in a conditional independence graph
where:

K = student knowledge state (whether the student knows the skill or not)
H = tutor intervention (whether the tutor gives help or not)
C = observed student performance (whether correct or incorrect)

In DBNs, we usually model a latent variable (e.g. the unobserved student
knowledge state) as a changing state in time series data. A state is represented
as a node in the graph (e.g., K), while a time slice consists of a set of nodes that
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Fig. 1. Dynamic Bayes Net for a student model. Unshaded nodes represent latent
variables; shaded nodes represent observed variables.
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are modeled at a point of time (e.g. the set {K, H , C}). Normally, we assume that
the parameters (or more precisely, the conditional probability distributions) in
a DBN do not change over time; rather, what changes is the value of the latent
variable. In the case of student modeling, we assume that student knowledge
changes over time, but not the parameters of the model itself. Thanks to this
assumption, we can model any number of time slices without estimating an
infinite number of parameters.

The conditional independence graph is a graphical representation of the joint
probability distribution specified in Equation 1. The joint probability formu-
lation ensures that inferences (estimates of the values of latent variables) are
mathematically sound and computationally efficient. This representation makes
it easy to include certain kinds of parameters in the model. For example, the
guess and slip rates for the vertical edges in Figure 1 are modeled as P (C =
true|K = false) and P (C = false|K = true), respectively.

Given the conditional independence graph and the values of the observed vari-
ables (evidence), DBNs can infer the values of the latent variables. For example,
the DBN uses the observed evidence to compute the posterior probability of the
student knowing a skill by applying the Bayes rule as in Equation 2.

P (K, L, C) = P (H) ∗ P (K|H) ∗ P (C|K, H) (1)

P (K = true|H, C) =
P (H, K = true, C)

P (H, K = true, C) + P (H, K = false, C)
(2)

In summary, DBNs provide a powerful way to represent and reason about
uncertainty in time series data, and are therefore well-suited to model student
knowledge. Indeed, others have applied DBNs to student modeling [4, 6].

3 BNT-SM: Bayes Net Toolkit for Student Modeling

Many general-purpose Bayes net packages have been implemented and distrib-
uted. For example, BNT1, BUGS2 and GMTK3 are three popular Bayes net
packages that implement different inference and learning algorithms. We de-
cided to use BNT because it supports the most inference algorithms (including
junction tree, variable elimination, and Gibbs sampling) and learning algorithms
(including both parameter learning and structure learning). More importantly,
it supports DBNs, which are essential to student modeling. This software is dis-
tributed under the GNU Library General Public License and is implemented
using Matlab, a widely used and powerful mathematical software package.

We have extended BNT to reduce the cost to develop and evaluate student
models. We call this extension BNT-SM. A researcher can examine the factors
that may affect student knowledge simply by specifying the hypothesized causal
relationships in an XML specification file and providing empirical data.
1 BNT is available at http://bnt.sourceforge.net
2 BUGS is available at http://www.mrc-bsu.cam.ac.uk/bugs/
3 GMTK is available at http://ssli.ee.washington.edu/˜bilmes/gmtk
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By hiding most of the coding detail in constructing and training DBNs, BNT-
SM lets the researcher focus on the modeling aspect of the problem and quickly
experiment with alternative models. BNT-SM reduces the coding overhead by
providing a simpler language to specify DBN than the generic BNT code. BNT-
SM inputs a student model specified in an XML file. BNT-SM outputs BNT
Matlab code to train and evaluate this model. Its XML input is shorter than its
BNT output by a factor of at least 5, based on the model that we constructed.

4 Modeling Knowledge Tracing with BNT-SM

To provide a real example of using BNT-SM, we first introduce Knowledge Trac-
ing, a student modeling technique that is related to DBNs.

4.1 Knowledge Tracing

Knowledge Tracing (KT) [2] is an established technique for student modeling and
was first used in the ACT Programming Languages Tutor [2]. The goal of KT
is to estimate the student’s knowledge from his or her observed actions. At each
successive opportunity to apply a skill, KT updates its estimated probability that
the student knows the skill, based on the skill-specific learning and performance
parameters and the observed student performance (evidence).

P(K  ):already know0
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Fig. 2. A DBN that simulates Knowledge Tracing. (1), (2), and (3) refer to identifiers
in the XML specification.

Reye [6] showed that KT is special case of a DBN which assumes parameters
do not change across time slices. More specifically, the conditional independence
graph of KT can be drawn as Figure 2. (We rename the original KT variables
L0 and t as already know and learn for consistent naming with other sections.)

4.2 Example of Simulating KT with BNT-SM

Given that KT is a special case of DBNs, we now provide an example of simulating
KT with BNT-SM. To use BNT-SM, a researcher needs to follow four steps:
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1. Specify the data source in an XML specification4.
2. Specify the network structure in an XML specification.
3. Specify and initialize parameters in an XML specification.
4. Call RunBnet.m in Matlab.

There are two sections in the XML specification file. First, we specify the
data source as a tabulated file where each row represents a student’s attempt
to apply a skill. The columns of the data source file specify the values of the
observed variables (e.g. asr corr provides data for the correct node) according
to empirical data and leave the values of the latent variables (e.g. pknow) as a
question mark (so that the input and output files follow the same format).

user utterance_start_time skill pknow asr_corr
mTR4-6 2002-08-14_10:22:56 my ? 1
mTR4-6 2002-08-14_10:22:56 cat ? 1
...

After we have specified the data source, we specify the network structures.
As Figure 2 shows, KT has two nodes per time slice. The first node, named
pknow, represents student knowledge as a latent binary variable. The second
node, named correct, represents student performance as an observed binary
variable. Pknow has a within time slice connection to correct since we assume
that student knowledge affects student performance. Moreover, pknow has a
between time slice connection to pknow in the next time slice since we model
student knowledge as a changing state in the time series data. The following
XML (in two column format) instantiate the preceding discussion.

<nodes>
<node>
<name> pknow </name>
<values> 2 </values>
<type> discrete</type>
<observed>latent </observed>
<within> correct </within>
<between> pknow </between>

</node>

<node>
<name> correct </name>
<values> 2 </values>
<type> discrete</type>
<observed>asr_corr</observed>
<within></within>
<between></between>
</node>

</nodes>

After we have specified the graphical model, we specify the parameters. For
example, we define the parameter named guess as the conditional probability
P (C = true|K = false) (abbreviated P2(T|F)) and initialize it to a random
value. P1, P2, and P3 denote the conditional probability distributions labeled
(1), (2), and (3) in Figure 2. Notice that some parameters are initialized to
something like 1 − P1(T ) such that probability distributions sum to one. Also,
KT assumes there is no forgetting once a student learns a skill, so the forget
parameter is set to 0.
4 For the detailed Document Type Definition of our XML specification file, please see

http://www.cs.cmu.edu/˜listen/BNT-SM.
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<eclasses>
<eclass>
<id> 1 </id>
<values> 2 </values>
<eq> P1(pknow) </eq>
<cpd>
<eq> P1(T) </eq>
<init> rand </init>
<param> already know </param>

<eq> P1(F) </eq>
<init> 1-P1(T) </init>
<param> null </param>

</cpd>
</eclass>

<eclass>
<id> 2 </id>
<values> 4 </values>
<eq> P2(correct|pknow) </eq>
<cpd>
<eq> P2(T|F) </eq>
<init> rand </init>
<param> guess </param>

<eq> P2(F|T) </eq>
<init> rand </init>
<param> slip </param>

<eq> P2(F|F) </eq>
<init> 1-P2(T|F) </init>

<param> null </param>

<eq> P2(T|T) </eq>
<init> 1-P2(F|T) </init>
<param> null </param>

</cpd>
</eclass>

<eclass>
<id> 3 </id>
<values> 4 </values>
<eq> P3(pknow|pknow) </eq>
<cpd>
<eq> P3(T|F) </eq>
<init> rand </init>
<param> learn </param>

<eq> P3(F|T) </eq>
<init> 0.000 </init>
<param> forget </param>

<eq> P3(F|F) </eq>
<init> 1-P3(T|F) </init>
<param> null </param>

<eq> P3(T|T) </eq>
<init> 1-P3(F|T) </init>
<param> null </param>

</cpd>
</eclass>

</eclasses>

After we have specified the graphical model in an XML specification file and
provided the empirical data, we then call the RunBnet.m script in Matlab to start
the training (estimating the parameters) and evaluating procedure (estimating
the values of the latent variables). The student model’s estimation of student
knowledge is output to a file similar to the data source file, except that the ques-
tion marks are replaced by the estimates. The resulting skill-specific parameters
are output as follows:

skill #students #cases already know learn guess slip
my 179 4490 0.904 0.034 0.605 0.073
cat 178 1579 0.953 0.045 0.274 0.074
...

To demonstrate BNT-SM’s flexibility and ease of use, we point out that it
is easy to extend our two node student model (KT) to the three node student
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model in Figure 1. To model the new tutor intervention node and its causal
relationships to student knowledge and student performance, it suffices to add
just 13 lines to the XML specification file. In contrast, KT code is limited to the
simple 2-node model.

5 Evaluation of Model Fit

KT and DBNs estimate model parameters differently. The original KT code
treats parameter estimation as a curve-fitting problem and uses a conjugate gra-
dient search method by Powell [7]. In contrast, DBNs typically use Expectation
Maximization to estimate the parameter values. We now perform an empirical
comparison of the two parameter estimation procedures.

5.1 Data Collection

Our data came from 360 children between six and eight years old who used
Project LISTEN’s Reading Tutor [8] in the 2002-2003 school year. Over the
course of the school year, these students read approximately 1.95 million words
(as heard by the automatic speech recognizer). On average, students used the
tutor for 8.5 hours.

During a session with the Reading Tutor, the tutor presented one sentence
(or fragment) at a time for the student to read aloud. The student’s speech was
segmented into utterances delimited by silences. Each utterance was processed by
the Automatic Speech Recognizer (ASR) and aligned against the sentence. This
alignment scored each word of the sentence as either accepted (read correctly)
or rejected (misread or omitted). For modeling purposes, this paper treats each
English word as a separate skill.

5.2 Evaluation Metric

Since student knowledge is a latent variable that cannot be directly observed, we
have no gold standard to compare against. Instead, we used the trained student
model to predict whether the ASR would accept or reject a student’s next reading
of the word. An ROC (Receiver Operating Characteristic) curve measures the
performance of a binary classifier by plotting the true positive rate against the
false positive rate of varying decision threshold. The area under the ROC curve
(AUC) is a reasonable performance metric for classifier systems, assuming no
knowledge of the true ratio of misclassification costs.

To evaluate the model fits, we computed the correlation and the AUC be-
tween the student model’s estimate of the student knowledge and the actual
performance (as scored by the ASR).

5.3 Method

To determine which parameter estimation method provided a better model fit
to student performance data, we first separated the training and testing set by
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splitting the students into two groups. The split was done by sorting the students
according to their amount of Reading Tutor usage and alternately assigning
students to the two sets. Then, we set up a DBN using BNT-SM to simulate KT
and compared it against the curve fitting code of the original KT code.

The curve fitting algorithm is a general purpose routine for the minimization
of a function in several variables. The algorithm implemented is a modification of
conjugate gradient search by Powell [7]. The legacy code was part of the original
KT code5.

For DBN, we used the Expectation Maximization (EM) algorithm to optimize
the data likelihood (i.e. the probability of observing our student performance
data). EM is the standard algorithm used in the machine learning community
to estimate DBN parameters when the structure is known and there exist latent
variables. EM is guaranteed to converge to a local maximum on the likelihood
surface. We used the junction tree algorithm for exact inference.

After training with each method, we cross validated by using the resulting
student models to predict student performance in the testing set. We then com-
puted the correlation and AUC between predicted student knowledge and ob-
served performance.

5.4 Results

As Table 1 shows, EM outperforms the original KT’s curve fitting code on both
the correlation and the AUC evaluation metrics. Their two correlation coeffi-
cients are reliably different at p < 0.01. The values of model fit appear low
because we are predicting individual student performance data rather than ag-
gregated performance. It is difficult to predict a student’s individual responses.
To determine an upper bound on the best possible correlation, we did a cheating
experiment that can peek at the future data when it makes a wrong predic-
tion. The cheating experiment further assumed monotonicity constraints. That
is, a correct response always increases the student model’s estimate of student
knowledge, whereas an incorrect response decreases the estimate. The cheating
experiment revealed that the maximum correlation of any model that obeyed
monotonicity constraints was only 0.5. Note that this maximum performance
requires peeking at the data to be predicted and is not necessarily attainable by
any actual model.

As Table 2 shows, EM estimates much higher already know and lower learn
parameters than curve fitting. EM’s already know estimate of 0.68 is more plau-
sible than curve fitting’s estimate of 0.33. The 20 most frequent words of English
account for about 33% of text words. Since we are using the weighted average
for parameter values (weighted by the number of times students encountered the
word in the Reading Tutor), an initial knowledge of 0.33 would be comparable
to six through ten year old knowing only these 20 words–an unlikely proposition
at best. EM’s estimate of 0.68 would be comparable to students knowing only
the 431 most frequent words in English, which is much more believable.
5 Source code is courtesy of Albert Corbett,

http://www.cs.cmu.edu/˜rsbaker/curvefit.tar.gz
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Table 1. KT vs DBNs Model Fit

Method Correlation AUC
Curve-fitting 0.07 0.568
DBN’s EM 0.16 0.610

Table 2. KT vs DBNs Parameters

Method already know learn guess slip
Curve-fitting 0.33 0.19 0.72 0.07
DBN’s EM 0.68 0.14 0.64 0.07

6 Conclusion and Future Work

In summary, this paper describes how DBNs provide a powerful way to model
student knowledge in an Intelligent Tutoring System. We introduce a tool called
BNT-SM that helps training and evaluating DBNs. The main advantages of
BNT-SM are that it is 1) flexible, 2) easy to use, and 3) provides a better model
fit and a more plausible model parameters, at least on our data set. We invite
the student modeling community to download BNT-SM at
http://www.cs.cmu.edu/˜listen/BNT-SM.

Currently, BNT-SM handles Bayes nets with any number of latent and ob-
served variables, but the variables are limited to discrete values. Moreover, there
exist some restrictions on the possible causal relationships that a researcher may
model. For instance, BNT-SM does not allow links that go backward in time or
that skip forward past the next time slice. Although generality was a top prior-
ity when we designed BNT-SM, we have tested it on only three simple networks
(two of them discussed in this paper), so it may have limitations of which we
are unaware. Thus, we encourage researchers to try out BNT-SM and provide
valuable feedback for us to improve its generality.

As future work, we wish to explore the generality of BNT-SM by providing
XML specification files for various popular student models. Moreover, we wish
to investigate more complex models such as models with continuous variables, as
well as hierarchical models. Hierarchical Bayes nets allow researchers to model
more than one level of factors, where a higher level factor (such as overall reading
proficiency) affects multiple lower level factors (such as individual words).

Another issue that we would like to address in the future is the computa-
tional complexity of training the DBN. Since we’re using an exact inference
engine (junction tree), training time is rather long. As it currently stands, EM
takes 25 hours to estimate parameters for the DBN that simulates KT, while
the curve-fitting code in the original KT code takes only 2 hours. There are sev-
eral ways to speed up training. For instance, we can use approximate inference
algorithms that trade off accuracy for efficiency. BNT already implements sev-
eral approximation algorithms , including Gibbs Sampling and variational meth-
ods. Another way to speed up the training process is to formulate the network
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using some specialized, well-studied formalism such as Hidden Markov Models,
for which more efficient algorithms exist.
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Abstract. DT Tutor (DT), an ITS that uses decision theory to select tutorial ac-
tions, was compared with both a Fixed-Policy Tutor (FT) and a Random Tutor 
(RT). The tutors were identical except for the method they used to select tuto-
rial actions: FT employed a common fixed policy while RT selected randomly 
from relevant actions.  This was the first comparison of a decision-theoretic tu-
tor with a non-trivial competitor (FT).  In a two-phase study, first DT’s prob-
abilities were learned from a training set of student interactions with RT.  Then 
a panel of judges rated the actions that RT took along with the actions that DT 
and FT would have taken in identical situations.  DT was rated higher than RT 
and also higher than FT both overall and for all subsets of scenarios except help 
requests, for which DT’s and FT’s ratings were equivalent. 

1   Introduction 

Intelligent tutoring systems (ITSs) that coach students as they attempt tasks often 
emulate the turn taking observed in human tutorial dialog [1; 2].  The tutor’s main 
task can be seen as deciding what action to take on its turn, or tutorial action selec-
tion.  Selecting tutorial actions involves inherent difficulties.   

A significant source of difficulty is that the tutor is uncertain about the student’s in-
ternal state because it is unobservable and changes over time (e.g., as the student 
learns).  Furthermore, the tutor is uncertain about the effects of the tutor’s actions on 
the student.  Many ITSs [see, e.g., 3] have modeled the tutor’s uncertainty in terms of 
probability using Bayesian techniques [4] for sound yet relatively efficient inference. 

Another difficulty is that just what constitutes effective tutorial action depends 
upon the tutor’s objectives and priorities.  The tutor’s objectives are likely to include 
increasing the student’s knowledge, helping the student complete tasks, bolstering the 
student’s affective state, and being a cooperative discourse partner.  It may not be 
possible to maximize attainment of all objectives at once, in which case the effective-
ness of the tutorial action alternatives depends upon the tutor’s priorities.  Tutors must 
often strike a “delicate balance” among multiple competing objectives [5, p.280; 6; 7].   

Decision theory extends probability theory by considering, in addition to uncer-
tainty, the decision-maker’s objectives and priorities as a rational basis for making 
decisions [8].  DT Tutor (DT) [9] uses decision-theory to decide the tutor’s actions.  
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For each alternative, DT computes (1) the probability of every possible outcome of 
that tutorial action, (2) the utility of each possible outcome relative to the tutor’s ob-
jectives and priorities, and then (3) the alternative’s expected utility by weighting the 
utility of each possible outcome by the probability that it will occur.  DT then selects 
the tutorial action with maximum expected utility.  This approach unifies considera-
tions regarding (1) the tutor’s uncertain beliefs about the changing tutorial state and 
the tutor’s effects upon it, and (2) the tutor’s objectives and priorities.  

One advantage of a decision-theoretic approach is the capability to balance multi-
ple tutorial objectives in a principled way.  DT leverages this capability by simultane-
ously considering the student’s knowledge, focus of attention, and affective state, 
along with joint task progress and the student-tutor discourse state.  Another advan-
tage is that by looking ahead to anticipate student difficulties and the influence of the 
tutor’s actions, DT can provide proactive help to attempt to prevent student difficul-
ties in addition to the reactive help that most ITSs provide. 

While many ITSs have used Bayesian networks for reasoning under uncertainty 
[3], decision-theoretic approaches remain rare, and comparisons of decision-theoretic 
approaches with non-trivial competitors are rarer still.  CAPIT [10] and iTutor [11] 
appear to be the only other decision-theoretic tutors that have been implemented and 
evaluated.  However, these tutors were compared only with no tutoring at all [10], 
with consulting the teacher when required [11], and with randomized action selection 
[10].  Our work does not directly assess effectiveness with students, but it does com-
pare decision-theoretic tutoring against a higher standard:  a Fixed-Policy Tutor (FT) 
that selects tutorial actions by emulating the fixed policies employed by successful tu-
tors such as Andes1 [12] and the Cognitive Tutors [13], which are theory-based [14], 
widely-used and highly effective [15].  DT and FT were also compared with a Ran-
dom Tutor (RT), which selects randomly from among relevant tutorial actions.   

2   The Three Tutors:  DT, FT and RT 

DT, FT and RT shared the same user interface and help messages. All of the tutors 
gave immediate flag feedback by highlighting correct responses in green and errors in 
red.  The only difference between the tutors was the method they used to select from 
among the same tutorial action alternatives, which consisted of deciding whether to 
provide a help message, and if so, which message to provide.  The differences in their 
performance were thus due solely to their action selection methods. 

This study encompassed three different types of help situations.  Most ITSs pro-
vide help (1) in response to help requests and (2) after some number of errors.  Also 
included were (3) step starts, which are opportunities for the tutor to provide proac-
tive help at the start of a step before the student has reached an impasse or made an 
error.  Few ITSs provide help at step start, but human tutors sometimes do [e.g., 6; 
16].  Help provided at step start or after an error is proactive since the student has not 
asked for help and may not even want it.  Responses to help requests are reactive. 

The tutors could choose either to provide no help message (a null help message) or 
to provide one of four different kinds of help messages: prompt, hint, teach, or do.  
The prompt message pointed out pertinent information that was already available in 
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the interface without providing any new information.  The hint message provided par-
tial information about the step – not enough to teach the student how to do the step 
but perhaps enough to either remind the student how to do the step or help the student 
figure it out.  The teach message provided all the information that the student needed 
to understand the domain rule related to the step, including at least one example, and 
thus to help the student complete the step correctly by learning the rule. The do mes-
sage told the student exactly what to do for the current step (e.g., what text to enter) 
without teaching anything about the related rule.  These help messages are ranked in 
order of increasing explicitness about what to do for the current step, from prompt 
(the least explicit,), through hint, teach, and do (the most explicit). 

RT randomly provided help relevant to the current step as follows:  For proactive 
help opportunities, RT decided randomly whether to provide proactive help.  For re-
active help opportunities, RT always provided help.  When RT decided to provide 
help, it decided in advance a random order for the four types of help messages and 
then returned help types in that order, repeating the order cyclically if necessary. 

FT, consistent with Andes1 [12] and the Cognitive Tutors [13], always provided 
help after help  requests, never provided help for step starts, and provided help after n 
errors (two in this study).  When FT provided help, it followed a strong successive 
 explicitness constraint:  It always provided a help message that was minimally more 
explicit than any help already provided.  In other words, first it provided a prompt 
message, then hint, then teach, before bottoming out with do.  If the student continued 
to request help after that, the do message was repeated. 

DT’s help selection cannot be described in terms of a simple policy because it si-
multaneously considers multiple aspects of the tutorial state.  However, one of these 
aspects, the student-tutor discourse state (modeled so that DT can be a cooperative 
discourse partner) did constrain DT’s help selections.  The two discourse constraints 
that DT followed were (1) to always provide help for help requests and (2) a weak 
successive explicitness constraint:  It never provided less explicit help than had al-
ready been provided (so, e.g., if the student requested more help after receiving a 
teach message, the student wouldn’t be disappointed with a prompt message).  Con-
straint (1) is the same as FT and RT.  Constraint (2), weak successive explicitness, is 
different than FT in that DT does not have to select the help message that is minimally 
more explicit than any help already provided.  This means, for instance, that DT can 
provide a teach message as the first help provided, or progress directly from a prompt 
message to a teach message.  The other difference between DT and FT’s help selec-
tion is that DT always considers providing proactive help.  It should be noted that DT 
can easily be configured to emulate FT (and therefore Andes1 and the Cognitive Tu-
tors, among others) by considering only the discourse state (giving it a utility of 1 
while giving all other aspects of the tutorial state a utility of 0) and increasing DT’s 
discourse constraints to (1) never provide help for step starts, (2) provide help after er-
rors only after the nth error, and (3) follow a strong successive explicitness constraint. 

Because DT and FT both followed a successive explicitness constraint, a subset of 
the help opportunities were especially relevant for revealing differences between the 
help selection strategies of DT and FT.  These were first-message-opportunity scenar-
ios (FMOs), in which the tutor has the opportunity to select the first help message to 
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be displayed for the current step.  For FMOs, which occurred in over half the 350 
scenarios in the study described below, DT had free reign over which help message to 
select (if any) while FT adhered to its fixed policy. First-message-opportunity scenar-
ios were sometimes partitioned according to student performance on the pretest  
problem that corresponded to the rule required to complete the problem step:  pretest-
wrong and pretest-right.  The idea behind this partitioning is that students who get a 
pretest problem wrong are more likely than those who get it right to need help during 
tutoring on steps that require knowledge of the rule tested by the pretest problem.  
This is by no means a perfect test – e.g., the student might have merely slipped on the 
pretest problem, or the student might have learned the rule since the pretest – but one 
advantage is that it does not require subjective judgment by the experimenter.  It must 
be noted that DT was not given information about the pretest performance of students 
in the test set.  However, DT could glean information about the likelihood that a par-
ticular student in the test set knew a rule in two ways:  (1) by the percentage of the 
training set students who got the corresponding pretest problem correct (learned dur-
ing phase I of the study as prior probabilities), and (2) by the student’s performance 
during tutoring on steps related to the rule. 

3   Study Design 

A two-phase study design was employed.  In the first phase, data collection and tun-
ing, 60 students took a pretest, solved the same five multi-step calculus problems us-
ing RT, and then took a posttest. The students used RT so that we could collect data 
about the effects of individual tutorial actions while statistically controlling for the ef-
fects of sequences of tutorial actions by randomizing over the sequences in which the 
individual actions occurred. Students were allowed as much time as they needed to 
complete the problems and most took about an hour.  The student data was partitioned 
into training and test sets of 30 students, which were matched according to pretest 
scores.  Logged student-tutor interactions from the training set, along with pre- and 
posttest performance, were used to learn probabilities about student knowledge, stu-
dent behavior, and the effects of tutorial actions.  The data collection and tuning phase 
is described in detail elsewhere [17].  This paper focuses on the assessment phase. 

During the assessment phase, we replayed logged student-tutor interactions from 
the test set while recording the responses that DT and FT would provide in the same 
tutorial situations.  When the actions selected by RT and DT differed, the action se-
lected by RT was replayed in order to preserve the fidelity of the replay, and DT up-
dated its model of the tutorial state to include the action actually provided by RT.  A 
similar process was undertaken to record the actions that FT would have taken for the 
same situations.  A panel of judges then rated the actions selected by RT, FT and DT 
in a large sample of test set situations. 

While this study design cannot provide conclusive information about the bottom 
line – which tutor is most effective with students – it has other advantages.  First, it 
provided data for learning many of DT’s key probabilities.  Second, it allowed us to 
compare the action selections of different tutoring approaches in identical situations. 
Third, it can provide information that is much more detailed than the bottom line 
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about what makes the tutors’ actions effective or not in particular situations [18],  
information that can be used to improve not only DT but other tutors as well.  Advan-
tages two and three allowed us to decrease the grain size of the analysis from the stu-
dent to the scenario – i.e., to help opportunities.  With an estimated effect size for DT 
over FT of 0.2 standard deviations, we needed about 320 samples from each of three 
conditions (RT, FT and DT) using the conventional parameters of  = .05 and  = .20 
[19], and 960 students was more than we could afford.  Reducing the grain size to the 
scenario allowed us to use many fewer students.  

4   The Comparative Assessment 

4.1   Subjects 

Three paid judges were recruited from among graduate mathematics students who had 
extensive experience tutoring calculus as well as other mathematics to college and 
high school students.  These judges were considered skilled, although not necessarily 
expert, because of their extensive mathematical knowledge and tutoring experience. 

4.2   Materials 

For each scenario to be assessed, judges were given a detailed printed description that 
included, among other things: 

• A screen shot showing the student interface at the moment of the scenario. 
• A description of the scenario, including whether the student had just requested help 

or made an error, along with the correct entry for the current step. 
• The student’s current number of correct entries, errors and help requests as a gen-

eral indicator of the student’s problem-solving performance and help usage. 
• The student’s performance on the pretest problem related to the current step. 
• Relevant Action History:  Previous student-tutor interactions on (1) any previous 

steps that use the rule related to the current step, and (2) the current step. 

Each scenario listed the five possible tutorial responses in random order (the help 
messages corresponding to help types prompt, hint, teach and do, plus “no message” 
for the null response) and the judges rated each on a scale of 1 (worst) to 5 (best).  
The judges also chose their preferred response for each scenario.  

Scenario Types and Stratified Sampling.  For assessing the performance of the 
different tutorial action selection methods, 350 scenarios were to be selected from the 
test set.  The intention was to select the scenarios randomly so as not to introduce any 
bias.  However, a completely random selection would have produced a highly skewed 
sampling among help requests, errors and step starts.  Of 5009 scenarios in the test 
set, 57% were step starts, 35% were errors, and 8% were help requests. This was just 
the opposite of what was desired for assessing help selection, for which help provided 
for help requests is arguably most important, help provided for errors is probably next 
most important, and it is debatable whether help should be provided for step starts at 
all.  With a completely random distribution, the judges’ ratings of the tutors would be 
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dominated by their ratings for step start scenarios and only weakly influenced by their 
ratings for help request scenarios.  Therefore, a stratified sample was selected with the 
sample for each stratum randomly selected from among all the scenarios in that 
stratum:  175 help requests, 100 errors and 75 step starts. 

One additional criteria was employed for selecting scenarios:  Since RT selected 
relevant actions randomly, it might for a specific step select, say, do help (the most 
explicit), and then if the student was unsuccessful, select prompt (the least explicit 
help).  Such sequences of help messages violated even the weaker successive explic-
itness constraint.  It was unclear just how DT or FT should respond following se-
quences of help messages that violated their own constraints.  A related concern was 
that it was unclear just how such seemingly odd (indeed, random) sequences of help 
messages would affect the judges’ intuitions about what kind of help to provide next.  
Therefore, scenarios whose Relevant Action History included sequences of tutorial 
actions that violated the weaker successive explicitness constraint were excluded from 
the sample. 

4.3   Procedure 

The judges rated all possible responses for 350 scenarios.  Note that with this design it 
is possible to use the same judges’ ratings to assess the tutorial action selections of 
still more tutors, or updated versions of the same tutors, as long as they use the same 
student interface and select from the same pool of help messages.  The judges were 
told that they were rating scenarios in order to provide information about what help 
messages would be best to provide for various situations.  They had no idea which tu-
tor provided which responses or that their ratings would be used to compare tutors.   

For comparing the tutors, we constructed composite judges’ ratings to better repre-
sent the population of skilled tutors.  Our goal was to discount ratings that were out-
side the norm without excluding any ratings.  To this end, we used the median rating 
for each response.  The median discounts the effect of the magnitude of outlying rat-
ings while still taking their existence into account. With outlying ratings for individ-
ual responses thus discounted, composite ratings for sets of responses were computed 
as the mean of the median ratings for each response. 

Ratings for All Three Tutors by Scenario Type.  Table 1 displays results of paired-
sample t-tests comparing RT vs. DT and FT vs. RT for all scenarios and for each 
scenario type, along with effect sizes and mean composite ratings.  Effect sizes were 
calculated as the difference in means divided by the standard deviation of the control 
group:  either RT or FT as applicable in their comparisons with DT.   

As the table shows, the judges’ ratings for DT were higher than their ratings for RT 
overall and for help requests, errors and first message opportunities, significant at 
level p<.01 with effect sizes ranging from .33 to .49.  Only for step start scenarios was 
DT not rated significantly higher than RT after the Bonferroni correction for multiple 
comparisons.  However, the significance before the Bonferroni correction was p=.012 
and the Bonferroni correction is known to be very conservative to protect against 
Type I errors.  The effect size for step starts was still a healthy .30. 
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Table 1. Tutor x Scenario Type, paired t-tests: RT vs. DT, FT vs. DT 

Comparison df t Sig.

Bonferroni

Sig.
*

Effect

Size

RT vs. DT

RT

Mean

DT

Mean

All 2.94 3.43 349 5.746 <.001 <.01 .35

Help Req 3.23 3.66 174 3.937 <.001 <.01 .33

Errors 2.31 2.95 99 3.324 .001 .010 .49

Step Starts 3.11 3.55 74 2.572 .012 .120 .30

FMOs 2.99 3.54 187 5.057 <.001 <.01 .40

FT vs. DT

FT

Mean

DT

Mean

All 3.08 3.43 349 5.251 <.001 <.01 .24

Help Req 3.59 3.66 174 1.078 .282 1.0 .06

Errors 2.10 2.95 99 4.693 <.001 <.01 .61

Step Starts 3.19 3.55 74 3.222 .002 .020 .22

FMOs 3.12 3.54 187 4.351 <.001 <.01 .28

*
Significance with Bonferroni correction for 10 t-tests (Sig. x 10)  

 

The judges’ ratings for DT were higher than their ratings for FT overall and for the 
scenario types of errors, step starts and first message opportunities, all with signifi-
cance p=.02 or less and with effect sizes ranging from .22 to .61.  For help requests, 
however, DT, with mean 3.66, and FT, with mean 3.59, were rated approximately 
equivalently with a .06 effect size and a significance level (with Bonferroni correc-
tion) of approximately p=1.0. 

DT vs. FT for Help Requests.  Since DT’s and FT’s ratings were approximately the 
same for help requests, one might expect that DT and FT selected mostly the same 
tutorial responses in the same situations.  However, their patterns of responses were 
significantly different, with a Pearson’s chi-square test of association of 2(3)=60.8, 
p<.001. FT and DT also behaved significantly differently for FMO help requests, for 
which FT always selected the prompt response according to its fixed-policy.  DT’s 
response selections varied:  For the pretest-wrong scenarios, DT selected prompt only 
34% of the time and teach 66% of the time, receiving a mean composite rating of 4.00 
while FT received a mean composite rating of 3.55.  This difference was significant, 
t(28) = 2.218, p=.035.  For pretest-right scenarios, DT selected prompt slightly more 
often, 44% of the time, and received a mean composite rating of 3.80 while FT’s 
responses (always prompt) received a higher mean composite rating, 4.02, although 
this difference was not quite significant, t(44) = 1.634, p=.109.  Apparently, the 
judges generally preferred the teach response when the student was more likely to 
need explicit help and the prompt response when the student was less likely to need 
explicit help.  DT adjusted its response selections according to the same preference 
structure but did not adjust them enough when the student was less likely to need 
explicit help. 
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DT vs. FT for Errors.  FT’s ratings for errors were significantly lower than DT’s 
because it always selects a null response the first time the student makes an error.  All 
of the judges gave low ratings to null responses after errors.  68 out of the 100 error 
scenarios involved the student’s first error, so FT received a low rating for most of the 
error scenarios.  For first errors, DT’s mean composite rating, 2.88, was significantly 
higher than FT’s rating of 1.35, t(67)=8.516, p<.001, with a large effect size of 2.58.  
On the 32 error scenarios that did not involve the student’s first error, FT, with a 
mean composite rating of 3.69, was rated higher than DT, which had a mean of 3.09, 
t(31) = 2.094, p=.044.  This was in turn due to DT replying null on 13 of these 32 
scenarios, for which it received a mean rating of only 1.23 compared to FT’s mean of 
3.10.  The bottom line is that our judges did not like null responses to errors. 

DT vs. FT for Step Starts.  As with errors, FT received lower ratings than DT for 
step starts because of null responses.  Per its fixed policy, FT always selected null 
responses for step starts.  DT did not reply null on 21 of the 75 step start scenarios, 
and for these, DT’s mean composite rating, 3.67, was significantly higher than FT’s 
mean composite rating of 2.38, t(20) = 3.959, p=.001, effect size .92.  DT’s 
significant advantage in ratings when it did not reply null led to a significant 
advantage over FT in ratings for step scenarios overall, 3.55 versus 3.19, p=.020. 

DT vs. FT for First-Message-Opportunity Scenarios (FMOs).  FT always provided 
either the null or the prompt response for FMO scenarios, while DT also included the 
teach response and varied its responses according to the likelihood that the student 
needed explicit help.  These differences paid off as DT was rated significantly higher 
than FT for FMOs, p<.01, effect size .28.  A closer look shows that DT was nominally 
rated more highly than FT both for pretest-wrong and for pretest-right scenarios, as 
shown in Table 2.  For pretest-wrong scenarios, DT’s mean composite rating is 
significantly higher, p<.01, with effect size .55.  For pretest-right scenarios, DT’s mean 
composite rating is not significantly higher after the Bonferroni correction, p=.158.  

5   Discussion 

Fixed-policy tutors such as FT use a time-tested and proven, even theoretically-based 
[13] policy for selecting the response type for tutorial actions.  However, this policy 
considers only (1) whether the student has just made a help request or the nth error, 
and (2) the most recent response type for the current step.  The result is response se-
lections that are all the same regardless of other attributes of the tutorial situation.  

Table 2. FMO scenarios, paired t-tests: FT vs. DT 

Comparison 
 

FT 
 

DT 
 

df t  Sig. 
Bonferroni 

Sig.*  
Effect 
Size 

Pretest wrong 2.51  3.24 74 4.606 p<.001 p<.002 .55 
Pretest right 3.53  3.73 112 1.776 p=.079 p=.158 .14 

* Significance with Bonferroni correction for 2 t-tests (Sig. x 2) 



122 R.C. Murray and K. VanLehn 

FT emulates the policies of Andes1 and the Cognitive Tutors, which follow a 
strong successive explicitness constraint and volunteer help only after n errors [13; 
20].  This policy was based on psychological research showing that students remem-
ber material better when they generate it themselves.  However, even the architects of 
the Cognitive Tutors and the theory behind them admit that “these may not be the best 
choices” since, for example, “[s]ome students stubbornly refuse to seek help even 
when they need it” and “students are often annoyed with the vague initial messages 
and decide there is no point in using the help facility at all” [13, p. 199].  Once stu-
dents begin clicking past vague initial help messages, as many as 82-89% of students 
click all the way through to bottom-out help [20].   

DT, like human tutors [1; 5; 6], considers multiple tutorial state attributes to decide 
when and how to provide help.  These attributes include the student’s knowledge, af-
fective state and focus of attention, along with task progress and the discourse state. 
DT’s resulting sensitivity to the tutorial state was demonstrated, for instance, in its re-
sponses to first-message-opportunities, for which not only did DT’s responses vary 
significantly for pretest-right versus pretest-wrong scenarios, but its ratings were 
higher for both, significantly so for pretest-wrong scenarios.  DT’s greater sensitivity 
paid off in generally higher ratings from the judges. 

A major reason why DT surpassed FT in the judges’ ratings was DT’s use of pro-
active help, which FT never provides for step start and first error scenarios.  Proactive 
help when a student would otherwise flounder can save time, prevent confusion, pro-
vide valuable information at a time when the student is prepared and motivated to 
learn it, and avoid the negative affective consequences of frustration and failure.  

DT’s consideration of multiple tutorial state attributes and the variability of its re-
sponses is more like human tutors, for whom the timing of feedback appears “to de-
pend critically on the consequences of the particular error or impasse encountered” [5, 
p.283].  When considering proactive help, human tutors “sometimes seek to forestall 
errors, sometimes intervene as soon as errors occur; at other times they may allow er-
rors to occur” [6, p.85].  Indeed, the very effectiveness of human tutorial help “may 
arise because of the contingency of feedback style and content” [1, p. 346].   

The bottom line in choosing a method for selecting tutorial actions is which tech-
nology delivers the desired capabilities for the least cost (in time and money).  If the 
desired behavior of the tutor is unambiguously defined and only simple capabilities 
are required, fixed policy is best, no contest, because of its ease of implementation.  
However, as more sensitivity is required, as the need for flexibility increases, or as the 
desired behavior of the tutor becomes more ambiguous, decision-theoretic tutoring 
becomes more attractive.  Decision theory can enable a tutor to respond in a princi-
pled way to an unlimited variety of situations – even unanticipated situations – with-
out having to come up with a fixed-policy for every combination of uncertain beliefs. 

References 

1. Merrill, D.C., B.J. Reiser, S.K. Merrill, and S. Landes (1995). Tutoring: Guided learning 
by doing. Cognition and Instruction, 13(3): 315-372. 

2. Graesser, A.C., N.K. Person, and J.P. Magliano (1995). Collaborative dialogue patterns in 
naturalistic one-to-one tutoring. Applied Cognitive Psychology, 9: 495-522. 

3. Jameson, A. (1996). Numerical uncertainty management in user and student modeling: An 
overview of systems and issues. User Modeling and User-Adapted Interaction, 5(3-4): 
193-251. 



 A Comparison of Decision-Theoretic, Fixed-Policy and Random Action Selection 123 

4. Pearl, J. (1988). Probabilistic reasoning in intelligent systems: Networks of plausible infer-
ence. San Mateo, CA: Morgan-Kaufmann. 

5. Merrill, D.C., B.J. Reiser, M. Ranney, and J.G. Trafton (1992). Effective tutoring tech-
niques: A comparison of human tutors and intelligent tutoring systems. The Journal of the 
Learning Sciences, 2(3): 277-306. 

6. Lepper, M.R., M. Woolverton, D.L. Mumme, and J.-L. Gurtner (1993). Motivational tech-
niques of expert human tutors: Lessons for the design of computer-based tutors, in Com-
puters as Cognitive Tools, S.P. Lajoie and S.J. Derry, editors. Erlbaum. p. 75-105. 

7. Reye, J. (1995). A goal-centred architecture for intelligent tutoring systems. In J. Greer 
(eds.), 7th World Conference on Artificial Intelligence in Education, p. 307-314. 

8. Russell, S. and P. Norvig (1995). Artificial Intelligence: A Modern Approach. Englewood 
Cliffs, NJ: Prentice Hall. 

9. Murray, R.C., K. VanLehn, and J. Mostow (2004). Looking ahead to select tutorial ac-
tions: A decision-theoretic approach. International Journal of Artificial Intelligence in 
Education, 14(3-4): 235-278. 

10. Mayo, M. and A. Mitrovic (2001). Optimising ITS behaviour with Bayesian networks and 
decision theory. International Journal of Artificial Intelligence in Education, 12: 124-153. 

11. Pek, P.-K. (2003). Decision-Theoretic Intelligent Tutoring System. PhD dissertation, Na-
tional University of Singapore, Department of Industrial & Systems Engineering. 
ftp://ftp.medcomp.comp.nus.edu.sg/pub/pohkl/pekpk-thesis-2003.pdf 

12. Conati, C., A. Gertner, and K. VanLehn (2002). Using Bayesian networks to manage uncer-
tainty in student modeling. User Modeling and User-Adapted Interaction, 12(4): 371-417. 

13. Anderson, J.R., A.T. Corbett, K.R. Koedinger, and R. Pelletier (1995). Cognitive Tutors: 
Lessons Learned. The Journal of the Learning Sciences, 4(2): 167-207. 

14. Anderson, J.R. and C. Lebiere (1998). The atomic components of thought. NJ: Erlbaum. 
15. Koedinger, K.R., J.R. Anderson, W.H. Hadley, and M.A. Mark (1997). Intelligent tutoring 

goes to school in the big city. International Journal of Artificial Intelligence in Education, 
8: 30-43. 

16. Fox, B.A. (1993). The Human Tutorial Dialogue Project: Issues in the Design of Instruc-
tional   Systems. Hillsdale, NJ: Lawrence Erlbaum Associates. 

17. Murray, R.C. (2005). An evaluation of decision-theoretic tutorial action selection. PhD dis-
sertation, University of Pittsburgh, Intelligent Systems Program. http://etd.library.pitt.edu/ 
ETD/available/etd-08182005-131235/ 

18. Mostow, J., C. Huang, and B. Tobin (2001). Pause the Video: Quick but quantitative ex-
pert evaluation of tutorial choices in a Reading Tutor that listens. In J.D. Moore, C.L. Red-
field, and W.L. Johnson (eds.), 10th International Conference on Artificial Intelligence in 
Education, p. 343-353. 

19. Cohen, J. (1988). Statistical Power Analysis for the Behavioral Sciences. Erlbaum. 
20. Aleven, V. and K.R. Koedinger (2000). Limitations of student control: Do students know 

when they need help? In G. Gauthier, C. Frasson, and K. VanLehn (eds.), Intelligent Tu-
toring Systems, 5th International Conference, ITS 2000, p. 292-303. 



M. Ikeda, K. Ashley, and T.-W. Chan (Eds.): ITS 2006, LNCS 4053, pp. 124 – 133, 2006. 
© Springer-Verlag Berlin Heidelberg 2006 

Evaluation of a System That Generates Word Problems 
Through Interactions with a User 

Kazuaki Kojima and Kazuhisa Miwa 

Graduate School of Information Science, Nagoya University 
464-8601 Furo-cho, Tikusa-ku, Nagoya city, Japan 
{koj, miwa}@cog.human.nagoya-u.ac.jp 

Abstract. In mathematical learning, it is important to give learners a number of 
problems that have various features in both surface problem situations and deep 
mathematical solution structures. In this study, we implement a system that 
generates various word problems by using episodes, which are knowledge re-
garded as cases of problem generation. Our system interacts with a teacher as a 
user to acquire the common knowledge needed to generate word problems. We 
performed experimental evaluations to verify problem generation by our sys-
tem, with the results indicating that our system can successfully expand the va-
riety of problems from the initial ones stored in the system. We also found that 
our system needs interactions with a knowledgeable user because novice users 
cannot necessarily provide the system with effective knowledge. 

1   Introduction 

In general mathematical learning, a teacher first presents a solution method by exam-
ple problems, and students then learn by solving problems regarded as analogical 
instances. Since a number of problems is needed in such mathematical learning, 
teachers generally use multiple workbooks to provide their students with a variety of 
problems. Thus, the production of problems is considered as a crucial task in research 
on educational systems. 

Mathematical problems can be categorized into several types such as word prob-
lems and geometry problems. Word problems, one of the most typical types of prob-
lems in mathematical learning, have problem situations denoting contextual settings 
expressed in texts such as “purchase of goods” and “Transfer by vehicles.” In mathe-
matical learning, such problem situations are as important as mathematical structures 
of problems. It has been pointed out that problem solving by novice students is 
strongly influenced by superficial characteristics of problems such as problem situa-
tions (e.g., see [1,8]), and it has been well recognized as crucial to provide students 
with problems that have various features in both surface problem situations and deep 
mathematical structures [2]. However, automatic generation of word problems is 
extremely difficult since natural language processing and generation, as well as com-
monsense reasoning, are needed. 

Several systems that generate problems in mathematical learning have already been 
implemented. For example, Kanenishi's WBT system [5] generates calculation prob-
lems in qualifying examinations for the Information-Technology Promotion Agency 
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Japan (IPAJ) by using given domain knowledge. Shirota [9] developed a system that 
automatically generates Web-based learning materials based on problem definitions in 
the domain of economical optimization problems. Martin et al. [7] implemented auto-
matic problem generation by using constraint-based modeling that represents student 
and domain models in their SQL tutoring system. Problem generation by these 
systems aims to reduce costs in production of learning materials; however, since prob-
lem situations are not crucial in their domains, the systems do not need to generate 
various problem texts. 

Although many programs pose word problems, most only provide the same type of 
problems by changing the parameters included in the problem texts. Hirashima et al. 
[4] developed a Web-based environment for authoring and sharing knowledge base of 
word problems. Their system represents basic problems using a schema and creates 
new problems that have new problem situations and solutions by replacing concepts 
in the schema and giving operational knowledge to the schema. However, that system 
does not automatically generate new problems without manual operation by a user. 
Takano's WBT system [10] also poses word problems; however, her system can gen-
erate only a limited variety of problems composed of solutions and problem situations 
prepared in the system. Therefore, it is an important challenge to implement a system 
that can generate various word problems controlled by both features of problem texts 
and structures of solutions. 

In this study, we implement a system that generates various mathematical word 
problems based on control of problem situations and their solutions. Our system aims 
to expand the variety of problems by generating new ones from the initial problems 
stored in the system, but to generate word problems, some technical issues such as 
commonsense reasoning must be overcome. To do these issues, we adopt the follow-
ing two approaches: (1) our system forms and uses episodes of problem generation, 
and (2) our system acquires common knowledge through interactions with a teacher 
as a user. Each episode is knowledge regarded as a case where a new problem is gen-
erated from an example one, and it contains these two problems and relationships 
between them. Thus, an episode can be considered as a meta case comprising two 
problems as cases. 

2   A System That Generates Word Problems 

Our system stores initial mathematical problems and generates new problems from 
them. First, it acquires problem data and common knowledge through interactions 
with a user, which are then used in problem generation. Our study focuses on problem 
generation for a teacher as the user, not on support for students' learning. Of course, in 
the future our system will support learning by presenting problems to students after it 
has acquired sufficient knowledge. 

In the current study, we select a problem domain of word problems, each of which 
contains information about two objects and their attribute values, and is solved by 
simultaneous equations. These problems are used in mathematical education in Japa-
nese middle schools. 
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2.1   Basic Idea of Problem Generation 

Our system forms episodes and generates new problems by using the episodes from 
initial ones stored in the system. Each episode is knowledge comprising a single 
base example problem (base) and a single new analogical instance (new instance), 
which is regarded as a case where a new instance is generated from a base. Rela-
tionships between a base and a new instance are used to generate new problems. In 
problem generation, a new output problem (output) is generated from a given input 
example problem (input) by mapping relationships between a base and a new in-
stance in an episode. 

Fig. 1 shows our basic idea of problem generation by using an episode. In Fig. 1, 
the horizontal axis represents the features in solutions of problems and the vertical 
axis represents the features in problem situations. Each cell (e.g., A-1 and A-2) 
represents a category of problems that have the same solution and situation. Each 
category is called a problem pattern. Initially, the system has four problems in 
problem patterns A-1, B-1, A-2 and A-3. Suppose that a valid episode E is formed 
from a problem in A-1 as a base and a problem in B-1 as a new instance. If relation-
ships in E can be adapted to a problem in A-2 as input, then a new problem in B-2 
is generated as output. Therefore, problem generation by our system is regarded as 
the generation of output from input through the solving of the four-term analogy 
“base: new instance = input: output.” In the same way, a problem in B-3 is gener-
ated from a problem in A-3 by using E. Our system generates problems in B-2 and 
B-3 that have the same solution and different situations; this means that our system 
adds two new problem patterns. 

 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Basic idea of problem generation by using an episode 

With this basic idea, our system increases the number of problems and expands 
their variety by forming and using episodes. 

Here, problem generation that brings a new problem pattern is defined as novel 
generation, and that which presents problems in existing problem patterns is defined 
as modifying generation, such as generation of a problem in B-1 as output from an-
other problem in A-1 as input. In modifying generation, the system can automatically 
create texts for generated problems, though, the system requires the help of a user to 
create texts in novel generation. 
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2.2 Construction of the System 

Our system comprises four main components: an input-analysis interface, a diction-
ary database, a casebase, and a production engine. The input-analysis interface con-
structs problem data from problems input by a user. The dictionary database has a 
conceptual dictionary with a thesaurus, and an ontology database that contains 
knowledge of words used in past word problems. The dictionary provides the word 
knowledge needed in problem generation. The casebase consists of two different 
databases, a problem database and an episode database that stores knowledge used to 
generate new problems. The production engine generates new problems using the 
dictionary database and the casebase. Fig. 2 shows the architecture of our system. 

Morphological 
analysis tool 

A production engine

An episode 
generation 
 rulebase 

Our System

A conceptual 
dictionary 

An ontology 
database 

A dictionary  
database 

A casebase

A problem
database 

An episode 
database 

A user

An input-analysis
interface 

Problem data
An index table

A text template
 

Fig. 2. Architecture of our system 

The system acquires word knowledge in the ontology database, and problem data 
in the problem database through interactions with a user. An increase of such knowl-
edge means an increase in the number of episodes formed validly, words used as 
entity objects in problem texts, and text templates. Each text template in problem data 
is knowledge formed from a problem text, which is used to create texts of new prob-
lems generated by the system. The increase of knowledge thus expands the variety of 
problems generated by our system. 

2.3   Summary of the System's Problem Generation Procedures 

We briefly explain the system's problem generation through interactions with a user. 
For details on the implementation of the generation, see our proceeding article [6]. 

1. Storing problem data: In problem generation by our system, a user first stores prob-
lem data in the system. The user inputs a problem text and its solution in plain-text 
format. The input analysis interface then analyzes them and constructs problem 
data. After that, the system requires the user to add new information or modify the 
problem data that the system cannot understand correctly. 

2. Forming episodes: Each episode is formed from two problems that a user selects as 
the base and the new instance from problems stored in the system. The production 
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engine forms episodes by providing procedures called altering actions that de-
scribe which indexes of problem data are altered and how in problem generation 
based on comparisons between indexes of the base and the new instance. 

3. Problem generation: Our system generates new problems (output) from given prob-
lems (input) by using the episodes. The basic idea of problem generation has  
already been illustrated in Fig. 1. The production engine generates output by adapt-
ing altering actions in each episode to a given input. The system presents output to 
a user and simultaneously requires the user to revise it, if needed. Since any prob-
lem can be generated through interactions with a user, every new generated prob-
lem is always evaluated and revised by the user. 

3   Experimental Evaluations 

Our system was evaluated in regard to the following viewpoints: (1) whether it can 
appropriately generate new problems and expand the variety of problems, and (2) 
whether it can acquire effective knowledge through interactions with a user. To verify 
the first viewpoint, we conducted performance tests to evaluate problems automati-
cally generated by our system from initial problems, and to verify the second view-
point, we conducted application tests to confirm the appropriateness of the system's 
interactions with general users. 

3.1   Performance Tests 

3.1.1   Procedures and Materials 
In the performance tests, we first stored initial problems in the system, and second 
repeated the cycles where the system performed automatic generation and then inter-
acted with a teacher as the user. In the automatic generation, (i) the system formed 
episodes comprising every effective pair of problems that were selected from the 
initial problems and then excluded duplicate identical episodes1, and (ii) the system 
generated problems by adapting all episodes formed in (i) to every adaptable input in 
the stored problems. In the tests, the first author interacted with the system as the user. 

Four sets of initial problems stored in the system were prepared from three general 
workbooks, Wordbook 1, 2, and 3, used in actual mathematical education. Addition-
ally, a merge set was also produced from the three workbooks. Table 1 shows the 
contents of each set in detail. 

The first viewpoint was verified by evaluating in the following two criteria: (1) the 
rates of emerged new problem patterns after generation, and (2) the appropriateness 
of the generated problem texts. 

Table 1. Sets of initinal problems 

 Workbook 1 Workbook 2 Workbook 3 Marge set 
# of problems 9 34 34 77 
# of problem patterns 6 22 26 41 

 
                                                           
1 They are those that have an identical set of altering actions. 
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3.1.2   Results 
Fig. 3 shows the rates of emerged new problem patterns after generation from each 
set of initial problems. As the figure indicates, new problem patterns were never gen-
erated from the initial problems of Workbook 1. In contrast, from Workbook 2, the 
number of problem patterns increased to twice as many as the initial number. These 
results indicate that our system can expand the variety of problems, but the degree of 
expansion depends on the nature of the initial problems. 

Our system basically generates some problems in each problem pattern. The num-
bers of unique problems generated from the merge set were 303 in the first genera-
tion, 584 in the second and 592 in the third.  

 

Fig. 3. Rates of emerged new problem patterns 

Fig. 4 demonstrates the appropriateness of problem texts generated from the 
merged set. The figure shows the proportions of each of (1) problems generated in 
modifying generation whose problem texts were created appropriately (“appropriate” 
in Fig. 4), (2) those in modifying generation whose texts needed to be partially revised 
based on common knowledge2 (“needed revision”), (3) and those in novel generation 
whose texts needed to be input by a user (“needed input”) in all generated problems. 
The proportion of problems that need input can be automatically computed by the 
system. Other proportions were computed based on evaluation of each problem text 
by the first author. As indicated in Fig. 4, problems that needed the user's input disap-
peared in the third generation. This is because no problems in novel problem patterns 
were generated in the third generation, as indicated in Fig. 3. These results indicate 
that our system can relatively appropriately generate new problems through interac-
tions with a user. 

                                                           
2  E.g., to revise a text “I bought some bottles of juice in a flower shop” into “I bought some 

bottles of juice in a store.” 
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Fig. 4. Proportions of appropriate problems 

3.1.3   Discussion 
The results indicated in Figs. 3 and 4 confirmed that our system can relatively appro-
priately generate new problems and can expand the variety of problems from the 
initial problems. 

As Fig. 4 indicates, problems whose texts needed revision did not decrease. This 
arises from the following technical issue: when creating text templates, the system 
cannot extract and alter terms other than those which are directly related to solutions. 
Therefore, our system necessarily requires the user to evaluate every generated prob-
lem text. 

3.2   Application Tests 

In the application tests, we asked participants as users to interact with our system. The 
participants were general undergraduates in Test 1, and a mathematics teacher and 
graduates majoring in mathematics in Test 2. These tests were conducted to verify 
whether our system can acquire effective knowledge through interactions with users. 

3.2.1   Test 1 
In Test 1, the system with which each participant interacted stored one of two sets of 
initial problems, Set 1 and Set 2, shown in Table 2. Set 1 contained simple problems, 
and Set 2 contained both simple problems and more complicated ones. 

From each set, the system generated and presented nine problems each of which 
was included in one of nine different problem patterns. The participants were asked to 
evaluate and revise those problems. Especially, they were instructed to input texts 
with natural sentences for problems in novel problem patterns. Each participant was 
always able to ask the first author questions about operations of the system throughout 
the test session. 

Eighteen undergraduates participated in Test 1. Half of them interacted with the 
system that stored Set 1, and the other half, Set 2. The participants were asked to 
solve three problems included in each set prior to interactions with the system. The 
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results confirmed that all of them have appropriate abilities to solve problems in the 
target domain. 

Table 2. Sets of initinal problems (Set 1 on the left, and Set 2 on the right) 

 Solutions Solutions 
 A B C A D E 

1 A-1 B-1  A-1 D-1  
Situations   2 A-2  C-2 A-2   

3 A-3   A-3  E-3 

3.2.2   Results of Test 1 
Table 3 shows the numbers of participants who appropriately revised each problem or 
input an appropriate text for each problem. As Table 3 shows, all participants success-
fully revised problems generated in modifying generation, however, some participants 
could not input appropriate texts for problems generated in novel generation. These 
results did not confirm that our system can acquire effective knowledge through inter-
actions with general undergraduates. 

Table 3. The numbers of participants who provided effective knowledge (Set 1 on the left, and 
Set 2 on the right) 

 Solutions Solutions 
 A B C A D E 

1 9 9 1* 9 9 5* 
Situations   2 9 9* 9 9 5* 3* 

3 9 9* 1* 9 6* 9 

Cells marked „*“ had a problem generated in novel generation, and the others 
in modifying generation. 

3.2.3   Test 2 
As experts of the target domain, a mathematics teacher and three graduates majoring 
in mathematics participated in Test 2. 

A set of initial problems stored in the system was created by merging Set 1 and  
Set 2, shown in Table 2. In Test 2, the system presented only problems generated in 
novel generation. The participants were asked to input problem texts for problems 
presented by the system. 

3.2.4   Results of Test 2 
In Test 2, every participant input appropriate texts for each problem, confirming that 
our system can indeed acquire effective knowledge through interactions with experts 
in the target domain. 

3.2.5   Discussion 
In Test 1, it was found that undergraduates as users could not necessarily input appro-
priate problem texts. Thus, the system may acquire inappropriate knowledge through 
interactions with the undergraduates, so that it may generate inappropriate problems. 
In Test 1, the participants were assumed to be novices in the domain of mathematics. 
In contrast, every participant in Test 2 was considered to be an expert in the target 
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domain. The expert participants gave appropriate problem texts to the system, indicat-
ing that our system needs interactions with a knowledgeable user. 

The inappropriate problem texts input by the participants in Test 1 basically had 
solution structures different from those of problem data presented as output. For ex-
ample, when the system required a text for a problem involving the “purchase of 
pencils and pens” whose equations of the solution were “x+y=W1, 
a6(1+a7)x+b6(1+b7)y=W5,” one participant input the following text. 

Today, W1 pencils and pens were sold for W5 yen. The price of each pencil was a6 yen 
and that of each pen was b6 yen. The number of pencils sold today was a7 % more than 
that of yesterday, and the number of pens sold today was b7 % more than that of yester-
day. How many pencils and pens were sold today? 

The solution structure of the problem text above is given as follows. 

Solution. 
Let x denote the number of pencils sold today and y denote the number of pens sold today. 

x+y=W1 
a6x+b6y=W5 

In this case, the numbers of pencils and pens yesterday, not today, should have been 
asked in order to provide an appropriate text for the output. 

All participants in Test 1 succeeded in solving problems in the target domain, even 
though they were not knowledgeable in terms of problem generation. This may indi-
cate that creating texts for word problems is a considerable difficult task, and that 
cognitive skills needed in solving and generating problems have different aspects. 

4   Conclusions 

In this study, we implemented a system that generates various mathematical word 
problems based on control of problem situations and their solutions. In implementing 
the system, we adopted the following approaches: (1) our system uses an episode as a 
case of problem generation, and (2) it acquires knowledge through interactions with a 
user. Our system generates new problems from initial problems stored in the system 
and expands their variety. We experimentally evaluated our system and verified that it 
can expand the variety of problems. We also found that it needs interactions with a 
knowledgeable user to create appropriately worded problems. 

One of the most important future works is to propose learning support by our sys-
tem. We believe that our system can support learners' problem generation by present-
ing various types of problems to them. Currently, we are integrating new functions 
into the system, while simultaneously investigating the effectiveness of presenting 
problems as examples for problem generation by learners. 
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Abstract. Formal models can be found in different computer science
domains - they have the advantage to be independent of application
domains and of programming languages. ITSs development is usually
not based on formal models. Based on automaton theory and on formal
descriptions known from modelling and simulation, the formal tutoring
process model (tpm) is a formal model for ITSs. The model exists as
basic tpm and as adaptive tpm. The extension of the adaptive model
is described in the paper. Extended with a temporal dimension, i.e. the
’counter’, the static tpm can be used to realize another way of adaptation:
the training case can be changed at runtime based on the counter values.
This value can count the learner’s steps in the training case, it can be
interpreted as duration, or as validity of a state.

1 Introduction

Whereas Intelligent Tutoring Systems (ITSs) (also called intelligent teaching
and training systems (ITTS)) can look back on a comparably long tradition,
only few formal models can be found. This has led to a situation, where on one
hand a quite homogeneous ITS architecture exists. On the other hand the in-
terpretation of role and functionality of each of the parts of this architecture is
heterogeneous. The ITS architecture has been described by several researchers,
e.g. [3], [4], [12], [14], or [22]. The naming of the parts constituting the ITS ar-
chitecture shows only slight variations. For example the learner model is often
called student model, the pedagogical knowledge model can be found under the
name tutoring module. But under the cover of the same or of similar terms,
a complete different interpretation of role and functionality can be found. For
example, in some ITSs, the expert knowledge module comes in the shape of an
expert system. To integrate an expert system (a component which is a complete
system itself) in a teaching and training system is a traditional approach (see
e.g. [3] or [22]). In contrast to this, in the last years, several ITS developers
have followed the direction of object oriented and component based software de-
velopment (e.g. [11]). In these systems, execution functionality is encapsulated
and separated from data, and system components communicate via interfaces.
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The remains of former expert systems can be found in complex databases, which
are based on an ontology of the application domain (see e.g. [13]). The execution
functionality of former expert systems is now part of components responsible for
execution of adaptation or selection processes. Summarizing, the ITS architec-
ture can be interpreted in at least two ways, both of which have their advantages
and disadvantages. One way is to see the ITS as a set of interacting subsystems,
each with own data and execution functionality. The other way is to see the ITS
as being constructed by a set of ”passive” components and a central steering
component. In the following paper, the second perspective will be taken.

If an ITS is constructed of ”passive” components with centralized execution,
the ITS architecture consists of an expert module, a learner module, a user
interface and a kind of steering or tutoring module (see figure 1). The notion
”module” is used to denote that the entity is neither a well defined and clearly
structured model, nor an implemented component, but only a part of a system.
The expert module can consist of an expert knowledge module and a pedagogi-
cal knowledge module. The central steering module is responsible for accessing
the databases and for steering the interaction with the learner via the user in-
terface. The steering module uses the learner module and the expert module for
adaptation. The central steering module can be described by a formal model,
which is called the tutoring process model. The tutoring process model has been
developed to describe steering and adaptation in the case-based web-based ITS
Docs ’n Drugs [8], [13] and in the case-based ITS protype TutMoSi-I [18]. Cur-
rently it is investigated in the ”not-case-based” Adaptive Hypermedia system
TRYPTRY.

The tutoring process model has three extensions. The first extension is the
basic tutoring process model, which contains no learner model and can be used
in simple teaching and training systems, where no adaptation to the learner
takes place [16]. The second extension is the adaptive tutoring process model.
This model contains an abstract learner model and can be used to describe
the adaptation [16]. The third extension is the tutoring process model with a

Learner

User Interface
Module

Steering Module

Expert Module

Expert
Knowledge

Module

Pedagogical
Knowledge

Module

Learner Module

Fig. 1. ITS architecture
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’time’ as additional feature for adaptation. The timed tutoring process model is
described in this paper.

The rest of the paper is organized as follows. In the next section, the role
of time in a case-based ITS is discussed. The subsequent section describes the
formal adaptive tutoring process model with adaptation to a ’time’ counter. The
paper closes with a discussion of the formal description in comparison to other
approaches of ITS development.

2 Role of Time in Case-Based Training

Before explaining the formal model itself, a closer look at the different roles a
temporal dimension can have in case-based training is necessary. In case-based
training, the teaching material is often provided in a narrative manner. The
learner takes over a certain role in the training scenario. For example, in Docs
’n Drugs [8], the learner acts as physician in a hospital. The training case is con-
structed based on a patient record and tells the story of a patient in an everyday
clinical situation. It consists of multimedia descriptions, patient’s utterances,
and results of examinations. In TutMoSi-I, the learner is an expert in modelling
and simulation. The learner has to interact with a client who describes part of
a system which he wants to have modelled and simulated. In both ITSs, the
learner has to decide about how to proceed in an appropriate way, given the
situation at hand.

Allowing an adaptation to a value denoting time enriches case-based training.
For example, in using Docs ’n Drugs in supervised courses at the University of
Ulm, the unrealistic effect of ordering a laboratory examination and having the
result available immediately has often been criticised by the students. However,
embedding ’time’ in a training case must take different ’interpretations’ of time
into consideration [1], e.g.:

– Temporal order (e.g. t1 ≤ t2)
– Temporal interval interpreted as delay (e.g. [t1, t2] with: t1 information or-

dered, t2 ordered information is available) or as duration
– Temporal interval interpreted as availability (e.g. [t1, t2] with: t1 information

availability starts, t2 information availability ends) or as validity (e.g. [t1, t2]
with: t1 information is valid, t2 state changes, information is invalid)

Integrating time in a training case can add to the realism of the training sit-
uation. But it also can be annoying. The system developer must decide what
happens if the learner interrupts his interaction with the training case. Also,
the system developer must take into account, what effects an instable internet
connection might have if the learner works with a web-based system.

A case-based training case with temporal dimension be realized in three ways:

1. Static training case
2. Dynamic training case with internal clock
3. Dynamic training case with external clock
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In the static training case changes of states are related to pre and post conditions
(comparable to the adaptive tutoring process model, see [16]). Such conditions
can be called ’time’, although in the paper the term ’counter’ is preferred. This
counter can be associated with real numbers, but is neither related with an
external nor with an internal clock. How the counter can be integrated in the
static training case will be described in the subsequent section.

Dynamic comes into the training case by integrating a temporal dimension
in form of a clock. The internal clock starts if the learner begins to work with
the training case. It can be a function of real time, e.g. one hour in real time is
related to one unit in training case time, or it can be another temporal unit, e.g.
associating duration with steps in the training case, dependent on the duration of
a step in real time. A time-counter function adds the amount of time associated
with the next step chosen by the learner. In-between the learner’s actions, no
time passes.

Embedding an external clock as time trigger in the training case shifts case-
based training in the direction of a simulation [19]. Same as the internal clock,
the counting of time starts if the learner begins his interaction with the training
case. The complete training case has duration and the states of the training case
change ’dynamically’ over time. In contrast to the internal clock, the external
clock does not count the amount of time associated with steps in the training
case. Instead, the external clock runs independent of the learner’s interaction.
Similar to the internal clock, passing of time in the training case might be a
function of real time. The learner steers the training case’s development, compa-
rable to the ’human in the loop’ simulation. The state changes might be realized
in a discrete-event way (see e.g. [19]). Both so-called dynamic tutoring process
models are described in [17].

3 Adaptive Tutoring Process Model

The adaptive tutoring process model consists of a training case, a learner model
and the adaptation functions. Formally, the adaptive tutoring process model,
which is an extension of the abstract tutoring process model (see e.g. [20], [16]),
can be described as follows:

TPMadapt = 〈C, LM, show, enable〉 (1)

with: C is the training case, LM is the learner model, show is the show state
function, and enable ist the enable action function. These parts will be explained
in the following.

Regarding a training case in an ITS, there are always two things available: the
information displayed to the learner and the set of actions, the learner has avail-
able. This structural construction is independent of the implementation. Dis-
played information can be simple text or multi-media. Actions can be designed
as simple buttons, as menues, as a selection tree or as complex multi-media tools.
Given these two main constituents, the training case can formally be described
as a structure consisting of a set of states Q and a set of actions A. Also, there
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must be at least one start state q0 and a set of possible final states F . Each
action must lead to a new state, i.e. to new information displayed to the learner.
Vice versa, each state must have a set of actions associated, i.e. the set of actions
which are possible, given the information currently displayed and the history of
displayed information. Thus, two functions must be represented in the formal
description of the training case: one for determining the state transition after the
selection of an action, called δ, another for selecting the set of actions associated
with a state, called allow. To allow for adaptation of the information displayed
to the learner, another level of granularity in the model is required: states Q are
constructed by bricks B. A state can be perceived as a wrapper, which consists
at least of one brick. The information itself is encapsuled in the bricks. The
function select determines the set of bricks which are related to a state. What
has been described so far is the training case C in the formal tutoring process
model, given above. The training case C is a structure itself:

C = 〈Q, A, q0, F, B, δ, select, allow〉 (2)

with: Q is the finite set of states, A is the finite set of actions, q0 ∈ Q is the
start state, F ⊂ Q is the finite set of final states, B is the finite set of bricks, δ
is the state transition function, select is the select brick function, and allow is
the select action function. The three functions are defined as follows. The state
transition function is given as

δ : Q × A −→ Q ∪ {⊥} (3)

⊥ denotes that the actual implementation of the system should prevent this
state transition to be executed, (e.g. final states have no state transition:
∀qf ∈ F, F ⊂ Q, a ∈ A : δ(qf , a) = ⊥). The select brick function is given as:

select : Q −→ 2B (4)

The select action function is defined as:

allow : Q −→ 2A (5)

For more details see e.g. [16]
In an interactive training case, adaptation at runtime takes place at two levels:

adaptation to the learner’s performance, his background knowledge, experience
or his expertise, and adaptation to the coherence of the story line. To realize
adaptation to the learner, a learner model is required. To realize adaptation to
the development of the story line a record of the learner’s actions is necessary.
Both are part if a learner model. This learner model is a minimum definition
of what a learner model should contain in an ITS: the information about the
learner, the so-called learner profile LP , and a record of the learner’s actions
and the information given to the learner so far, the so-called learner knowledge
LW . Thus, the learner model LM can be seen as a structure:

LM = 〈LP, LW 〉 (6)
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Both parts can be represented as structures. LP is a structure

LP = 〈id, expertise〉 (7)

with the components: id – the identification of the learner, and expertise – the
learner’s expertise. LW is a structure

LW = 〈id, Lpath, Lresult, Lacq〉 (8)

with the components: id – the identification of the training case, Lpath – the
partial path, Lresult – a set of results, and Lacq – the set of facts.

To allow for adaptation, one further extension in the model is required. So far
it has been described that states consist of bricks. Now, certain features must
be embedded to allow for selection of bricks according to entries in the learner
model. The same must take place regarding the actions. Thus, both, bricks as
well as actions must be defined as structures. In the following, each brick b ∈ B
is a structure

b = 〈id, con, PRE, POST 〉 (9)

with: id is the identification of the brick, con is the list of content elements, PRE
is the set of pre conditions, and POST is the set of post conditions. Accordingly,
each action a ∈ A is a structure:

a = 〈id, name, PRE〉 (10)

with: id is the identification of the action, name is the (display) name, and PRE
is the set of pre conditions.

The pre condition PRE determines, whether the according brick or action
will be part of the actual display of the current learner. The evaluation of a
pre condition takes into account the learner’s profile LP as well as the learner’s
knowledge LW . The other way around, pre conditions can be constructed by the
training case authors using as well profile information (’this brick should only
be seen by experts’) as facts in the training case (’if fact XY has been seen, the
action Z should be active’). The post condition POST is a set of facts (from the
application domain). If a brick is selected for display, the learner has access to
the facts. Thus, these facts form his potential knowledge – they are recorded in
the set Lacq of the learner model.

The functions show and enable of equation 1 have not been explained, yet.
The show state function is defined as

show : 2B × LP × LW −→ 2B (11)

with: show(Bq , expertise, Lacq) = Ba

Bq is the set of bricks determined by select, i.e. the bricks associated with
the state Q, expertise is the profile entry of the learner model, and Lacq is the
amount of facts the learner has acquired so far in the training case. The function
show determines, which subset of bricks will actually be displayed, taking the
learner model into account, with Ba �= ∅, i.e. there should be at least one brick
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that can be shown to the learner. The set of pre conditions of a brick can be the
empty set - this kind of brick will be displayed without condition to every type
of learner. The enable action function is defined as:

enable : 2A × LP × LW −→ 2A (12)

with: enable(Aq, expertise, Lacq) = Aa

Similar to the show function, the enable function takes the set of actions
determined by allow, i.e. Aq, and derives, which actions will actually be available
in this step, i.e. Aa with Aa �= ∅. It uses the entries expertise and Lacq in the
learner model. The set of temporarily available actions is adapted to the learner
at run time. There must be at least one action that meets the pre conditions.
The set of pre conditions PRE of an action a ∈ A can also be the empty set -
then, the action is always active.

When implementing the tutoring process model as described above, a certain
sequence of steps must be taken into account (cited from: [20]). The sequence
of steps is important, as the adaptation takes place at runtime - changes in the
learner model must be recorded in the described temporal order to have the
correct effects.

– Determine the next state with the δ function.
– Take this state and derive the set of associated bricks, using the select func-

tion.
– Take this set of bricks and the learner model and determine with show,

which of the bricks should be shown to the current learner.
– Actualize the learner model with the bricks’ post conditions (only of the

bricks determined for display).
– Determine the amount of actions associated with the state, using the allow

function.
– Take this set of actions and the actualized learner model and determine with

enable the actions that should be available to the current learner.

The adaptive tutoring process model, as described above, can be used with small
changes to realize the implementation of the static training case. To count the
steps in the training case, a simple function can be used. This function adds 1 to
stepcount for every action chosen by the learner. This can be directly embedded
in the learner model LM , in the part LW . Additionally, a counter shall be
embedded. The values of this counter can be used to reflect duration or delay,
availability or validit. For each state, the counter has to add counter values.
The counter values can be encoded as post conditions of bricks, i.e. they can be
part of POST . Not all bricks necessarily have counter information. The counter
information of a state is given by adding all counter values of bricks chosen for
display. Thus, the counter information depends on the learner’s performance and
is changed at runtime.

Both counter values, stepcount and counter, have to be recorded in the learner
model LM . As these values can be interpreted as part of the learner’s knowledge,
they are recorded in LW . It would be possible to collect the counter values in
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Lacq. But to distinguish counter values from collected facts, a new list Lcount
is embedded in the structure LW (see equation 8). Lcount contains all different
types of counters. Each counter records the values. Currently, Lcount consists
of the step counter stepcount and the post-condition value counter counter.

LW = 〈id, Lpath, Lresult, Lacq, Lcount〉 (13)

Both counter values can now be used for the adaptation process. Bricks as well
as actions can contain a stepcount and/or counter related pre condition. For ex-
ample, brick bx might have a post condition, which sais: counter := counter + 3.
Thus, if this brick has been displayed, the current counter value in Lcount has to
be changed. The interpretation of this can be that the information displayed to
the learner has the value of three temporal entities. The next brick might have a
pre condition, e.g. counter ≤ 3, thus it will not be selected for display. Similarly,
a pre condition stepcount can be used – for example, an action contains a pre
condition stepcount ≥ 5, i.e. this action is only available, if the learner has made
at least five steps in advance.

4 Discussion

In the last years, some new trends can be found in development of ITSs. One
trend is to establish software engineering techniques in this field. The new per-
spective implies that software development is no longer perceived to be an art
but a craft: software should be developed according to engineering principles as
for example modularity, extensibility, and re-usability. Consequently, ITSs – re-
garded as software – should be developed in a modular, stepwise, and traceable
manner. One method to apply software engineering techniques is to use existing
patterns (or to use parts of pattern languages) at all stages of the development
process. In ITSs approaches in this direction have been described e.g. by [6],
[7], and [10]. Another trend is to develop standards and ontologies for ITSs and
other e-learning systems. Standards provide the terminology. Ontologies give a
hierarchy of concepts and relations between concepts. Standards are for exam-
ple the Learning Technology System Architecture LTSA [9] and the Dublin Core
Metadata [5]. Whereas standards predefine terms, which is a step towards re-
usability, they lack a concrete description of how to realize the system’s parts,
which is a drawback. Thus, the most promising approach might be to combine
software engineering techniques and usage of standards.

Software engineering techniques can be used to describe a system’s purpose,
its components and the component’s interfaces and communication. The terms
and concepts used in software engineering, e.g. patterns, are in most cases based
on the UML (Unified Modelling Language) [2]. Another way to describe a sys-
tem’s functionality, which has its roots in theoretical computer science research
and in modelling and simulation, is to use a formal (mathematical) description.
In modelling and simulation, as well as in automaton theory, formal descriptions
have been used for quite a long time to understand and describe how processes
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work. The advantage of a formal mathematical description is that it is inde-
pendent of an application domain, even independent from software engineering.
Software engineering uses models at different stages of the process of software de-
velopment. Formal descriptions sketch the basic theoretical model, independent
of how it is realized. Software engineering models can e.g. be based on formal
models.

The tutoring process model is a formal model, which sketches the parts of a
training case, a minimal learner model, and how adaptation of a training case
can be realized. The model has bee used as basis for implementing the ITS
Docs ’n Drugs [8], and the ITS prototype TutMoSi-I [18]. Docs ’n Drugs has
been developed according to software engineering principles [11]. It was easy
to integrate the tutoring process model in the software development process.
Applying the tutoring process model in the process of ITSs development has
proved the usefulness of the model, so far. Moreover, the tutoring process model
with its several different extensions has become part of a pattern language. In
this pattern language, the process steering component consists of an engine part
and a specification part (see [10]). The functionality described by the model is
part of the tutoring process specification.

In general, a formal description should be easy to communicate and easy to
understand. A formal model like the one described in this paper comes with a
certain complexity, which is not easy to grasp at first glance. Especially software
engineers are more used to work with models described in UML than with au-
tomaton theory models. Thus, currently two main directions are pursued, one
of which is the extension of the formal model, as described in this paper. The
other is to transform the formally described tutoring process model in a more
UML like description.
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Abstract. We describe a portable coaching environment used within a domain-
independent inquiry-learning infrastructure. This coach reasons about a student’s 
knowledge and offers pertinent, domain-specific feedback. It promotes good 
inquiry behavior by critiquing the student’s hypotheses and supporting data and 
relationships among propositions. Four inquiry tutors in separate disciplines 
have been developed that use embedded expert knowledge bases and reusable 
domain-independent rules. We describe the functionality of the coach within an 
art history domain, discuss the implementation of the coach, and elaborate on 
the options given to domain authors for customization. 

1   Introduction 

This article describes a coaching environment that supports structured reasoning 
within an open-ended, inquiry-learning infrastructure. The infrastructure, called 
Rashi1, invites students to reason about cases, posit theories and recognize when their 
data does or does not support their hypotheses [1, 2, 3, 4, 5]. The environment tracks 
students’ investigations (e.g., hypotheses, inferences and data) and helps students 
articulate how evidence and theories are related.  This infrastructure has been used to 
develop tutors in three domains, biology, geology and forestry.  The Biology Tutor 
has been used with over 500 students and contains 6 distinct medical cases [3, 4, 5, 
11].2 This paper describes features of the coaching environment and gives specific 
examples within the context of a new domain, Art History. This section describes the 
basic elements of the system used across disciplines and how a student interacts with 
the system. Later sections describe the functionality of the coach within the art history 
domain, and the techniques used to provide this help. Finally, we discuss the 
alterations a domain expert can make to customize the coach for specific purposes. 

The suite of Rashi tutors share a methodology, set of assumptions and tools that 
allow them to leverage the accomplishments and intuitions of each other. The 
overarching shared goal is to involve students in reasoning, critical thinking and 
hypothesis generation and thereby to generate more responsive and active learning. 
Compelling evidence exists that inquiry learning benefits skill and knowledge 
acquisition [13, 16]. When students manipulate artifacts themselves and think freely 
                                                           
1 Rashi homepage is http://ccbit.cs.umass.edu/Rashihome/ 
2 The Biology and Geology Tutors are located at  http://ccbit.cs.umass.edu/Rashihome/projects/  



 Coaching Within a Domain Independent Inquiry Environment 145 

about problems, they become more actively involved and generally become more 
systematic and scientific in their discovery of laws [16].  The increased interactivity 
alone has been shown to increase learning [13].  

Generic tools, common to all the inquiry tutors help students to frame hypotheses, 
gather evidence and construct arguments. Two types of tools are available: data 
collection and critical thinking tools. Data collection tools support identification of 
facts e.g. the Image Explorer allows students click “hotspots” to navigate to other 
images or collect data, the Interview Tool enables students to question sources, and 
the Concept Library provides a hyper-text repository for the subject at hand. Critical 
thinking tools include the Inquiry Notebook, where facts collected from data gathering 
tools are automatically entered, and the Argument Editor, where students create 
hypotheses and inferences.  Facts from the Inquiry Notebook are dragged into the 
Argument Editor to support and refute arguments. 

Different data collection methods create a broad and open-ended space for student 
exploration. Once data is collected, critical thinking tools provide both a central data 
repository and a place to form well-structured arguments. 

2   Prior Research and Our Contributions 

Other researchers have developed inquiry software that presents cases and simulation-
based learning environments, along with tools for gathering, organizing, visualizing, 
and analyzing information during inquiry [6, 7, 8, 9, 10]. Some systems support 
authentic inquiry and knowledge sharing, and several track and analyze student data 
selections, providing students with space to explore subject matter from micro-
economics [16] to medical diagnosis [14]. In some environments, students create 
hypotheses to explain a real–world phenomenon; they gather evidence and relate 
evidence to the hypotheses [14, 15, 16]. However, most systems do not evaluate a 
student’s hypotheses and are restricted to one domain. Some have more of a data 
collecting than experimenting feel, are narrowly applicable and do not allow for more 
interactive tutoring. Limiting the domain allows the designer to facilitate specific 
types of experiments [13,16]. Some inquiry systems are built with the primary goal of 
teaching the inquiry process and not the domain [13,16,] while others teach only the 
specific domain and not the process. 

The contributions of this work are to: 1) describe the functionality of the coaching 
component of Rashi within the context of a newly developed domain 2) provide 
details of the underlying structure of this coach that allow it to remain domain-
independent 3) describe customizations available to authors that help customize the 
coach’s behavior to specific domains or cases. 

3   Coaching in Art History 

This section describes the newly developed Art History Tutor and the functionality of 
the coaching component within it.  Details are provided about functionality added to 
the system and how this drives the need for a coach built with and expert knowledge 
base.  We then see an example of the coach offering feedback within this domain. 
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3.1   Support Critical Reading 

The Art History Tutor is designed to model the teaching of critical reading skills, in 
which students read material to understand an artwork and then develop their own 
interpretation of that work based on readings. Students use the critical thinking tools 
to build a model of each argument presented in the reading. They carefully analyze 
arguments, decide which arguments hold up best to scrutiny, and state precisely why 
an argument may or may not be compelling. This creation gives them a strong sense 
of an author’s assumptions, leaps of faith and unsubstantiated or specious claims.  
Through this teaching approach, students learn to recognize when an argument is well 
defended and cogent and to develop an appreciation of different methodological 
approaches to the interpretation of a work of art.  

Fig. 1. (left) The Concept Library for Art History. (right) Giorgione, The Tempest, Gallerie 
dell’ Accademia, Venice. 

Developing an Art History Tutor required the definition of new technology as well 
as reusing existing features. The concept library was enhanced to include a text 
extraction button built to allow students to select a piece of text (Figure 1 left), for 
addition to their Inquiry Notebook and Argument Editor (seen later in Figure 2 top 
left).  

The painting used for this case is The Tempest by the Renaissance painter 
Giorgione (1477-1510) (Figure 1 right). As students proceed through different papers 
and theories about The Tempest, they build hypotheses and supporting arguments in 
their Argument Editor, e.g., “The Tempest commemorates the battles for Padua”.  
Students can also type in hypotheses of their own (Figure 2 top left). It is important 
for students to realize (and to model with relationships) that some statements made by 
one author refute claims made by other authors.  It is also important for students to 
use information acquired through exploration to support/refute claims made in each 
argument.  In the Argument Editor, Figure 2, the student supported the hypothesis 
“The Tempest commemorates the battles for Padua” with data such as “The build-
ings in the background represent the city of  Padua.” When  the  process  of  argument 
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Fig. 2. The Rashi Coach in action, offering Support Feedback 

modeling is concluded the student rates each hypothesis as “top”, “possible” or 
“ruled-out.”   This is perhaps the most difficult part of the assignment. 

Automated evaluation of student arguments is not a trivial process.  While it is 
easy for a student to identify unsupported claims (represented as inferences with no 
supporting argument), it can be very difficult to decide if an inference is strongly 
defended. Often it is not the quantity of statements but instead the meaning of the 
statements that determines the validity of an argument.  This is a compelling reason 
for using an expert knowledge base to evaluate student argument, rather than syntactic 
methods of argument evaluation.  

3.2   Example Help from the Rashi Coach 

While reading the literature and modeling a theory, students may overlook a piece of 
an argument.  If help is requested, the tutor will evaluate the student’s argument and 
call attention to sections of the text that further support the argument under 
construction.  For example, if the student created the inference that “the buildings in 
the background represent the Italian city of Padua” but hasn’t given any information 
to support it, the coach might call attention to the fact that the inference is not 
supported (Support Feedback).  If the student requests further help, the coach might 
display a passage in an article that describes the meaning of a small insignia painted 
above the doorway in one of the background buildings as the coat of arms of the 
Carrara family – rulers of Padua (Figure 2, right window).   Alternatively, the coach 
might choose to expose the insignia in one of the detail images of the painting and 
call the student’s attention to it.   

At this point the student has collected some data that supports the claim that  
the city is Padua and connected them directly to that inference in the Argument Editor 
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Fig. 3. An example of Argument Feedback 

(Figure 3, top window). If the coach were again asked to assist, it would see that the 
student has information (the “red carro” and the fact that it is “the coat of arms” of 
the Paduan rulers) to support an inference that has not yet been expressed (Argument 
Feedback).  If the student asks for help in forming the inference, the coach shows the 
student a list of possible arguments (Figure 3, bottom). Rather than just giving the 
correct answer, the coach provides a list containing the correct inference, and also 
includes other plausible inferences found “nearby” in the expert argument. This forces 
the student to make a decision rather than just receiving the correct inference. 

In this simple example, we can see that the coach has the ability to find knowledge 
the student is missing and provide context-sensitive domain content to help support 
the student’s inquiry learning process.  Now we can consider the full range of the 
coach’s functionality and how the coach accomplishes this. 

4   Coach Functionality and Implementation 

In order to offer help, a system must first reason about the student knowledge to 
provide feedback. Several questions need to be answered: What kind of help should 
be provided? When should help be offered and what actions should be taken?  
Different techniques have been shown to be effective [15]. However, inquiry is a 
process driven by students. Active students should not be disturbed or interrupted 
inappropriately. For this reason, the Rashi system does not currently intervene with 
the student, but instead provides help on demand.  

The Rashi coach offers five feedback types that both provide domain knowledge 
and promote good inquiry behavior: 
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1. Hypothesis Feedback – The coach promotes considering multiple hypotheses and 
can offer a list of hypotheses from the expert knowledge base.   

2. Support and Refutation Feedback – The coach encourages a top-down argument 
construction by urging students to supply supporting or refuting data for their 
arguments, Figure 2, left window. The system can bring them to a location where 
the most important data can be found, Figure 2 right window.  

3. Argument Feedback –The coach encourages bottom-up argument construction by 
urging students to consider higher-level arguments. It offers an argument that the 
student might have missed, Figure 3, bottom window. 

4. Relationship Feedback – The coach helps students identify relationships between 
propositions used in their arguments.  

5. Wrong Relationship Feedback – The coach identifies contradictions between 
relationships in the student argument and the relationships in the expert knowledge 
base.   

4.1   Representing and Using Student and Expert Knowledge 

To create these types of feedback, we need a representation of both the student and 
the expert reasoning about the situation.  We have an expert knowledge base to 
represent the domain knowledge and we track the student using an overlay of this 
expert knowledge, matching student input to expert knowledge.  The student model is 
a matched subset of the expert argument.  In this way, we can recognize what portion 
of the expert knowledge the student currently has, and encourage the student to 
discover more of the expert knowledge base.   

After a student enters a proposition (hypothesis, inference or data), the tutor 
recognizes which portion of the expert knowledge base the student is discussing. The 
major challenge is to match student work to expert knowledge.  The simplest method 
is to allow students to type in their own statements and use keyword searches to 
match the expert knowledge base.  This has been used in several other tutors, e.g.,  
[14, 16], yet it has obvious flaws; students may not phrase statements in the same way 
as the expert and so keywords may not match.   

Rashi provides an additional way to understand the student's state of knowledge. 
Data collection happens within our own data gathering tools and thus the tutor 
recognizes the data as part of its expert knowledge base. This means we can identify 
which data has and has not been explored.  This leads to a major gain in tutor 
understanding of student work. Even if the system is unable to match any student 
textual statements, it recognizes data collected.   

Using the student argument and the expert knowledge base, Rashi employs a rule-
based engine to identify problems with the student’s argument and provide helpful 
feedback. Rules are generic in the sense that the same rules are applied to all four 
domains.  The rules indicate how to identify inconsistencies by comparing a student 
and expert argument. These rules are directly related to the types of feedback 
available. For example, the rule that creates relationship feedback operates by 
identifying when two propositions are related in the expert knowledge base, yet 
unrelated in the student argument.  

Using a rule-based engine is useful for several reasons.  First, it allows the domain-
independent system to be easily modified and responsive to an instructor's preference, 
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e.g., the instructor can decide that the tutor should not intervene in the example above 
and can choose which rules will be applied within their domain. Since rules operate 
independently, they can be added and removed without interfering with each other. 
Also, since we are working with multiple representations in tandem (both student 
argument and expert knowledge base), using rules rather than complex graph traversal 
algorithms creates more readable and more easily modifiable code.  Now that we have 
some understanding of how the coach is implemented, we can look deeper into the 
system to see how the coach can be altered to work more successfully with specific 
domains or cases. 

4.2   Author Control over Coaching 

The coaching system within Rashi offers some customization to allow for differences 
in author’s preferences.  The authors can choose which of the five types of feedback 
they would like their students to receive.  More importantly though, the author can 
customize how the coach uses the expert knowledge base.  

The coach could push students to say exactly the same thing contained in the 
expert knowledge base. Some tutors critique students until their input nearly matches 
that of the expert solution, e.g.,  [12].  In this way, the coach would help create an 
argument that encapsulates all of the knowledge within the expert system.  However, 
we found this approach to be overly simplistic for our situation. Experts often include 
repetitive data in the knowledge base in order to create a complete representation, yet 
they do not want the student to necessarily be forced through the repetition as well. 

To avoid this problem, Rashi takes a unique approach that pushes the student to 
encapsulate a critical mass of the expert argument without requiring the entire 
argument or specified subset.  This is accomplished by adding extra knowledge to 
each proposition, providing the quantity of support or refutation required. The author 
specifies for each node in the expert knowledge base how many of its children are 
necessary to make a reasonable argument about that statement.  Also, each 
proposition is labeled with an importance value, indicating its relative importance to 
the statements that it supports or refutes.  This allows the coach to make decisions 
about which knowledge is most vital for a student.  Using this extra information, 
Rashi urges students to supply a satisfactory argument composed of the most 
pertinent information without pushing them to recreate the entire expert know- 
ledge base. 

To discuss an example of this fine-tuning of the coach, we can return to the art 
history case previously discussed.  Figure 4 shows a section of the knowledge base 
representing the paper’s thesis.  Once the knowledge base is developed, a faculty 
member author can adjust fine nuances of the coach’s advice. For example, suppose 
the author decided that certain propositions are obvious and need not be mentioned by 
the coach. In the case described here, inference # 863 “Carro is a symbol of Carrera” 
stands between the data the student collected and the inference that began this 
exploration,  # 784 “The city in the background is Padua.”  The student found 
evidence to refute this statement, # 782 "Carro is a coat of arms of the Carrara family" 
and # 800 "Note Carro." Suppose the author wanted the coach to omit stating the 
intermediate inferences.  To let the coach know this, the author could mark inference 
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Fig. 4. A small piece of the Expert Knowledge Base for Art History 

#863 as visible=false.  Had the faculty done this, the coach would not have asked the 
student to form the argument #863 from the data (#782 and #800) after it was 
collected, but instead would have pushed them directly for #784.  In this particular 
case, the author left the inference as visible=true because a coat of arms in a painting 
often depicts the painting’s patron (which is an incorrect assertion in the Tempest 
because the Carrara family was extinct at the time Giorgione painted the picture - 
#903) so the author wanted the student to make the distinction about its use. 

Faculty can adjust the knowledge base so that more important information is 
provided first. In this case, it makes sense for students to recognize the insignia in the 
painting before talking about the coat of arms of the Carrara family.  The author 
assigns nodes with an importance rating that guides the coach to select a first choice 
from among the children of a node that require further support.  In this case, node # 
800 is given a higher importance rating than # 782. Importance ratings can be used at 
any level in the knowledge base to guide the coach toward a certain proposition first.   

5   Conclusions and Future Work 

This paper described the coaching environment within Rashi, a Web-based 
infrastructure offering critical thinking learning environments in four domains. An 
expert knowledge base and domain-independent rules help reason about student work 
and offer relevant domain-specific feedback within each domain to support students 
to refine their arguments and develop inquiry skills. We presented the types of 
feedback the coach can provide, and a general view of how this type of coaching can 
be accomplished in a domain-independent manner.  Examples were presented of the 
knowledge base and coaching feedback in the newly developed art history domain.  

Formative and summative evaluations have been conducted with more than 500 
students using the biology, geology and forestry tutors. Empirical studies in large and 
small classes from several colleges and universities have shown improved domain 
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knowledge, improved confidence in inquiry skills, and positive responses on usability 
of the interfaces.  We expect to evaluate the Art History Tutor with UMass students in 
the near future. 

We also plan to make certain improvements to the coach. We are exploring issues 
about how to balance a top-down vs. bottom-up approach to argument development.  
Currently the coach has a top-down approach that brings the user straight to 
observable data, and takes a bottom-up approach from those data. This can be 
problematic when considering long chains of inference.  Data offered might not seem 
related to the topic at hand when not considering the intermediate inferences. 

 Another pressing issue is when to change topic and how to balance a breadth-first 
vs. a depth-first approach to argument construction.  On one hand, the coach should 
not change its topic often, thus causing the student to lose focus.  On the other hand, 
the coach should not press a student for every tiny detail about a topic before 
encouraging him/her to consider other hypotheses.  We are exploring new approaches 
for choosing when to change topic. 
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Abstract. Striving in the real world is more and more what artificial agents are 
required to do, and it is not a simple task. Interacting with humans in general, 
and with students in specific, requires an awful lot of subtlety if one is to be 
perceived as a great tutor and a pleasant fellow. Similarly, the more various 
types of information an artificial agent senses, the more apt it may be. But then 
comes the need to process all this stuff, and that can overwhelm even the most 
powerful computer. «Consciousness» mechanisms can help and sustain an apt 
tutor, allowing it to consider various sources of information in diagnosing and 
guiding learners. We show in the present paper how they effectively support 
theses processes in the specific context of astronauts training on the manipula-
tion of the Space Station Robotic Manipulation System, Canadarm2. 

1   Introduction 

In the training of astronauts, simulators turn out to be the only way for some tasks.  In 
such a training context, free roaming may suit some, but being guided by an experi-
enced coach has been shown to help significantly the learner [1].  But it never is an 
easy task, with lots of aspects to look after simultaneously, amounting to a good test-
bed for a tutoring agent’s architecture.     

A virtual simulator of the International Space Station (ISS) and its Robotic Ma-
nipulator System, Canadarm2, has been developed in our lab [2].  Designed to give 
mostly reactive feedback that helps enhance spatial and situational awareness [3], its 
tutoring capabilities are being augmented by those of our "conscious" cognitive tutor-
ing agent. In this paper, we demonstrate how consciousness may allow an agent to 
cope with a complex environment, and diagnose learner errors to provide remediation 
in real-time.  The paper is organized as follows: first, we clarify the concept of con-
sciousness.  Then we present Baars’ theory after which our consciousness model is 
built, and the "conscious" tutor’s architecture deriving from it. In a fourth section, we 
illustrate the training domain on which the "conscious" tutor is applied, and finally, 
we show how a diagnostic process unfolds through the cooperative work of the vari-
ous components of the architecture. 
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2   What Consciousness Is About 

Brackman and Minsky [4] said that the word consciousness/conscience is a suitcase 
concept.  It melts together a nasty gang of different ideas, just as do intelligence, 
learning, memory, and intuition.  Aside from more popular notions, Block’s indi-
viduation of various forms of consciousness [5] shows that it may also be thought of 
as including the internal mechanisms that realize consciousness.  They allow us to 
represent and make the content of the present experience available to the rest of our 
internal, unconscious processes.  The specific phenomenon he calls access conscious-
ness is how we gain access to otherwise unreachable resources.  Another aspect of the 
word aims at those faculties that keep us informed about the activities of our senses; 
he calls it monitoring consciousness.  Block naturally also mentions consciousness as 
including the idea of self-consciousness (being aware of existing as an entity distinct 
from the rest of the world) and the dreaded phenomenal consciousness.  This last 
flavor, and the self-consciousness, are those that most instinctively make us react 
negatively about the “consciousness” that machines might have. 

3   Baars Global Workspace Theory 

Baars [6] has proposed a theory that unifies many previous efforts in describing and 
modeling  consciousness.  In his view, consciousness accomplishes nine functions 
among which we find: Adaptation and learning, Contextualizing, Prioritizing and 
access control, Recruitment, Decision-making and Self-monitoring.  All these func-
tions, and all brain operations are carried by a multitude of globally distributed, un-
conscious specialized processors.  Each has a limited ability, and a limited range of 
knowledge processing, but is very efficient.  When one of them cannot complete its 
operation, it will try to make this situation published, to make it known to all other 
processors, in other words have the whole system become conscious (aware) of the 
situation.  Processes that recognize it and know what to do about it, or how to take 
over from this step, will grab a copy of the information and process it, without any 
central coordination mechanism.  What part of the system will effectively respond is 
shaped by the context:  current goal and plan, current mood and emotions, comple-
mentary information brought back by other systems such as memories or emotional 
systems, processes currently in the forefront, etc.   

The situation brought to consciousness is described by coalitions of processors pre-
senting various aspects.  Many such coalitions may try to have their information 
broadcast, but only one can have access to the broadcasting facility at a time, as only 
one situation can occupy the conscious "space" (one is conscious of only one idea, 
aspect, situation at a time).  So, there is "competition" to gain access to this global 
workspace.  

In summary, the various types and levels of consciousness filter and select infor-
mation, glue the whole system together, and are the means for holding deliberations 
on deciding how to modify a plan or a concept, and about how to adapt the action to 
the specific situation; we often do these deliberations by "talking to ourselves".  Op-
erations that remain unconscious bring swiftness to the processing. 
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4   Our Implementation of Baars’ Theory 

Our architecture is 
essentially rooted in 
professor Franklin’s 
IDA architecture [7] 
and owes much to 
it, but brings some 
domain-specific ex-
tensions (such as 
learner modeling) 
and some modifica-
tions to the imple-
mentation.   

The conceptual 
architecture (Fig.1) 
covers every major 
aspects of cogni-

tion, with many parallels to the physiology of the brain.  Other functions that are 
internal to some entity, or result from the collaboration of many, remain hidden:  
action selection, deliberation, learning, automatization, and how the agent’s feelings, 
desires, emotions and inhibitions influence all of these.  At the center of the diagram, 
creating a connection between all of the entities, is the access “consciousness”.  In 
the coming paragraphs, we will briefly describe various entities of the architecture; 
our goal here is to give a general understanding of how they work and why they react.  
This will allow us to illustrate their interactions in the section “Coaching Astronauts”.   

Senses and Perception.  Incoming messages from any source land into the agent’s 
sensory buffer. Every dynamic aspect of the "environment" (see Fig.4) is documented 
there:  Canadarm2 configuration (rotation angle of the seven joints), position of the 
payload, camera selected on each of the three monitors along with its dynamic 
attributes (zoom, pitch and pan angles), visibility of objects.  If the event was not 
manipulation related, other types of information would be supplied, such as exercise 
type and specifications.   The perceptual codelets (to be explained in Behavior 
Network section below) scan the buffer and activate nodes in the Perceptual Network 
(PN), to which they transfer their data.  These nodes represent the information and 
give it semantic meaning (concepts the agent can recognize: “Canadarm2 
manipulation”, “user answer”, etc.).  They also grant it importance on a semantic 
basis.  A language has been developed to implement the communication between the 
Simulator and the sensory buffer. 

A Distributed Learner Model.  The learner model is distributed throughout the 
architecture.  Transient Episodic memory (TEM) records a quite detailed account of 
perceived events, many related to the learner’s actions.  In its static part, the Learner 
Profile (LP) contains psychological information, including learner’s learning style; its 
dynamic part tracks learner’s mood and emotional state.  Learner Knowledge Model 
(LKM) holds facts and the learning history, infers knowledge and trends, and 
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metacognition

. . .
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transient episod.
memory

autobiogra. and 
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Fig. 1. Conceptual architecture of the “conscious” cognitive tutor. 
Grayed boxes indicate which functions are in the process of being 
implemented. 
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computes statistics.  It also volunteers information when it deems appropriate, 
eventually priming some “feeling” in the agent (described in the Personality section 
below).  The LKM is the main mechanism in establishing the causes of the learner’s 
difficulties.  It is implemented as a bayesian network coupled to codelets for its 
outputs.  Factual knowledge nodes record evidences found in the access 
consciousness broadcasts.   

The Behavior Network (BN) and the Codelets.  Based on an idea from Maes [8] 
and modified by Negatu and Franklin [9]), the Behavior Network holds the repertoire 
of the agent’s know-how (subject matter delivery, message building, dialog, 
diagnosis, etc.) and offers means to decide upon which to activate.  The  Behavior 
Network (BN) is a hierarchical network of streams of behaviors.  Each behavior node 
specifies its necessary preconditions and indicates the effects it should have on the 
environment.  This network accomplishes high-level planning and selects the most 
appropriate action through the bidirectional flow of activation “energy” from node to 
node through the links that connect effects and preconditions.   

Negatu and Franklin also modified Maes model so that each behavior is realized by 
a collection of codelets (simple unintelligent agents) that connect the BN to the rest of 
the agent.  Codelets are the functional reproductions of Baars’ processes.  They do not 
appear explicitly on the diagram, yet are essential to the architecture.  They accom-
plish a major part of the operations in the agent, they render effective many function-
alities, and they connect all of the entities to the access “consciousness”. For instance, 
information codelets carry information from one place to another, expectation 
codelets make sure expected results are met.  Most eventually meet in the central 
Working Memory, where coalitions are formed. 

The BN serves as the coordinator for the agent’s external actions, and generally 
counts on other functionalities to render a service.  As an example, when all the con-
ditions are met, the Diagnosis sub-network is set into motion and acts as the conduc-
tor for that operation.  But for the operation to unfold, other agent’s functionalities 
have to respond, such as the LKM supplying information when it recognizes some 
request coming from the BN. 

The Personality of the Agent. "Feelings", "desires" and "emotions", in our archi-
tecture, are the basic mechanisms forming the agent’s personality. Feelings and desires 
are the motivational mechanisms that feed the Behavior Network with activation energy 
and so orient action selection in line with the agent’s goals; emotions intervene 
elsewhere, at other times, during memorization and deliberations for instance [7].  When 
specific states arise in the agent, among other things they stimulate its feelings, and so 
call for a reaction that respects the agent’s “personality”.  Such states may appear when 
the Learner Knowledge Model signals some important flaw in the learner’s knowledge, 
or they may appear after the broadcast of a perceived external situation, such as the 
possibility of a collision while the user is manipulating Canadarm2.  

Access "Consciousness". This mechanism selects the most important coalition of 
codelets and broadcasts its information, allowing all other systems to become aware 
of the situation.  This is crucial for the collaboration of the parts, for instance in reach-
ing a diagnosis.  For a better readability of the text, we will drop the quotation marks 
around the words conscious and consciousness; this is not intended as a statement 
about the truthfulness of our implementation. 
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4.1 Some Functional Aspects of the Architecture  

Coaching is about subtlety, about considering lots of aspects, about cutting through 
noisy information, about finding patterns.  Processing various sources and aspects is 
very natural for our conscious architecture:  every functionality is made aware of 
important elements and can contribute information to the description of the situation,  
towards a decision, or towards action.  For example, when the tutor perceives a lack 
of action from the learner, it will try to determine the nature of this apparent inaction.  
Its episodic memory will (try to) recall somewhat similar situations and bring them 
back into Working Memory so that they can be analyzed for commonalities.  If still 
uncertain, the tutor may feel the need to interact with the user to clarify the case, and 
“advertise internally” its intention of doing so.  Upon the eventual publication of this 
intention, the Learner Psychological Profile will respond with a recommendation 
about the style to adopt, based on the original learner’s specification of his prefer-
ences but modified by the tutor’s experience with him.  At the same time, another 
aspect of the Learner Profile may send the information stating that the learner wants 
minimal interventions, effectively supplying to the debate some inhibition that will 
modulate the behavior that the tutor finally exhibits.  Should the delay last much 
longer, the feeling about the need to intervene will grow stronger and may overcome 
the inhibition not to do so.  Such internal debating offer great flexibility in the behav-
ior adaptation.  They can take place thanks to the loose coupling brought about by the 
access consciousness, and they can become as rich as designers wish them to become.  
Since the architecture can accommodate any number of functionalities towards finer 
behavioral decisions,  diagnosis, and the subtle "human touch".  

Every action taken by the user and every event in the environment is copied to the 
cognitive tutor.  These events may not spur an immediate response, but even their 
simple absorption by the various memories creates a historical context, modifies sta-
tistics about the session and about the learner, and prepares future reactions.   

5   Coaching Astronauts 

The cognitive conscious tutoring agent (henceforth called the cognitive tutor, or more 
simply the tutor) uses the International Space Station (ISS) simulator as its major 
input and output channels, or more cognitively speaking, its senses and effectors.  The 
three simulated monitors, mimicking the workstation aboard the ISS, allow the astro-
naut to see the Station and Canadarm2 through a choice of three among the dozen or 
so available cameras.  It is like driving a car with just half the windshield not covered 
by mud, and no side windows. That explains the need for special training on spatial 
and situational awareness. 

As any human coach will testify, coaching is not a trivial task.  Many aspects must 
be looked after, often at the same time, and crucial information must be prioritized.  
The coach must be able to see trends, anticipate consequences, know when to  
intervene, and even adopt the proper interaction style!  This turmoil constitutes an 
excellent test-bed for our architecture’s ability to successfully process lots of varied 
information in real-time.  We will demonstrate in the next section how some of the 
various parts of the tutor collaborate, and how they participate in deliberations to 
reach a diagnosis just as humans do with "internal debates" [6].  However, we will 
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restrict the number of functionalities involved, keeping silent the agent’s “emotions”, 
the various memories, and much of the agent’s “personality”.   

5.1   An Inspirational Collaboration to Reach a Diagnosis   

In this section,  we use the initial steps of some scenario where the astronaut has to 
move a payload.  It illustrates how the lower levels of consciousness recognize (and 
eventually prioritize) information, and how the access consciousness takes over to 
select the most important one to make the whole agent aware of. 

Let say the astronaut selects, in the Task menu, the “Move a payload” task.  The arri-
val of a message about this fact in the sensory buffer stimulates the lower awareness 
levels of the agent.  Without going into the details of the process, let’s assume that this 
request reaches the Working Memory (WM) of the agent.  At this point, the agent is not 
yet “conscious” of that request.  It has to be broadcast inside the agent so that every 
functionalities become aware of it and may decide to respond.  In the WM, the coalition 
of codelets that contain the details of the request (date-time-menu Selec-
tion=Move_a_payload) becomes in competition with other coalitions that may already 
be there, all hoping to be selected for broadcasting by the access consciousness.  As one 
may be conscious of only one idea, one situation at a time [6], only the most important 
information is broadcast (elected either for its recency, its urgency, its intensity, or be-
cause it was awaited for).  Let’s assume here that the coalition concerning the menu 
selection is selected and broadcast.  The drives mechanisms (feeling and desires) react 
and make the agent “feel” the need to respond to that request.  The feeling for the need 
to select an appropriate exercise is stimulated and starts feeding energy into the “Select 
an exercise” stream of behaviors.   The first behavior node of the activated stream sends 
its information codelets to the working memory to advertise the need for a suggestion of 
exercise.  Supposing this request is selected and broadcast, the Learner Knowledge 
Model reacts sends to the WM an information codelet containing the competency level 
of the astronaut.  It could also supply other information if appropriate, such as observed 
deficiencies in this field, or aspects that have not been covered yet with previous train-
ings.  These are the information the Domain Model (DM) needs to respond with its 
recommendation of exercise.   

We will from now on forego the “coa-
lition selection-broadcasting” part of 
every cycle. Just remember that a coali-
tion of information is always subject to 
competition with other coalitions in the 
WM, and is never certain to get selected 
and published.  Any other source may 
submit information, at any time, that has 
more importance than the information 
coming from the process under way.   
This permits a high reactivity and a total 
flexibility for the system.   

The Simulator takes over, shows the 
initial configuration of Canadarm2 and 
position of the payload (Fig.2), then 

Fig. 2. Initial position and configuration of 
Canadarm2 for the Payload moving task sub-
mitted to the astronaut 
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shows the destination for the payload after the astronaut acknowledged the image. 
When the astronaut acknowledges the destination image, the cognitive tutor is in-
formed of that fact and starts timekeeper codelets.  Thirty seconds elapse, and no 
action is recorded.  This is “announced” by a timekeeper codelet, and its broadcast 
prompts a reaction from the BN.  The Diagnosis stream’s first behavior, through its 
information codelets, goes on advertising the need for the probable causes of this 
inactivity period.  Indeed, the stream has no Primary Diagnosis node for inactivity.  
LKM responds to this broadcast with the most likely diagnosis: inexperience with that 
kind of task and with Canadarm2, since this is the astronaut’s first session on the 
Simulator, and we are at the beginning of the session (so, fatigue or distraction are not 
likely causes).  

Hearing this information, the feeling of the need for remediation gets stimulated 
and starts feeding energy into the Remediation stream, while the energy feed into the 
Diagnosis stream slows down.  The first behavior in that stream asks for remediation 
suggestions, and the Domain Model responds with the proper remediation for the 
cause to the diagnosed difficulty: “offer assistance”.   The next behavior in the Reme-
diation stream sends the advertisement of its need for a message asking whether the 
user might like assistance.  So, in the next few time steps, a message is deposited in 
the output buffer, which opens a window on the screen to this end, with choices for an 
answer by the user.  The astronaut accepts the help offer.  This reply very likely gets 
to be broadcast.  The LKM contributes the low experience level of the user.  So, a 
review of the initial steps (a check-list) seems in order, and that’s what the DM will 
suggest (as always, in the form of an information codelet that goes into the WM).  
Then, the next Remediation behavior will serve to issue a request for the tutorial, to 
which another stream in the BN will respond, the Tutorial stream.   

We won’t go any further in this scenario, as our goal is to illustrate the way diag-
nosis is conducted in our architecture. It very much resembles human “internal de-
bates” where “answers” come into our mind after we have voluntarily put some words 

or idea into our 
Working Mem-
ory, or how an 
idea “pops-up” 
when our Long 
Term Memory 
brings back an 
element of infor-
mation somehow 
associated with 
the situation (we 
did not illustrate 
this aspect here).   

Let’s now take 
another example 
of a diagnosis that 
happens further 
into a payload 
moving task, when 

Fig. 3. Portion of the causal network after which the LKM and the 
Diagnosis stream of the BN are modelled
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Fig. 4. The Simulator's User Interface emulates the three monitors of 
the workstation embarked on the ISS.  Here, the three views selected 
provide an imperfect but sufficient information source. 

a collision becomes imminent between Ca-nadarm2 and a component of the Space 
Station.  To see more of a diagnosis taking place, let’s now assume the astronaut has 
some experience with the Simulator and that some statistics have accumulated in the 
LKM.  In the coming scenario, we will limit the complexity of the deliberations to the 
intervention of the BN and the LKM. 

5.2   Reacting to a Collision Risk 

When a close proximity or a collision risk happens, the tutor has to decide what to do 
with the situation. In Fig.4, we see the Simulator’s user interface and how the views 
have been set-up on the three monitors.  Monitor 1 (left) shows part of the JEM mod-
ules.  This is sufficient to insure clearance of the payload, but not enough to show all 
of Canadarm2.  On Monitor 3, both Canadarm2 and the JEM modules most at risk are 
completely visible.  That is quite fine, unless the astronaut becomes so focused on 
Monitor 1 that he won’t even notice the collision risk warnings.  The astronaut con-
tinues with his “descent” manoeuvre, not having noticed the proximity warning; this 
continuation is noted by the attention codelet and makes it elevate its activation level, 
increasing its likeliness of being selected for the broadcasting of its information.  In 
the likely event, the LKM will make good note of that information.  Still unaware of 
the problem, the astronaut pursues the manoeuvre, and a “collision risk” warning 
comes on, on a red background.  Again, this event is copied to the tutor, and the same 
processing happens.  If an opposition codelet was previously sent by the LP to oppose 
intervening when a collision risk warning came on, this time, no opposition codelet is 
issued by the LP: intervention is in order!  As the tutor has accumulated little evidence 
about the learner’s knowledge (this is only a second session), the DM’s suggestion for 
a first-level (immediate) remediation is to indicate the main cause of the collision.  

The Remediation 
stream advertises 
the ne-ed for a 
message exposing 
the situation.  The 
Di-alog stream 
lights up and its 
codelets assemble 
a first message 
that appears on 
screen with the 
help of the Output 
Buffer: 

- You are about 
to create a colli-
sion between the 
Lower Arm Boom 
and the module 
JEM-ELM.  Did 
you notice this 
situation before I 
intervened? 
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- “No”, replies the astronaut with a click of the mouse on a choice button.  A “Yes” 
could have meant that he was trying a very risky manoeuvre; this possibility would 
have needed investigation.  A “No” confirms the diagnosis and strengthens the diag-
nosis node in the LKM about the user’s attention having been focused on a single 
monitor.  It also serves as a precondition in the BN Remediation stream to pursue the 
dialog in the same vein: 

- “Can you indicate the cause of this?” 
- “I did not set up the views properly”.  Upon the broadcasting of this answer, the 

LKM responds with two codelets containing the activation levels of this cause and of 
the main one.  The activation level of the cause indicated by the astronaut is inferior 
to that of the main one, as compared by the expectation codelet.  Now, that fact needs 
to be published, along with the fact that the astronaut did not identify the right cause.   
Let’s assume that they do get published.  Then the Remediation stream has to do a 
subtle loop to keep helping the learner uncover the major cause.  : 

- “This is one cause.  I believe there is a more important one.” 
- “I do not know.” is the reply selected by the astronaut.  This user answer, recog-

nized as ignorance, then taken in charge by an expectation codelet, is submitted for 
broadcasting.  At this point, the Remediation stream states that a hint is needed and 
advertises this need in the Working Memory.  LKM is apt at processing that request; 
it responds to this broadcast with codelets containing the facts supporting the diagno-
sis.  The expectation codelet waiting for this information creates a coalition of the 
kind “MessageToBuild-Hint-Fact = the two colliding elements are apparent on the 
same monitor-Monitor 3-Fact = no alteration of manipulation after collision risk 
warning”.  The Dialog stream uses that information to build the next message: 

- “Hint:  the two colliding elements are apparent on the same monitor (Monitor 3).  
Also, you did not react to the collision risk warning.  Now, can you see the major 
cause I am thinking about?”  With two clicks on the list offered, the astronauts indi-
cates “I did not pay attention to every monitor.” and “I did not pay attention to the 
collision risk warning.”  After submitting his answer, the cognitive tutor processes it 
and concludes:   

- “Right!  In future manipulations, make sure you check every information source.” 

6   Conclusion 

Implementing coaching in computers aims at allowing fine, personalized, just-in-time 
support to every learner.  But coaching is complex, requiring adaptation to unpredict-
able combinations of task, learner’s competences, personality, and mood. Humans are 
able to learn to do it well; hence they should be the reference model for a tutoring 
agent’s architecture.  Our agent architecture has the potential of reproducing the per-
formance of human coaches because it reproduces the human mind functionalities.  Its 
multifaceted processing is rendered possible thanks to the loose coupling of the facul-
ties through the access consciousness.  Our conscious agent’s architecture being apt at 
taking into consideration a great number of factors, shows the potential of adapting 
the human-machine interactions with a nice human touch.    
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The next steps are concerned with elaborating the remediation part of the agent, for 
one thing, and implementing a flexible way to build the textual outputs. We will also 
look into creating the agent’s metacognition, so that it can improve itself.  Developing 
a methodology and tools to put new agents within the reach of non computer-literate 
designers would also be a major step towards using he agent for all sort of cognitive 
experimentations.  And this is part of the venture we are pursuing. 
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Abstract. A cognitive model is a set of production rules or skills encoded in 
intelligent tutors to model how students solve problems. It is usually generated 
by brainstorming and iterative refinement between subject experts, cognitive 
scientists and programmers. In this paper we propose a semi-automated method 
for improving a cognitive model called Learning Factors Analysis that 
combines a statistical   model, human expertise and a combinatorial search. We 
use this method to evaluate an existing cognitive model and to generate and 
evaluate alternative models.  We present improved cognitive models and make 
suggestions for improving the intelligent tutor based on those models. 

1   Introduction 

A cognitive model is a set of production rules or skills encoded in intelligent tutors to 
model how students solve problems. (Production, skill, and rule are used inter-
changeably in this paper.) Productions embody the knowledge that students are trying 
to acquire, and allows the tutor to estimate each student’s learning of each skill as the 
student works through the exercises [4].  

A good cognitive model captures the fine knowledge components in a 
curriculum, provides tailored feedback and hints, select problem with difficulty 
level and learning pace matched to individual students, and eventually, improves 
student learning. However, initial models are usually generated by brainstorming 
and iterative refinement between subject experts, cognitive scientists and 
programmers. These first pass models are best guesses and our experience is that 
such models can be improved. 

In this paper, we propose a method called Learning Factors Analysis (LFA) and 
use it to answer three questions relevant to the field of intelligent tutoring systems.  

1. How can we describe learning behavior in terms of an existing cognitive model? 
We need to identify the initial difficulty level of each production and how fast can a 
student learn each rule (i.e., what is the learning rate).  We can then provide 
parameters that indicate student performance on this set of rules and how that 
performance improves with practice and instruction on those rules. 

2. How can we evaluate and improve a cognitive model in an inexpensive way? 
We need to identify the causes of the deviation from the deterministic cognitive 
model, define the measures of a model’s complexity and fit, and mine the student-
tutor log data. 
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3. How can we use the information from LFA to improve the tutor and the 
curriculum? We need to identify over-taught or under-taught rules, and even “hidden” 
knowledge components within them. As a result, we can adjust their contribution to 
curriculum length without compromising student performance. 

2   Literature Review 

One measure of the performance of a cognitive model is how the data fit the model. 
Newell and Rosenbloom found a power relationship between the error rate of 
performance and the amount of practice [13]. Depicted by equation (1), the 
relationship shows that the error rate decreases according to a power function as the 
amount of practice increase. The curve for the equation is called a “learning curve”. 

baXY = . 
(1) 

 where 
 Y = the error rate 
 X = the number of opportunities to practice a skill 
 a = the error rate on the first trial, reflecting the intrinsic difficulty of a skill 
 b = the learning rate, reflecting how easy a skill is to learn 

 

Fig. 1. A power law learning curve 

The learning curve model has been used to visually identify non-obvious or 
“hidden” knowledge components. Corbett and Anderson observed that the power 
relationship might not be readily apparent in some complex skills, which have blips in 
their learning curves [5], as shown in figure 2. They also found the power relationship 
holds if the complex skill can be decomposed into subskills, each of which exhibits a 
smoother learning curve. 

                                                  

Fig. 2. A learning curve with blips (left) split into two smoother learning curves (right) 
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As seen in the graphs above, the single production Declare-Parameter produces a 
learning curve with several blips.  However by breaking it into two more specific 
productions, Declare-First-Parameter and Declare-Second-Parameter, the model 
becomes more fine-tuned and recognizes that the skills are different. The knowledge 
decomposition (considering parameter position) that was non-obvious from the 
original model became revealed on closer inspection of learning curve data.  

Other approaches to model refinement include having a simulated student to find 
incorrect rules and to learn new rules via human tutor intervention [16], using theory 
refinement to introduce errors to models incorrect student behaviors [1] and using Q-
matrix to discover knowledge structure from student response data [15,2]. Compared 
with the simulated student approach, our method does not require building a 
simulated student. The theory refinement approach starts with an initial knowledge 
base and keeps correcting errors in the knowledge base from error examples until the 
knowledge base is consistent with the examples. It may lead to overfit the examples.  
The Q-matrix approach was used to automatically extract features in the problem set. 
The model found by this approach may be similar to the model adding or merging 
difficulty factors in our method.  

3   The Cognitive Model and Its Data Under Investigation  

We illustrate the LFA methodology using data obtained from the Area Unit of the Geo-
metry Cognitive Tutor (see http://www.carnegielearning.com). The initial cognitive 
model implemented in the Tutor had 15 skills that correspond to productions or, in 
some cases, groups of productions. The productions are  

Circle-area – Given the radius , find the area of a circle 
Circle-circumference – Given the diameter, find the circumference of a circle. 
Circle-diameter -- Given the radius or circumference, find the diameter of a circle. 
Circle-radius -- Find the radius given the area, circumference, or diameter. 
Compose-by-addition – In a+b=c, given any two of a, b, or c, find the third. 
Compose-by-multiplication – In a*b=c, given any two of a, b, or c, find the third. 
Parallelogram-area – Given the base and height, find the area of a parallelogram. 
Parallelogram-side – Given the area and height (or base), find the base (or height). 
Pentagon-area – Given a side and the apothem, find the area of a pentagon. 
Pentagon-side – Given area and apothem, find the side (or apothem). 
Trapezoid-area – Given the height and both bases, find the area of a trapezoid. 
Trapezoid-base – Given area and height, find the base of a trapezoid. 
Trapezoid-height – Given the area and the base, find the height of a trapezoid. 
Triangle-area – Given the base and height, find the area of a triangle.  
Triangle-side – Given the base and side, find the height of a triangle.  

Our data consist of 4102 data points involving 24 students, and 115 problem steps. 
Each data point is a correct or incorrect student action corresponding to a single 
production execution. Table 1 displays typical student action records in this data set. 
It has five columns – student, success, step, skill, and opportunities. Student is the 
names of the students. Success is whether the student did that step correctly or not in 
the fist attempt. 1 means success and 0, failure. Step is the particular step in a tutor 
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problem the students are involved in. “p1s1” stands for problem 1 step 1. Skill is the 
production rule used in that step. Opportunities mean the number of previous times to 
use a particular skill. It increments every time the skill is used by the same student, 
and can be computed from the first and fourth columns. 

Table 1. The  sample data 

Student Success Step Skill Opportunities 
A 0 p1s1 Circle-area 1 
A 1 p2s1 Circle-area 2 
A 1 p3s1 Circle-area 3 

4   Learning Factor Analysis 

LFA has three components: a statistical model that quantifies the skills, the difficulty 
factors that may affect student performance in the tutor curriculum, and a 
combinatorial search that does model selection.  

4.1   The Statistical Model 

The power law model applies to individual skills and does not typically include 
student effects. Because the existing cognitive model has multiple rules, and the data 
contains multiple students, we made four assumptions about student learning to 
extend the power law model. 

1. Different students may initially know more or less. Thus, we use an intercept 
parameter for each student. 

2. Students learn at the same rate. Thus, slope parameters do not depend on 
student. This is a simplifying assumption to reduce the number of parameters in 
equation 2. We chose this simplification, following Draney, Wilson and Pirolli [7], 
because we are focused on refining the cognitive model rather than evaluating student 
knowledge growth.  

3. Some productions are more likely to be known than others. Thus, we use a 
intercept parameter for each production. 

4. Some productions are easier to learn than others. Thus, we need a slope 
parameter for each production. 

Based on the assumptions, we developed a multiple logistic regression model. 

( ) jjjjjiip
p TYYX ++=− γβα1ln . (2) 

Where 
p = the probability to get an item right 
X = the covariates for students 
Y = the covariates for skills 
T = the covariates for the number of opportunities practiced on the skills 
Y T = the covariates for interaction between skill and the number of practice 

opportunities for that skill  
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 = the coefficient for each student, i.e. the student intercept 
 = the coefficient for each rule, i.e. the production intercept 
 = the coefficient for the interaction between a production and its opportunities, 

i.e. the production slope. 

4.2   Difficulty Factors 

A difficulty factor refers specifically to a property of the problem that causes student 
difficulties (e.g., first vs. second parameter in figure 3). By assessing the performance 
difference on pairs of problems that vary by one factor at a time, we can identify the 
hidden knowledge component(s) that can be used to improve a cognitive model [9]. 
Difficulty factors have been used to empirically evaluate a small number of 
alternative models [6, 10, 11].  

In our study, subject experts identified four multi-valued factors for the Area Unit 
of the Geometry Tutor. Table 2 lists their names and values.  

Table 2. Factors for the Area Unit and their values 

Factor Names Factor Values 
Embed alone, embed 
Backward forward, backward 
Repeat initial, repeat 

FigurePart 
area, area-difference, area-combination, diameter, circumference, 
radius, side, segment, base, height, apothem 

“Embed” indicates whether a shape is embedded in another shape. Consider two 
tutor problems requiring the same production rule CIRCLE-AREA at some step in the 
problem. In one of the problems, the circle is embedded in a square; while in the other 
one, the circle is presented alone. Students may find it harder to find the area of circle 
when it is embedded in another figure because extra effort is necessary to find the 
circle and its radius. “Backward” means whether the production rule to be used is in 
its backward form of a taught formula, or its forward form. The forward form of 
Compose-by-addition is S = S1 + S2, and its backward forma is S1 = S - S2. “Repeat” 
indicates whether the production rule has been used previously in the same problem. 
“FigurePart” indicates the part of the figure in the geometry shape to be computed.  

4.3   Combinatorial Search  

The goal of the combinatorial search is to do model selection within the logistic 
regression model space [8]. Difficulty factors are incorporated into an existing 
cognitive model through a model operator called Binary Split, which splits a skill a 
skill with a factor value, and a skill without the factor value. For example, splitting 
production Circle-area by factor Embed with value alone leads to two productions: 
Circle-area with the factor value alone (called Circle-area*alone), and Circle-area 
with the factor value embed  (Circle-area*embed). Table 3 shows the data before and 
after a split with Embed.  
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Table 3. The data before and after split. Factors are incorporated in column Skill (after split). 
The opportunities (after split) change accordingly. 

Student Step Skill OPT Factor Skill (after split) OPT 
A p1s1 Circle area 1 alone CA-alone 1 
A p2s1 Circle area 2 embed CA-enbed 1 
A P3s1 Circle area 3 alone CA-alone 2 

A* search is the combinatorial search algorithm [14] in LFA. It starts from an 
initial node, iteratively creates new adjoining nodes, explores them to reach a goal 
node. To limit the search space, it employs a heuristic to rank each node and visits the 
nodes in order of this heuristic estimate.  

In our study, the initial node is the existing cognitive model. Its adjoining nodes are 
the new models created by splitting the model on the difficulty factors. We do not 
specify a model to be the goal state because the structure of the best model is 
unknown. We do specify the stopping criterion by setting the upper bound of the 
number of node expansions, for this paper to 50 node expansions per search.  

The heuristic guiding the search is one of the two scoring functions for 
regression models – AIC (Akaike Information Criterion) and BIC (Bayesian 
Information Criterion) Each search is run twice, guided by a different heuristic each 
time. A good model captures sufficient variation in the data but is not overly 
complicated by balancing between model fit and complexity minimizing prediction 
risk [17]. AIC and BIC are two estimators for prediction risk, and hence used as 
heuristics in the search. 

AIC = -2*log-likelihood + 2*number of parameters. (3) 

BIC = -2*log-likelihood + number of parameters * number of observations. (4) 

where log-likelihood measures the fit, and the number of parameters, which is the 
number of covariates in equation 2, measures the complexity. Based on these two 
formulas, the lower the AIC or BIC, the better the balance between model fit and 
complexity. BIC puts a more severe penalty for complexity, leading to a smaller 
model than other methods. 

A more interpretable metric for fit is Mean Absolute Deviance (MAD) -- the 
average of the absolute values of the differences between observed values and 
predicted values. We do not use it as a heuristic because it leads to over fitting. We 
include it as a measure of the improvement in the model fit.  

Figure 4 illustrates A* search with AIC as the heuristic. The original model is 
evaluated and AIC is computed. The model is then split into a few new models by 
incorporating the factors. AICs are computed from each of the new model. A* 
selects the best one (the shaded node with value 5301) for the next model 
generation. A* does not always go down. It may go up to select a model (the shaded 
node with value 5312) to expand if all the new models have worse heuristic scores 
than a previous model has. After several expansions, it finds a best node with the 
lowest AIC value.  
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Fig. 3. Using A* algorithm search through the model space 

5   Experiments and Results 

5.1   Experiment 1 

This experiment addresses the question -- How can we describe learning behavior in 
terms of an existing cognitive model? Specifically, we want to find out the learning 
rate and initial difficulty level of each rule, and the initial performance of students, 
given the data. The question is answered by fitting the logistic regression model in 
equation 2 and getting the coefficients. The coefficient estimates for the skills and 
students, and the overall model statistics are summarized in table 4.  

Table 4. Statistics for a partial list of the skills, students and the overall model. Intercept for 
skill is the initial difficulty level for each skill. Slope is the learning rate. Avg Practice 
Opportunties is the average amount of practice per skill across all students. Initial Probabltiy is 
the estimated probability of getting a problem correct in the first opportunity to use a skill 
accross all students. Avg Probability and Final Probability are the success probability to use a 
skill at the average amount of opportunities and the last opportunity, respectively.  

Skill Intercept Slope 
Avg 
Opportunties 

Initial 
Probability 

Avg 
Probability 

Final 
Probability 

Parallelogram-
area 2.14 -0.01 14.9 0.95 0.94 0.93 

Pentagon-area -2.16 0.45 4.3 0.2 0.63 0.84  

Student  Intercept 

student0 1.18 

student1 0.82 

student2 0.21 

 

Model Statistics  

AIC 3,950 

BIC 4,285 

MAD  0.083 

The higher the intercept of the each skill, the lower the initial difficulty the skill 
has. The higher the slope of the each skill, the faster students learned the skill. 
Pentagon-area is the hardest skill with the intercept of -2.16. Parallelogram-area is  
the easiest skill with the intercept of 2.14. Three skills have small slopes close to  
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zero -- Compose-by-addition (-.04) and Parallelogram-area (-.01), Triangle-area (.03). 
Parallelogram-area was already mastered with an initial success probability .95. It 
appears that more practice on those skills does not lead to much learning gain. 
Interestingly, although PENTAGON-AREA is the hardest skill among all, it has the 
highest learning rate .45, leading to bigger improvement with more practice.  

The coefficients for students measure each student’s overall performance. The 
higher the number, the better the student performed. The AIC, BIC and MAD 
statistics provide a baseline for evaluating alternative models discussed below.  

5.2   Experiment 2 

This experiment addresses the question -- How can we improve a cognitive model? 
The question is answered by running LFA on the data including the factors, and 
searching through the model space. The improved models by LFA with BIC are 
summarized in table 5. The improved models by LFA with AIC is summarized in the 
interpretation. 

Table 5. Top three improved models found by LFA with BIC as the heuristic. The table shows 
the history of splits and model statistics.  

Model 1 Model 2 Model 3 

Number of Splits:3 Number of Splits:3 Number of Splits:2 

1. Binary split compose-
by-multiplication by 
figurepart segment 

2. Binary split circle-
radius by repeat repeat 

3. Binary split compose-
by-addition by 
backward backward 

1. Binary split compose-by-
multiplication by 
figurepart segment 

2. Binary split circle-radius 
by repeat repeat 

3. Binary split compose-by-
addition by figurepart 
area-difference 

1. Binary split compose-
by-multiplication by 
figurepart segment 

2. Binary split circle-
radius by repeat repeat 

Number of Skills: 18 Number of Skills: 18 Number of Skills: 17 
AIC: 3,888.67 
BIC: 4,248.86 
MAD: 0.071 

AIC: 3,888.67 
BIC: 4,248.86 
MAD: 0.071 

AIC: 3,897.20 
BIC: 4,251.07 
MAD: 0.075 

 

LFA suggests better models, which make finer distinctions on some skills in the 
original model and identify which difficulty factors the subject experts thought would 
turn out to be psychologically important. All the better models found by AIC and BIC 
have better (i.e. lower) statistical scores than those of the original. For the best BIC 
model, its BIC is reduced by 37, and AIC by 62. The fit of the new model, as 
measured by MAD, is reduced by .012. The best AIC model reduces AIC by an even 
larger amount of 83, and increases BIC by 18. Its MAD is reduced by .02. 

The improved skills common to most of the better models are Compose-by-
multiplication, Compose-by-addition, Circle-area, and Triangle-area. We will discuss 
a few examples here. 

All the new models suggest splitting Compose-by-multiplication into two skills – 
Cmarea and CMsegment, making a distinction of the geometric quantity being 
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multiplied. By examining the positions of these problems in the curriculum, CMarea 
at the 43rd step and CMsegement at the 90th. As seen in table 6, although the final 
probability of CMarea is high .96, the initial probability of CMsegment is low .32. 
This sudden drop in the success probability at later steps corresponds to a significant 
blip in the learning curve as illustrated in figure 2. The distinction between different 
geometric quantities suggests treating the original skill differently. LFA successfully 
identified the blip without the need of visually inspecting learning curves.  

Table 6. Success probabilities of CMarea and CMsegment 

 Initial Probability Avg Probability Final Probability 

CM*area-combination .64 .89 .96 
CM*segment .32 .54 .60 

 

The subject experts thought embedding a shape into another shape would increase 
the difficulty of a skill and identified a factor “Embed”, hoping LFA could make a 
distinction on it. LFA split these two skills by Embed in all the top AIC models. The 
three probabilities of CAalone and CAembed are shown in table 7. Does Embed make 
find the circle area harder? Note that problems with CAembed are introduced later in 
the curriculum after students have had significant practice with CAalone, about the 
time CAalone has reached the average probability of .81.  At this point, CAembed has 
an initial probability of .71, indicating an increase in difficulty.  

Table 7. Success probabilities of CAalone and CAembed 

 Initial Probability Avg Probability Final Probability 

CA*alone .42 .81 .93 
CA*embed .71 .89 .92 

5.3   Experiment 3 

In experiment 2, LFA improved the original model by splitting skills. Experiment 3 
addresses model improvement even further -- Will some skills be better merged than 
if they are separate skills? Can LFA recover some elements of truth if we search from 
a merged model, given difficulty factors?   

We merged some skills in the original model to remove some of the distinctions, 
which are represented as the difficulty factors. Circle-area and Circle-radius are 
merged into one skill Circle; Circle-circumference and Circle-diameter into Circle-
CD; Parallelogram-area and Parallelogram-side into Parallelogram; Pentagon-area, 
and Pentagon-side into Pentagon; Trapezoid-area, Trapezoid-base, Trapezoid-height 
into Trapezoid. The new merged model has 8 skills -- Circle, Crcle-CD, Compose-by-
addition, Compose-by-multiplication, Parallelogram, Pentagon, Trapezoid, Triangle. 

Then we substituted the original skill names with the new skill name in the data, 
ran LFA including the factors, and had the A* algorithm search through the model 
space. The improved models by LFA with BIC are summarized in table 8. The 
improved models by LFA with AIC are summarized in the interpretation.  
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Table 8. Top three improved models found by LFA with BIC as the heuristic 

Model 1 Model 2 Model 3 

Number of Splits: 4 Number of Splits: 3 Number of Splits: 4 

Number of skills: 12 Number of skills: 11 Number of skills: 12 

Circle *area 

Circle *radius*initial 

Circle *radius*repeat 

Compose-by-addition 

Compose-by-
addition*area-difference 
Compose-by-
multiplication*area-
combination 
Compose-by-
multiplication*segment 

All skills are the same as 
those in model 1 except 
that  
1. Circle is split into Circle 
*backward*initial, Circle 
*backward*repeat, 
Circle*forward, 
2. Compose-by-addition is 
not split 
 
 

All skills are the same as 
those in model 1 except 
that  
1. Circle is split into 
Circle *backward*initial, 
Circle *backward*repeat, 
Circle *forward, 
2. Compose-by-addition is 
split into Compose-by-
addition and  Compose-
by-addition*segment 

AIC: 3,884.95 AIC: 3,893.477 AIC: 3,887.42 

BIC: 4,169.315 BIC: 4,171.523 BIC: 4,171.786 

MAD: 0.075 MAD: 0.079 MAD: 0.077 

 

LFA fully recovered three skills (Circle, Parallelogram, Triangle), suggesting the 
distinctions made in the original model are necessary. LFA partially recovered two 
skills (Triangle, Trapezoid), suggesting the some original distinctions are necessary 
and some are not. LFA did not recover one skill (Circle-CD), suggesting that the 
original distinctions might not be necessary. LFA recovered one skill (Pentagon) in a 
different way, suggesting the original distinction may not be as significant as the 
distinction caused by another factor. We discuss a few examples here. 

In BIC model 1, Circle is split into Circle*area, and Circle*radius. The other two 
BIC models and all the AIC models split it into Circle*backward, and Circle*forward, 
which are equivalent to Circle-AR*area, and Circle-AR*radius because of the one-to-
one relationship between forward and area and between backward and radius. Thus, 
LFA fully recovers the Circle skills. 

None of the models recovered Circle-CD. This suggests that it may not be 
necessary to have two separate skills for Circle-circumference and Circle-Diameter. It 
appears that once students learn the formula circumference = *diameter, they can 
fairly easily apply it in the forward or backward direction.  

In one of the top AIC models, Pentagon is split into Pentagon*initial and 
Pentagon*repeat, instead of Pentagon*area and Pentagon*side. This suggests that the 
distinction between the first use of a Pentagon skill in a problem and later uses of that 
skill in the same problem may be more significant than the distinction between the 
area and the side.  Usually repeated use of a skill in the same problem is easier than 
the original use. For instance, once a student makes the initial relatively difficult 
determination that the Pentagon formula is relevant to a problem and recalls it, he 
need only use it again and perform easier arithmetic in repeated opportunities in that 
same problem. 
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5.4   Combining the Results from Experiment 1, 2, 3 

By combining the results from the three experiments, we can address question 3 -- 
How can we use LFA to improve the tutor and the curriculum by identifying over-
taught or under-taught rules, and adjusting their contribution to curriculum length 
without compromising student performance? 

Parallelogram-side has a high intercept (2.06) and a low slope (-.01). Its initial 
success probability is .94 and the average number of practices per student is 14.9. 
Much practice spent on an easy skill is not a good use of student time. Reducing the 
amount of practice for this skill should save student time without compromising their 
performance. Trapezoid-height has a low intercept (-1.55), and a positive slope (.27). 
Its initial success probability is .29 and the average number of practices per student is 
4.2. The final success probability is .69, far away from the level of mastery. More 
practice on this skill is needed for students to reach mastery. 

The advantage of LFA goes even further. An original rule may have two split rules, 
each of which need decidedly different amounts of practice, because they have 
different initial difficulty and learning rates. However, students who have appeared to 
master the original rule in the curriculum before even reading the second split rule 
might not get enough practice on the second split rule. Compose-by-multiplication is 
such a case, as seen in table 9. 

Table 9. Statistics of Compose-by- Multiplication before and after split 

 Intercept slope Avg Practice 
Opportunties 

Initial 
Probability 

Avg 
Probability 

Final 
Probability 

CM -.15 .1 10.2 .65 .84 .92 
CMarea -.009 .17 9 .64 .86 .96 
CMsegment -1.42 .48 1.9 .32 .54 .60 

 
With final probability .92 students seem to have mastered Compose-by-

multimplication. However, the decomposition of the skill shows a different picture. 
CMarea does well with final probability .96. But CMsegment has final probability 
only .60 and an average amount of practice less than 2. The knowledge-tracing 
algorithm in the tutor may let the student go after he reaches the mastery on 
Compose-by-addition in the original model. But with the model found by LFA, the 
knowledge-tracing algorithm will be able to catch the weakness of students in 
acquiring CMsegment.  

6   Conclusions and Future Work 

Learning Factors Analysis is a way to combine statistics, human expertise and 
combinatorial search to evaluate and improve a cognitive model. The system we have 
developed is implemented in Java and is able to evaluate a model in seconds and 
conduct a search evaluating hundreds of models in 4-5 hours. The statistics for each 
model are meaningful, and the new improved models have better statistical scores and 
are interpretable. We are planning to use the method for datasets from other tutors to 
discover its potential for model and tutor improvement.   
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Abstract. COLLECT-UML is a constraint-based ITS that teaches object-
oriented design using Unified Modelling Language (UML). UML is easily the 
most popular object-oriented modelling technology in current practice. We 
started by developing a single-user ITS that supported students in learning 
UML class diagrams. The system was evaluated in a real classroom, and the re-
sults show that students’ performance increased significantly. In this paper, we 
present our experiences in extending the system to provide support for collabo-
ration. We present the architecture, interface and support for collaboration in 
the new, multi-user system. A full evaluation study has been planned, the goal 
of which is to evaluate the effect of using the system on students’ learning and 
collaboration. 

1   Introduction 

E-learning is becoming an increasingly popular educational paradigm as more indi-
viduals who are working or are geographically isolated seek higher education. As 
such students do not meet face to face with their peers and teachers, the support for 
collaboration becomes extremely important [8]. Effective collaborative learning in-
cludes both learning to effectively collaborate, and collaborate effectively to learn, 
and therefore a collaborative system must be able to address collaboration issues as 
well as task-oriented issues [17].  

In the last decade, many researchers have contributed to the development of CSCL 
and advantages of collaborative learning over individualised learning have been iden-
tified [14]. Some particular benefits of collaborative problem-solving include: en-
couraging students to verbalise their thinking; encouraging students to work together, 
ask questions, explain and justify their opinions; increasing students’ responsibility 
for their own learning; increasing the possibility of students solving or examining 
problems in a variety of ways; and encouraging them to articulate their reasoning, and 
elaborate and reflect upon their knowledge [24, 27]. These benefits, however, are only 
achieved by active and well-functioning learning teams [15]. Numerous systems for 
collaborative learning have been developed; however, the concept of supporting peer-
to-peer interaction in CSCL systems is still in its infancy. Various strategies for com-
putationally supporting online collaborative learning have been proposed and used, 
while more studies are needed that test the utility of these techniques [17]. 
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This paper describes an Intelligent Tutoring System (ITS) that uses Constraint-
Based Modeling (CBM) approach to support both problem-solving and collaborative 
learning. CBM has been used successfully in several tutors supporting individual 
learning [20]. We have developed COLLECT-UML [2, 3], a single-user version of a 
constraint-based ITS, that teaches UML class diagrams. In this paper, we describe 
extensions to this tutor, which support multiple students solving problems collabora-
tively. We start with a brief overview of related work in Section 2. Section 3 then 
presents COLLECT-UML and the evaluation study conducted with second-year uni-
versity students taking a course in Introduction to Software Engineering. Section 4 
describes the design and implementation of the collaborative interface as well as the 
system’s architecture. Section 5 presents the collaborative model, which has been 
implemented as a set of meta-constraints. Conclusions are given in the last section. 

2   Related Work 

Three categories of CSCL systems can be distinguished in the context of the collabo-
ration support [1, 17]. The first category includes systems that reflect actions; the 
basic level of support a system may offer involves making the students aware of the 
participants’ actions. The systems in the second category monitor the state of interac-
tions; some of them aggregate the interaction data into a set of high-level indicators, 
and display them to the participants (e.g. Sharlock II [21]), while others internally 
compare the current state of interaction to a model of ideal interaction, but do not 
reveal this information to the users (e.g. EPSILON [25]). In the latter case, this infor-
mation is either intended to be used later by a coaching agent, or analysed by re-
searchers in order to understand the interaction [17]. Finally, the third class of systems 
offer advice on collaboration. The coach in these systems plays a role similar to that 
of a teacher in a collaborative learning classroom. The systems can be distinguished 
by the nature of the information in their models, and whether they provide feedback 
on strictly collaboration issues or both social and task-oriented issues. Examples of 
the systems focusing on the social aspects include Group Leader Tutor [19] and 
DEGREE [6], and an example of the systems addressing both social and task-oriented 
aspects of group learning is COLER [7]. 

Although many tutorials, textbooks and other resources on UML are available, we 
are not aware of any attempt at developing a CSCL environment for UML modelling. 
However, there has been an attempt [25] at developing a collaborative learning envi-
ronment for OO design problems using Object Modeling Technique (OMT) – a pre-
cursor of UML. The system monitors group members’ communication patterns and 
problem solving actions in order to identify situations in which students effectively 
share new knowledge with their peers while solving OO design problems. The system 
first logs data describing the students’ speech acts (e.g. Request Opinion, Suggest, and 
Apologise) and actions (e.g. Student 3 created a new class). It then collects examples 
of effective and ineffective knowledge sharing, and constructs two Hidden Markov 
Models which describe the students’ interaction in these two cases. A knowledge 
sharing example is considered effective if one or more students learn the newly shared 
knowledge (as shown by a difference in pre-post test performance), and ineffective 
otherwise. The system dynamically assesses a group’s interaction in the context of the 
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constructed models, and determines when and why the students are having trouble 
learning new concepts they share with each other. The system does not evaluate the 
OMT diagrams and an instructor or intelligent coach’s assistance is needed in mediat-
ing group knowledge sharing activities. In this regard, even though the system is ef-
fective as a collaboration tool, it would probably not be an effective teaching system 
for a group of novices with the same level of expertise, as it could be common for a 
group of students to agree on the same flawed argument.  

CBM has been used successfully in several tutors supporting individual learning. 
The main contribution of this research is the use of CBM technique to support col-
laborative learning. The system provides feedback on both collaboration issues (using 
the collaboration model, represented as a set of meta-constraints) and task-oriented 
issues (using the domain model, represented as a set of syntax and semantic con-
straints). CBM is also used to model student and group knowledge. 

3   COLLECT-UML: Single-User Version 

COLLECT-UML is a problem-solving environment, in which students construct UML 
class diagrams that satisfy a given set of requirements. It assists students during prob-
lem-solving, and guides them towards a correct solution by providing feedback. The 
feedback is tailored towards each student depending on his/her knowledge. 
COLLECT-UML is designed as a complement to classroom teaching and when provid-
ing assistance, it assumes that the students are already familiar with the fundamentals 
of UML. For details on system’s architecture, functionality and the interface refer to 
[2, 3]; here we present only the basic features of the system. 

At the beginning of interaction, a student is required to enter his/her name, which is 
necessary in order to establish a session. The session manager requires the student 
modeller to retrieve the model for the student, if there is one, or to create a new model 
for a new student. Each action a student performs is sent to the session manager, as it 
has to link it to the appropriate session and store it in the student’s log. Then, the 
action is sent to the pedagogical module. If the submitted action is a solution to the 
current problem, the student modeller diagnoses the solution, updates the student 
model, and sends the result of the diagnosis back to the pedagogical module, which 
generates appropriate feedback.  

COLLECT-UML contains an ideal solution for each problem, which is compared to 
the student’s solution according to the system’s domain model, represented as a set of 
constraints [22]. The system’s domain model contains 133 constraints that describe 
the basic principles of the domain. In order to develop constraints, we studied material 
in textbooks, such as [12], and also used our own experience in teaching UML and 
OO analysis and design. 

Figure 1 illustrates a constraint from the UML domain. The relevance condition 
identifies a relationship of type aggregation in the ideal solution, and then checks 
whether the student’s solution contains the same type of relationship, or a relationship 
of a different kind with the same name. The student’s solution is correct if the satisfac-
tion condition is met, when the matching relationship is of the same type (i.e. aggr-
egation). The constraint also contains a message which would be given to the student  
if the constraint is violated. The  last  two  elements  of  the  constraint  specify  that  it 
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(78 
  "Check the type of your relationships. You need to use aggregations between some of 
your classes." 
    (and (match IS RELATIONSHIPS (?* "@" ?rel_tag "aggregation" ?c1_tag ?c2_tag ?*)) 
       (or-p (match SS RELATIONSHIPS (?* "@" ?rel_tag ?type ?c1_tag ?c2_tag ?*)) 
             (match SS RELATIONSHIPS (?* "@" ?rel_tag ?type ?c2_tag ?c1_tag ?*)))) 
  (test SS ("aggregation" ?type)) 
  "relationships" 
  (?rel_tag ?c1_tag ?c2_tag)) 

 

Fig. 1. An example constraint 

covers some aspects of relationships, and also identifies the relationship and the 
classes to which the constraint was applied. 

We performed an evaluation study [3] in May 2005 with 38 students enrolled in a 
Software Engineering course. The students learnt UML modelling concepts during 
two weeks of lectures/tutorials. The study was conducted in two streams of two-hour 
laboratory sessions. Each participant sat a pre-test, interacted with the system, and 
then sat a post-test and filled a user questionnaire. The pre-test and post-test each 
contained four multiple-choice questions, followed by a question where the students 
were asked to design a simple UML class diagram. Table 1 presents some general 
statistics about the study. The average mark on the post-test was significantly higher 
than the pre-test mark (t = 2.71, p = 4.33E-08). The students spent on average 90 
minutes interacting with the system. 

Table 1. Some statistics about the study 

 Average s. d. 

Attempted problems 5.71 2.59 

Solved problems 47% 33% 

Attempts per problem 7.42 4.76 

Pre-test 52% 21% 

Post-test 76% 17% 
 

We also analyzed the log files, in order to identify how students learn the underly-
ing domain concepts. Figure 2 illustrates the probability of violating a constraint plot-
ted against the occasion number for which it was relevant, averaged over all  
constraints and all participants. The data points show a regular decrease, which is 
approximated by a power curve with a close fit of 0.93, thus showing that students do 
learn constraints over time. The probability of violating a constraint on the first occa-
sion of application is halved by the tenth occasion, showing the effects of learning. 

Students were offered individualised feedback on their solutions upon submission. 
The mean rating for the usefulness of feedback was 2.8. 67% of the participants had 
indicated that they would have liked to see more details in the feedback messages. 
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The comments we received on open questions pointed out several features of the 
system, which can be improved. 

The results showed that COLLECT-UML is an effective learning environment. The 
participants achieved significantly higher scores on the post-test, suggesting that they 
acquired more knowledge in UML modelling. The learning curves also prove that 
students do learn constraints during problem solving. Subjective evaluation shows 
that most of the students felt spending more time with the system would have resulted 
in more learning and that they found the system to be easy to use.  
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Fig. 2. Probability of constraint violation 

4   COLLECT-UML: Multi-user Version 

The collaborative version of COLLECT-UML is designed for sessions in which stu-
dents first solve problems individually and then join into small groups to create group 
solutions. The system’s architecture is illustrated in Figure 3. The application server 
consists of a session manager that manages sessions and student logs, a student mod-
eller that creates and maintains student models for individual users, a domain model 
(i.e. the constraint set), a pedagogical module and a group modeller. The system is 
implemented in Allegro Common Lisp. 

The interface is shown in Figure 4. The problem description pane presents a design 
problem. Students construct their individual solutions in the private workspace (right), 
and use the shared workspace (left) to collaborate while communicating via the chat 
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Fig. 3. The architecture of COLLECT-UML 

window (bottom). The private workspace enables students to try their own solutions 
and think about the problem before start discussing it in the group. The group area is 
initially disabled. When all of the students indicate readiness to work in the group by 
clicking on Join the Group button, the shared workspace is activated. The students 
select the components’ names from the problem text. The Group Members panel 
shows the team-mates already connected. Only one student, the one who has the pen, 
can update the shared workspace at a given time. Additionally, this panel shows the 
name of the student who has the control of this area and the students waiting for  
a turn.  

A recent study [23] defines relevant characteristics of good collaboration and the 
authors have considered turn-taking as one of those characteristics. According to their 
results, explicitly handing over a turn can be a good way of compensating for the 
limited communication channel. An implication of providing such protocol is that 
deadlocks can be created in cases where one partner cannot proceed with problem-
solving alone and at the same time refuses to pass the key over to the other partners. 
The advantage, however, is that it maintains clear semantics of a participant’s actions 
and roles in the shared workspace [10]. The lack of providing turn-taking protocol in 
most of computer-mediated collaboration tools is considered to be one of the limita-
tions of such tools [11]. 

The chat area enables students to express their opinions using sentence openers. 
The student needs to select one of the sentence openers before being able to express 
his/her opinion. The contents of selected sentence openers are displayed in the chat 
area along with any optional justifications. Sentence openers structure students’ con-
versation and eliminate off-task discussions. A structured chat interface with specific 
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sentence openers can promote more focus on reflection and the fundamental concepts 
at stake [5]. Although this kind of dialogue requires more effort from the student than 
using plain chat or email, as the student needs to categorize their own contributions, 
research shows that the quality of the dialogue can be higher [16]. In addition, struc-
turing the dialogue makes it easier to analyze computationally [10]. 

Sentence openers provide a natural way for users to identify the intention of their 
conversational contribution without fully understanding the significance of the under-
lying communicative acts [19]. Results from various projects indicate that structured 
dialogues support students to stay on task and increase reflection [13]. However, 
requiring learners to select a sentence opener before typing the remainder of their 
contribution may tempt them to change the meaning of the contribution to fit one of 
the sentence openers, thus changing the nature of the collaborative interaction. Ac-
cording to Lazonder et al. [18], sentence openers should be derived from naturally 
occurring online text-based free dialogues, while Soller [24] states that it is critical to 
provide the widest and most appropriate range of sentence openers. Some experi-
ments [4] show that in interfaces containing both structured and free chat tools, the 
former are used more frequently.  

The group moderator can submit the solution, by clicking on the Submit Answer 
button on the shared workspace.  The system gives collaboration-based advice based 
on the content of the chat area, students’ participation on the shared diagram and the 
differences between students’ individual solutions and the group solution being con-
structed. The task-based advice is given to the whole group based on the quality of the 
shared diagram.  

 

 
 

Fig. 4. COLLECT-UML interface 
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The Next Problem, Submit Answer, Show Solution and Log Out buttons at the top 
of the shared diagram are controlled by the group moderator only, while the Group 
Model button can be accessed by all the members. The students can use the Help 
button (at the top of the individual workspace) to get information about UML Model-
ing, Submit Answer to get feedback on their individual solutions and Next problem to 
move on to a new problem (regardless of the problem the group is working on at that 
point). The students cannot view full solutions in the individual workspaces (that 
option is only available under the shared workspace). Viewing the full solution by 
individual members of the group might stop them from thinking about the problem 
and/or collaborating with the rest of the group members. 

5   Modeling Collaboration 

The ultimate goal of COLLECT-UML is to support collaboration by modelling col-
laborative skills. The system is able to promote effective interaction by diagnosing 
students’ actions in the chat area and group diagram using a set of 22 meta-
constraints, which represent an ideal model of collaboration. These constraints have 
the same structure as domain constraint, each containing a relevance condition, a 
satisfaction condition and a feedback message. The feedback message is presented 
when the constraint is violated. In order to develop meta-constraints, we studied 
 

(221 
  "Some relationship types (associations) in your individual solution are missing from the 
group diagram. You may wish to share your work by adding those association(s)/discuss it 
with other members." 
  (and (match SS RELATIONSHIPS (?* "@" ?rel_tag "association" ?c1_tag ?c2_tag ?*)) 
       (match GS CLASSES (?* "@" ?c1_tag ?*)) 
       (match GS CLASSES (?* "@" ?c2_tag ?*))) 
  (or-p (match GS RELATIONSHIPS (?* "@" ?rel_tag "association" ?c1_tag ?c2_tag ?*)) 
        (match GS RELATIONSHIPS (?* "@" ?rel_tag "association" ?c2_tag ?c1_tag ?*))) 
  "relationships" 
  (?rel_tag ?c1_tag ?c2_tag)) 

 (237 
  "You may wish to explain to other members why you agree or disagree  with a solution." 
  (and (match SC DESC (?* "@" ?tag ?text ?*)) 
       (or-p (test SC ("agree" ?tag)) 
             (test SC ("disagree" ?tag)))) 
  (not-p (test SC ("" ?text))) 
  "descriptions" 
  nil) 

 

Fig. 5. Examples of meta-constraints 

existing literature on characteristics of an effective collaboration, such as [9, 23, 24, 
26]. Figure 5 illustrates two examples of meta-constraints. Constraint 221 encourages 
student participation in problem-solving. This constraint makes sure that the student 
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contributes associations from his/her individual solution to the group solution. On the 
other hand, there are constraints that check whether the student participates in the 
dialogue. Constraint 237 checks whether the student has specified any justification for 
their agreement/disagreement with the group solution. 

A history of all contributions made by each user to the shared diagram as well as 
the messages posted to the chat area is maintained on the server, and the meta-
constraints are evaluated against this history. Feedback is given on contributions 
which involve adding/deleting/updating components in the shared diagram, as well as 
contributions made to the chat area. 

6   Conclusions and Future Work 

This paper presented the single-user version of COLLECT-UML, and the results of the 
evaluation study performed. The results of both subjective and objective analysis 
proved that COLLECT-UML is an effective educational tool. The participants per-
formed significantly better on a post-test after short sessions with the system, and 
reported that the system was relatively easy to use.  

We then presented the multi-user version of the same intelligent tutoring system. 
We have extended COLLECT-UML’ interface, and developed meta-constraints, which 
provide feedback on collaborative activities. The goal of future work is to complete 
the implementation of the multi-user version and conduct a full evaluation study with 
second-year University students enrolled in an undergraduate software engineering 
course. The study is planned for April 2006. Participants will be divided into three 
groups. The experimental condition will receive feedback on the domain model as 
well as their collaborative activities. The students will also be provided with a script 
addressing the characteristics of a good collaboration and the phases they are ex-
pected to go through, at the beginning of the session. The second group will receive 
feedback on their solutions only. These students will be provided with the same script 
at the beginning of the session, but will not receive feedback on collaboration. The 
control group will only receive feedback on the domain level. There will not be any 
type of support on the collaboration process available to this group. Our hypothesis is 
that all groups will increase their problem-solving skills, but that only the experimen-
tal group will improve collaboration skills. All participants will be assessed on their 
understanding of what characterises good collaboration at the end of the session by 
answering questions in the post-test. Their interaction in the shared diagram and chat 
area will also be analysed.  

CBM has been used to effectively represent domain knowledge in several ITSs 
supporting individual learning. The contribution of the project presented in this paper 
is the use of CBM to model collaboration skills, not only domain knowledge. Com-
prehensive evaluation of the multi-user version of COLLECT-UML will provide a 
measure of the effectiveness of using the CBM technique in intelligent computer-
supported collaborative learning environments. 
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Abstract. The integration of practice and learning is a key to cultivation of 
organizational capability for creating or inheriting intellect. In this paper, 
firstly we address the critical research issues for collaborative space design to 
integrate practice and learning. Following the discussion, we have built an 
ontology which specifies the structure of the collaborative learning, described 
patterns of a collaborative space by reference to the learning theories and  
developed an intelligent function to support a collaborative space design on 
ontology-based KM environment, Kfarm, as a foundation for supporting col-
laborative space design. 

1   Introduction 

Organizational activity studies (e.g. knowledge management study [1,2]) discuss what 
a good knowledge is and what an ideal process is. For instance, the famous knowl-
edge management model called “SECI model [3]” suggests us an ideal process of 
organizational knowledge creation and inheritance. 

Our long-term objective is to develop a framework, named Kfarm[4], which totally 
supports creating/inheriting organizational intellect (not only knowledge but also skill 
or competency). For realizing such a rich support framework, we have constructed a 
basic information model, named “Dual Loop Model (DLM)”, following the ontology 
engineering approach. The ontology engineering approach [5,6] is the way to provide 
a basis of the information model for system developers, system users, and a system to 
share concepts and relations of the target world. Concepts and relations in an ontology 
are well clarified to make both of computers and humans intelligible. We have 
adopted such an ontology as a core knowledge processing framework for Kfarm to 
support organizational members’ intellectual activities. 

While building DLM and designing Kfarm, as suggested by many KM theories, 
we have noticed that the integration of practice and learning is a key to cultivate 
organizational capability for creating or inheriting intellect, and found that the inte-
gration can be made reasonably in the case of learning the domain-general compe-
tency while doing practical activities with domain-specific intellect. To realize such 
rational integration, we have made the distinction between the following two types 
of intellect in DLM. 
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Intellect of type A: knowledge or skill required for performing daily jobs. Intellect 
which organizational members directly use, create and inherit for performing daily 
jobs in organizational activities, e.g. domain knowledge to make a plan for perform-
ing daily jobs or skill to execute the plan. 

Intellect of type B: competency to create and inherit intellect of type A. A funda-
mental and implicit intellect which derives the organizational members’ activities to 
create and inherit intellect of type A, e.g. a competency to create new intellect, com-
petency to lead discussion, or competency to acquire intellect by observing others’ 
behavior. 

Our research goal includes to establish a rational design framework of collabora-
tive space to integrate organizational activities to solve practical problem with intel-
lect of type A, and learning intellect of type B to create or inherit intellect of type A. 
We have discussed a unified model for both type A and type B in our previous pa-
per[4]. This paper focuses on the distinction between these two types. In this paper, 
firstly we address the critical research issues for collaborative space design to inte-
grate practice and learning. Following the discussion, in Sect. 3, we will describe an 
intelligent function to support a collaborative space design we have developed. 

2   Collaborative Learning Space Design Based on Ontology 

To increase competitive power of an organization, organizational members should 
have a good circulation of the organizational intellect in the DLM. To achieve this we 
emphasize the need to support organizational members enhancing the circulation
capability, which means learning an intellect of type B.  

As mentioned earlier, intellect of type B mainly includes a competency to create 
and inherit organizational intellect of type A. This assures us that organizational 
members should always learn intellect of type B through group practice to create and 
inherit organizational intellect. Thus, it is important to design an integrated collabora-
tive learning space for learning and practice. 

Such collaborative learning space has been designed by an expert designer. How-
ever, such a design is often highly abstract and implicit, since intellect of type A and 
type B have similar characteristic of intellect and could not be clearly distinguished. 
Additionally, at such a design a designer may be ignorant of whether conflicts be-
tween practical goal and learning goal occurred or not. 

A key to overcoming such a difficulty is to establish consistent and rational design 
based on a common conceptual foundation. That is collaborative learning space de-
sign based on ontology. Encouraging a designer to be compliant with the ontology, 
the design intention of collaborative space is expected to be explicit and the designer 
notices how to avoid and prevent conflicts at the design time. 

In this study, consistent and rational design of collaborative learning space is typi-
cally achieved in the following three steps: Step. 1) Find a right opportunity to initiate 
collaborative learning in a practical space provided by Kfarm. Step. 2) Design col-
laborative learning matching with a state of the practical space. Step. 3) Provide an 
environment for the participants to run the collaborative learning in the physical space 
such as a classroom or cyber space such as chat or bulletin board. 

Step 2 consists of the following three sub-steps: Step. 2-1) Abstract design:
Design collaborative learning configuration including learning goals, tasks, and  
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participants’ roles. Step. 2-2) Concrete design: Embody the abstract design by as-
signing organizational members to the roles, preparing the materials for the task, and 
so on. Step. 2-3) Negotiation: Explain the design rationale to participants. 

In this section, we discuss the role of collaborative space ontology and collabora-
tive space patterns in the design process. 

2.1   Conflict Between Learning Goal and Practical Goal 

As we have discussed thus far, the goal of this study is to draw up design guideline of 
building a rationally integrated space for practice and learning. However, the combi-
nation is not simple because designers often face the conflict between learning goal 
and practical goal. Typical examples of the conflicts are shown below:  

Conflict at the abstract design: Conflicts concerning goals, tasks, or roles some-
times occur at the abstract design. Assume that a designer wants to set up a collabora-
tive learning for a novice participant to learn how to create a new idea by observing 
experts’ behavior when they are involved in a brain storming session. From a practi-
cal viewpoint (to create intellect of type A), all the participants are expected to  
express their ideas freely. On the other hand, from a learning viewpoint (to learn intel-
lect of type B), the expert participants are expected to explain how they come up with 
their ideas and the novice participants are expected to concentrate on observing ex-
perts’ behavior. The two different viewpoints may cause a kind of undesirable con-
flicting feeling of participants.  

Conflict at the concrete design: Conflicts often occur when embodying the abstract 
design.  For example, from a practical viewpoint, a competent person is expected to 
be involved in the collaborative activity to improve the quality of the product and 
shorten the work time. However, in general, it is always hard to get competent per-
sons involved in others’ learning activity. 

Ontology and patterns play an important role for a designer to avoid and prevent 
these conflicts. At consistent and rational design, ontology provides sharable and 
clearly defined concepts of collaborative learning space, and patterns offer guidelines 
to build up the integrated space for learning and practice based on the ontology. 

2.2   Collaborative Space Ontology 

We have built an ontology which specifies the structure of the collaborative learning. 
In addition, we have described the pattern and its frame which are expected to avoid 
and prevent the conflict by reference to the learning theories.  

In this study, ontology is a fundamental conceptual framework to represent the de-
sign rationale or the designer’s intention and to maintain the consistency among dif-
ferent viewpoints. A design based on ontology enables a designer to specify design 
rationale explicitly. The designer may notice hidden relations among different view-
points. As a result, consistent design free from conflicts would be obtained. Addition-
ally in some learning theory, the ways to avoid and prevent conflict are founded. In 
order to reuse design experiences, it is important to describe design know-how as 
patterns and store them. Ontology is also useful to produce consistent patterns be-
cause it provides a common vocabulary, data structure, and so on. 
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Table 1. The major concepts in the Collaborative Space Ontology 

concept Description 
[isa] sub-concepts 

goal desirable change of intellect 
organizational goal desirable change of organizational intellect 

practical goal creation or inheritance organizational intellect of type A (e.g. sharing an idea) 
learning goal learning organizational intellect of type B (e.g. learning creativity) 

interaction goal 
desirable change from personal intellect to organizational intellect (e.g. publish-
ing an idea) 

individual goal desirable change of personal intellect (e.g. acquiring an idea) 

scene 
a situation in which participants carry on a work, a job, or a task to achieve the 
goal 

practical scene 
a situation in which participants carry on a practical task to improve quality of 
the task outcome and the task performance 

learning scene 
a situation in which participants carry on a simplified task comparable to the 
practical task to scaffold learning the intellect 

configuration interactions among roles of participants to achieve the goal 
practical 
configuration 

interactions among roles of participants who have the competency in order to 
achieve the practical goal with high quality and high performance 

learning 
configuration 

interactions designed with learning intention to give high priority to achieve the 
learning goal 

space-time 
the when and the where that collaborative activity expected to be carried out. 
(e.g. a classroom, chat or bulletin board) 

Collaborative space ontology is constructed from the effective concepts which are 
described in the learning theory. We have done comprehensive studies on learning 
theories to build a “Collaborative Learning Ontology[8]”. Following that study we 
aim at expanding the ontology. The ontology in this paper is constructed from both 
practical viewpoint and learning viewpoint. Practical viewpoint is creation and inheri-
tance of intellect of type A, and learning viewpoint is learning of intellect of type B. 

This ontology inherits the basic concepts relevant to organizational intellect crea-
tion and inheritance (e.g. person, intellect, vehicle, and activity). These concepts are 
defined in DLM. By sharing these concepts a design support system can communicate 
information about organizational intellect with Kfarm.

In order to constitute variety forms of collaborative space at a practical setting or 
an learning setting, the collaborative space ontology contains the concepts from both 
practical viewpoint and learning viewpoint; the goals, the task, the scenes, the con-
figurations, the interactions, and so on (Table 1). Our ontology has been defined in an 
ontology editor of an environment for building/using ontology, Hozo[9], in which  
concepts are represented as frames with slots and the is-a relations among concepts. 

2.3   Collaborative Space Pattern 

Collaborative space pattern represents domain-neutral knowledge to prevent the con-
flict. All the concepts appearing in the patterns are defined in the collaborative space 
ontology and most of the patterns are supported by learning theories. In that point this 
pattern and other pattern (e.g. Organizational pattern[10]) differ greatly. 
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In this section we explain two types of patterns; a learning group configuration pat-
tern to prevent the conflict at the abstract design, and an assignment tuning pattern to 
resolve the conflict at the concrete design.  

The learning group configuration pattern represents an ideal collaborative learning 
configuration to achieve both the practical goal (to create or inherit intellect) and the 
learning goal (to learn intellect of type B); they describe rational relations among 
collaborative learning goals and participants’ roles.  

For example, the configuration pattern called "Share an idea for practice" (Table 2) 
has two goals such as a practical goal of sharing a good idea (which is intellect of 
type A) and a learning goal of developing creativity (which is intellect of type B) 
through practice. This pattern contains four roles such as a PRESENTER, 
ADVISER, APPRENTICE, and GUIDE. To achieve the practical goal, a 
PRESENTER explains her idea, and an ADVISER advises the PRESENTER to 
refine her idea. Through the interaction between ADVISER and PRESENTER, effi-
ciency and quality of the practice will be improved. To achieve the learning goal, on 
the other hand, a PRESENTER also plays the role of a GUIDE of APPRENTICE. A 
GUIDE supports an APPRENTICE to develop creativity by explaining her thinking 
process. 

Table 2. Learning group configuration patterns 

Configuration 

Practical interaction 
Practical 
goal 

Role Role 

Learning interaction 

Pattern 
name 

Learning 
goal 

Scene 
Roles 

Role Role 

Learning 
theory 

Sharing  a 
good idea AD. 

P. & G.

ADVISER(AD.)
refines P.’s idea 
by advising the P. 

PRESENTER(P.)
creates a good idea 
by explaining her idea 
to the AD. 

[11] 
[12] 

Share an 
idea for 
practice Develop-

ing creativ-
ity 

practical 
scene 
(e.g. 
create 
business 
plan) 

AP. GUIDE(G.)
supports AP. 
by explaining the 
thinking process 

APPRENTICE(AP)
develops creativity 
by asking G. for advice 

[13] 

Sharing  a 
good idea AD.

P.

ADVISER(AD.)
refines P.’s idea 
by advising the P. 

PRESENTER(P.)
creates a good idea 
by explaining her idea 
to the AD. 

Share an 
idea by 
observa-
tion Develop-

ing creativ-
ity 

practical 
scene 
(e.g. 
create 
business 
plan) 

O. OBSERVER(O.)
develops creativity 
by observing the interaction between AD. and P. 

[14] 

Refining 
intellect 

R.& D. 
(all partici-
pant

REFINER(R.)
conceptualizes intellect 
by pointing out implicit part of intellect 

[15] 
Refine 
intellect 
through 
debate 

Develop-
ing  debate 
competency 

practical 
scene 
(e.g. 
refine 
plan) 

assigned as 
this role) 

DEBATER(D.)
develops debate competency 
by explaining herself 

[16] 
[17] 
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Table 3. Tuning patterns 

Abstract design Tuning 
Role Tuning steps Pattern 

name 
Scene 

Conflict at 
concrete 
design Tuning merit Tuning demerit 

Learn-
ing 
theory 

PRACTITONER 
role con-
straint: 
superior intel-
lect 

First Step: relax the constraint of intellec-
tual level required for the 
PRACTITIONER who is expected to create 
intellect of type A 
Second Step: to add the SUPPORTER role 

Relax a 
role 

constraint 
& Add a 
support 

role practical scene 

No 
candidate 
assigned to
the expert 
role 
(hard to 
get compe-
tent par-
son) 

Introducing a new 
learning goal for a 
PRACTITIONER to 
learn intellect of type B 
from a SUPPORTER 

Lower efficiency 
of the task. Heavy 
burden to 
SUPPORTER 

[13] 

PRACTITONER 
role con-
straint: 
several do-
main intellect 
(domain A, 
domain B) 

First Step: divide role constraint of 
PRACTITIONER into each domain expert 
constraint (P1, P2) 

P1: domain A expert
P2: domain B expert

Second Step: assign appropriate partici-
pant to both P1 and P2 

Divide a 
role 

constraint 

practical scene 

No 
candidate 
assigned to 
the expert 
role 
(hard to 
 get compe-
tent par-
son)

Participant a (or b) 
inherits domain B (or 
A) intellect and clarifies 
her thinking process 
through discussion 

No integration of 
several view-
points. Less dis-
cussion 

[18] 
[19] 

PRACTITONER  
role con-
straint: 
superior intel-
lect 
 
OBSERVER 

First Step: relax the constraint of intellec-
tual level required for the 
PRACTITIONER who is expected to create 
intellect of type A 
Second Step: impose stronger constraint on 
the OBSERVER because OBSERVER is 
well required to have  competency of ob-
servation and analysis 

Shift a role 
constraint 
& Impose 
stronger 

constraint 

learning scene 

No 
candidate 
assigned to 
the expert 
role 
(hard to  
get compe-
tent par-
son)

PRACTITIONER gets 
better understanding 
and teaching skill by 
presentation to 
OBSERVER who devel-
ops practical compe-
tency.  

Lower efficiency 
and quality of the 
task 

[14] 

 
 
A tuning pattern represents a pattern to adjust the abstract design to the real organi-

zation situation. For example, the tuning pattern named "Relax a role constraint & 
Add a support role (top of Table 3)" solves the problem that the designer cannot as-
sign an appropriate participant to the expert role. This pattern has two steps to solve 
the problem; The first step is to relax the constraint of intellectual level required for 
the PRACTITIONER role; this role holder creates intellect of type A. The second step 
is to add the SUPPORTER role to compensate a drop of expert’s intellectual level 
caused by the first step. Moreover, the pattern introduces a new learning goal for a 
PRACTITIONER to develop creativity (intellect of type B) from a SUPPORTER. 
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3   Design Support System for Collaborative Learning 

3.1   Overview of the Design Support System 

Fig. 1 illustrates the support process and the basic components of the system. The 
support consists of the following which correspond to the three design processes men-
tioned in the beginning of Sect. 2.  

Abstract design support: Provide collaborative space configurations appropriate to 
the collaborative activity goals specified by designer using the learning group con-
figuration pattern(Fig.1(A)). Designer may select one from the configurations and 
adjust it to her own design intention. In the case there is no candidate that fits with her 
design intention, she may design it from scratch. 

Concrete design support: Provide the candidate resources suitable for the role in the 
collaborative space configuration(Fig.1(B1)). The candidates are selected based on 
the matching between the role definition and the resource property provided by Intel-
lectual Genealogy Graph[7] which affords a good foundation for intelligent support 
for organizational activities(Fig.1(B2)). In the case that no candidate is found, the 
tuning patterns will be applied to the conflicts between the required constraint in the 
abstract configuration and the real situation and then the possible constraint relaxa-
tions are recommended(Fig.1(B3)).  

Negotiation support: Provide an invitation message for all the participants based on 
the collaborative space design(Fig.1(C)). The message is automatically generated for 
each participant to explain the expected behavior in collaborative learning. Designer 
may modify the message to fit with her design intention. This message plays an espe-
cially important role to establish a better common understanding of collaborative 
learning among the participants.  

a designer

participants Awareness information

Awareness information

Candidate configurations

Candidate participants

Conflict (no participant)

Candidate
tuning configurations

A configuration

Design result

Invitation message for all participants

C
oncrete
D

esign
N

egotiation Invitation message
Template

Learning group
configuration pattern

WW

LL

W-L Goal

Collaborative Space
Ontology

Resource
LL

L W
W-L

WW

Tuning pattern

L

W

W-L

L

Integrated Goal

Practical Goal

Learning Goal

A
bstract
D

esign

Appropriate
participants

Role
definition

Kfa rm

User
profile

Document
repository

K-ranch house

K-granary

K-fieldK-fieldK-fieldK-fieldK-fieldK-field

Intellect Genealogy
Graph (IGG)

Design support system

Task

Practical Goal 
& Learning Goal

A

B1

B3

C

B2

 

Fig. 1. Overview of the design support system for collaborative learning in Kfarm 
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3.2   An Example of the Design Support 

In this section, we will see an illustrative example of support functions along a typical 
design process.  

Assume that an organizational member released an idea memo through K-field to 
get feedback from other members. While monitoring the status of organizational intel-
lect with K-ranch house, the designer found the memo is important for the develop-
ment of organizational intellect of type A. The designer tries to refine the idea in a 
collaborative learning and utilize the space to develop novices’ competency of crea-
tivity (intellect of type B). Then the designer examines the current status of the intel-
lect on the memo by browsing Intellectual Genealogy Graph through K-ranch house 
and knows that the current state of the intellect is the “personal idea” that means it is 
not well refereed in the organization and is not represented in systemic way (i.e., 
implicit intellect). 

The designer selects the practical goal of “Sharing a good idea” and the learning 
goal of “Developing creativity” from the goals recommended by Kfarm(Fig.2(A)). 
“Sharing a good idea” means to change the intellect status from personal to sympa-
thetic, while “Developing creativity” means internalize the organizational competency 
of creativity to organizational members.  

Kfarm provides the collaborative space configurations suitable for the two goals 
based on the collaborative group configuration pattern. In this case, Kfarm finds two 
patterns, “Share an idea for practice” and “Share an idea by observation” shown in 
Table 2. Assume that the designer selects “Share an idea for practice” and use it with-
out any modification.  

The next design phase is the concrete design where the designer embodies the ab-
stract design by assigning real resources to the roles appearing in the abstract de-
sign(Fig.2(B1). The designer is carrying out the assignment of PRESENTER & 
GUIDE in the “Share an idea for practice” pattern. This role holder is expected to 
present her idea nicely and to exemplify her creativity in order for the novices to eas-
ily learn the roles of creating idea.  

participants

practical goals

Selecting a practical goal Selecting a configuration
& Assigning participants to the rolesAvoid a conflict

at abstract design

A conflict
at concrete
design

learning
group

configuration
pattern

learning
group

configuration
pattern

Selecting a learning goal Tuning

Tuning
pattern
Tuning
pattern

A

B2

B3

learning goals
A

content viewer

status of intellect configurations
Intellectual

Genealogy Graph
B1

Tunings

content viewer

Fig. 2. A screenshot of the design support system 
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So the designer wants to find a participant who is highly creative (practical view-
point; intellect creation of type A) and good at assisting others’ learning (learning 
viewpoint; intellect learning of type B). The constraints on the role are specified in the 
collaborative space ontology and Kfarm finds candidates who satisfy the constraints 
with the aid of IGG in K-granary(Fig.2(B2)). K-granary, for example, interprets 
“highly creative person” as the person who has released many original ideas that are 
well accepted as meaningful systemic intellect for the organization. 

If the realization of the abstract design is difficult because of conflicts(Fig.2(B3)), 
Kfarm suggests relaxation of the constraint based on the tuning pattern (Table 3). In 
our case, the pattern; “Relax a role constraint & Add a support role” is applicable. By 
reducing the intellect level required for the PRESENTER & GUIDE to enable an 
assignment to the role and at the same time introducing the SUPPORT role to keep 
the efficiency and the quality from practical viewpoint.  

Once the concrete design is completed, Kfarm generates an invitation message for 
each participant. 

4   Conclusions 

We have discussed issues of design support for collaborative learning based on the 
collaborative space ontology and patterns, which will be able to make it easier to 
design an effective collaborative learning in practical environments. With the ontol-
ogy engineering approach, it is possible to avoid and prevent conflicts in the design 
process which would have occurred in the design process or design result.   

We have been developing a design support system based on the framework, which 
we call Kfarm. The relationship between this system and Kfarm enabled to show the 
candidate of the appropriate participants to the role of the collaborative learning. 

We have implemented the prototype of the design support system except some de-
tails. It is difficult to make truly convincing evaluation of systems and tools in educa-
tion because we need considerable long time to properly measure learning effect. 
Furthermore, in our case, it is also difficult to make comparative evaluation at the 
conceptual level because, as far as the authors’ knowledge, there exists no similar 
system which supports integration of practice and learning for collaborative space 
design. However, collaborative space ontology we developed has been designed 
based on learning theories which are already shown to be valid and useful. For this 
reason we believe that the system based on the ontology supports the designer to 
design effective collaborative space. The implemented prototype system has shown 
the feasibility of our idea which strongly encourages us to go to the full evaluation 
after the completion of the full-scale implementation of the system. 

References 

1. Davenport, T., Prusaki, L.: Working Knowledge. Harvard Business School Press (1998) 
2. Wenger, E., McDermott, R., M. Snyder, W.: Cultivating Communities of Practice. Har-

vard Business School Press (2002) 
3. Nonaka, I., Toyama, R., Konno, N.: Seci, ba, leadership: a unified model of dynamic 

knowledge creation. Long Range Planning Vol. 4-5/1 (2000) 1-31 



196 M. Takeuchi et al. 

4. Hayashi, Y., Tsumoto, H., Ikeda, M., Mizoguchi, R.: Kfarm: An ontology-aware support 
environment for learning-oriented knowledge management. The Journal of Information 
and Systems in Education 1(1) (2003) 80-89 

5. Mizoguchi, R., Bourdeau, J.: Using ontological engineering to overcome ai-ed problems. 
Int. J. of Artificial Intelligence in Education 11(2) (2000) 107-121 

6. Ikeda, M., Seta, K., Mizoguchi, R.: Task ontology makes it easier to use authoring tools. 
In: Proc. of IJCAI’97, Nagoya, Japan. (1997) 342-347 

7. Hayashi, Y., Tsumoto, H., Ikeda, M., Mizoguchi, R.: An intellectual genealogy graph af-
fording a fine prospect of organizational learning. In Cerri, S.A., Gouard`eres, G., Para-
gua�cu, F., eds.: Intelligent Tutoring Systems. Volume 2363 of Lecture Notes in Com-
puter Science., Springer (2002) 10-20 

8. Inaba, A., Supnithi, T., Ikeda, M., Mizoguchi, R., Toyoda, J.: How can we form effective 
collaborative learning groups? In Gauthier, G., Frasson, C., VanLehn, K., eds.: Intelligent 
Tutoring Systems. Volume 1839 of Lecture Notes in Computer Science., Springer (2000) 
282-291 

9. Kozaki, K., Kitamura, Y., Ikeda, M., Mizoguchi, R.: Hozo: An environment for build-
ing/using ontologies based on a fundamental consideration of "role" and "relationship". In 
G´omez-P´erez, A., Benjamins, V.R., eds.: EKAW. Volume 2473 of Lecture Notes in 
Computer Science., Springer (2002) 213-218 

10. Coplien, J.O.: A development process generative pattern language. In Coplien, J.O., 
Schmidt, D., eds.: Pattern Languages of Program Design. Addison Wesley (1995) 183-237 

11. Vygotsky, L.S.: The problem of cultural development of the child. II. Journal of Genetic 
Psychology 36 (1929) 414-434 

12. Vygotsky, L.S.: Mind in Society: The development of higher psychological processes. 
Harvard University Press, Cambridge, MA (1930, Re-published 1978) 

13. Collins, A.: Cognitive apprenticeship and instructional technology. In Idol, L., Jones, B.F., 
eds.: Educational values and cognitive instruction: Implications for reform, Hillsdale, NJ, 
Lawrence Erlbaum Associates (1991) 121-138 

14. Bandura, A.: Social Learning Theory. General Learning Press (1971) 
15. Papert, S.: Mindstorms: Children, Computers, and Powerful Ideas. Harvester Wheatsheaf 

(1980) 
16. Lave, J.: Cognition in practice: Mind, mathematics and culture in everyday life. Cam-

bridge University Press (1988) 
17. Lave, J.,Wenger, E.: Situated Learning: Legitimate peripheral participation. Cambridge 

University Press (1991) 
18. Resnick, L.B.: Shared cognition: Thinking as social practice. In Resnick, L., Levine, J., 

S.Teasley, eds.: Perspectives on Socially Shared Cognition, Hyattsville, MD, American 
Psychological Association (1991) 1-22 

19. Salomon, G.: What does the design of effective cscl require and how do we study its ef-
fects? In: Proc. of 2nd ACM Conference on Computer Supported Collaborative Learning. 
Volume 21(3)., ACM Press (1992) 



M. Ikeda, K. Ashley, and T.-W. Chan (Eds.): ITS 2006, LNCS 4053, pp. 197 – 206, 2006. 
© Springer-Verlag Berlin Heidelberg 2006 

The Big Five and Visualisations of Team Work Activity 

Judy Kay1, Nicolas Maisonneuve1, Kalina Yacef1, and Peter Reimann2 

1 School of Information Technologies, University of Sydney, Sydney, NSW 2006, Australia 
{Judy, Nicolas, Kalina}@it.usyd.edu.au 

2 Research Centre for Computer-supported Learning and Cognition, University of Sydney, 
Faculty of Education, Sydney, NSW 2006, Australia 

p.reimann@edfac.usyd.edu.au 

Abstract. We have created a set of novel visualisations of group activity: they 
mirror activity of individuals and their interactions, based upon readily avail-
able authentic data.  We evaluated these visualisations in the context of a  
semester long software development project course. We give a theoretical 
analysis of the design of our visualizations using the framework from the “Big 
5” theory of team work as well as a qualitative study of the visualisations and 
the students’ reflective reports. We conclude that these visualisations provide a 
powerful and valuable mirroring role with potential, when well used, to help 
groups learn to improve their effectiveness. 

1   Introduction 

Recent studies on computer-supported collaborative learning (CSCL) show that the 
expected beneficial outcomes of teamwork (such as high motivation, deep involve-
ment in learning, and substantial knowledge gains) often do not materialise. An in-
creasing number of studies and observations is reporting low participation rates, low 
levels of communication and collaboration (both in terms of quantity and quality of 
contributions), small knowledge gains, and little satisfaction with the group learning 
situation (e.g. [1], [2] ). Kreijns, Kirschner and Jochems [3] have identified the ten-
dency to assume that social interaction will occur automatically once the environ-
ments makes it possible, and the tendency to forget the social and psychological  
dimension of social interaction as two major pitfalls in designing and deploying col-
laborative learning systems.  

We take the position that a group of students, in order to learn to work collabora-
tively, need to put effort not only in task-work, but also in teamwork. Teamwork can 
be defined as “…a set of interrelated thoughts, actions, and feelings of each team 
member that are needed to function as a team and that combine to facilitate coordi-
nated, adaptive performance and task objectives resulting in value-added outcomes.” 
([4], p. 562). It is teamwork that ensures the success of teams at the workplace, and 
there is no reason to believe that this would be different for teams whose focus is on 
learning. The question of what processes and components comprise teamwork and 
how teamwork contributes to team effectiveness has received much attention in social 
psychology. A recent review of this body of research resulted in the identification of 
the “Big Five” components of teamwork [4]. The elements that make up teamwork, 
independent of the task a team has to perform, are [4]:  
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• Team Leadership: ability to direct and coordinate other team members’ activities, 
assess team performance, assign tasks, develop team knowledge and skills, moti-
vate team members, plan and organise, and establish a positive atmosphere. 

• Mutual performance monitoring: ability to develop common understandings of the 
team environment and apply appropriate task strategies to accurately monitor 
teammate performance. 

• Backup behavior:  ability to anticipate other team members’ needs through accu-
rate knowledge about their responsibilities. Includes the ability to shift workload 
among members to achieve balance during high periods of workload or pressure. 

• Adaptability:  ability to adjust strategies based on information gathered from the 
environment through the use of backup behavior and reallocation of intra-team re-
sources. Altering a course of action or team repertoire in response to changing 
conditions (internal or external). 

• Team orientation:  propensity to take others’ behavior into account during group 
interaction and belief in importance of team goal over individual members’ goals. 

Teams that enact these five competencies will enjoy improved performance. How-
ever, in order to fully realise this performance improvement potential, research shows 
that three coordinating mechanisms need to be in place in addition [4]:  

• Shared mental models: An organising knowledge structure of the relationships 
among the tasks the team is engaged in and how the team members will interact. 

• Mutual trust:  The shared belief that team members will perform their roles and 
protect the interests of their teammates. 

• Closed-loop communication:  The exchange of information between a sender and 
a receiver irrespective of the medium. 

In our approach to support online (learning) teams, we trace students’ interaction 
behavior along these dimensions and provide visualisations which are mirrored back 
to the groups. It is important to note that at this stage in time we are not attempting to 
provide groups with feedback in the strong sense that we could identify and visualise 
differences between optimal performance and a group’s actual performance; rather, 
we mirror information pertaining to the components of teamwork for the groups (see 
also [5]). We believe that groups will profit from ‘only’ mirroring information,  
provided that this information speaks to the appropriate points. Building on the theo-
retically and empirically well grounded “Big Five” framework, we hope to have iden-
tified the appropriate points.  

We have created a set of novel visualisations of group activity: they have been de-
signed to mirror the activity of the individuals and their interactions, based upon read-
ily available authentic data from the groups.  We have evaluated these visualisations 
in the context of a semester long software development project course. The students 
worked in teams of 5 to 7 and were assessed on the demonstrated quality of the soft-
ware product and the effectiveness of the software and group processes in achieving 
that product.  Students were required to make use of the version control system Sub-
version (SVN, http://subversion.tigris.org/) to maintain the versions of their software 
and Trac (http://www.edgewall.com/trac/) to support group communication via a 
Wiki as well as a Ticket system which supports allocation of tasks and tracing them 
against milestones. Data from these was used to build visualisations of the activity of 
each person in each group.  
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The two main questions addressed in this paper are: How well do the visualisations 
capture information relevant in the context of the Big Five framework? Is there a 
relation between patterns identifiable through these visualisations and group perform-
ance outcomes? In the next section, the visualisations are introduced. Next, we ana-
lyse to what extent these visualisations allow one to assess the Big Five components. 
Finally, we describe relations between patterns as revealed by the visualisations and 
group performance. We conclude with a comparison to similar approaches. 

2   Overview of Visualisations 

Activity Radar. As shown in Figure 1, an Activity Radar (inspired by [6]) consists of 
a circle, representing the range of participation, and colored dots, each representing an 
entity for which we want to compare participation levels: often a dot is a team mem-
ber but it could also be a classroom or a group. Each dot is placed on a radius (always 
the same one) and moves to the centre as the member's level of participation in-
creases: a person whose dot is in the centre has the highest level of participation 
whilst a person whose dot is on the perimeter has the lowest level of participation. 
The inner, darker circle perimeter represents the average level of participation. The 
unit of the participation depends on the medium (which explains why we have three 
different graphs associated with the three media, mixing different units in a single 
graph would not be meaningful). For the SVN and for the Wiki media, the amount of 
participation is the number of added lines. For the Ticket medium, it is the number of 
ticket events performed by the member. The highest participation (the center) and the 
average (the perimeter of the dark inner circle) values can be defined separately, thus 
changing the scale. Therefore the scale can be relative to the group only or to the 
whole class. 

 

Fig. 1. Activity Radar for SVN and Wiki (colors will not show on black and white print) 

For instance Figure 1 shows that the bulk of the SVN activity (on the left) is done 
by three students (blue, yellow and red). Whilst the blue dot was still very active on 
the Wiki medium (on the right), the red and yellow dots were much less engaged. The 
most active person on the Wiki (light green dot) was fairly inactive on the SVN.  
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Interaction Network. This representation is based on Social Network Analysis [7], 
which is concerned with capturing relationships and flows between entities. It as-
sumes that these relationships reveal some important features of the group. The  
network is modeled as a unidirectional graph (although we have introduced some 
direction for one medium), consisting of a set of nodes and edges, where each node 
represents a user and an edge represents an interaction between the two corresponding 
users. In our context, we defined the notion of interaction between two members 
when they modify the same resource (in a specific interval of time or not). The width 
of the edge is proportional to the number of interactions between them. 

Figure 2 shows an (ideal) case of a group where all team members interacted a lot 
with each other over the Wiki medium. In contrast, Figure 3 for SVN shows a differ-
ent pattern of participation for a group where only three team members interacted. 

             

  Fig. 2. Interaction Network for Wiki               Fig. 3. Interaction Network for SVN 

Wattle Tree. We have created the Wattle Tree1 (see Figure 4), a novel graphical 
representation, where each user’s activity is shown in a climbing vertical “tree” (time-
line). The tree starts when the user first performs an action in any of the three media 
considered. The left axis indicates the day.  

Wiki-related activity is represented by yellow “flowers”, which, like the flowers on 
a wattle tree, look like yellow circles, appearing on the left of the trees. SVN-related 
activity is similarly represented, as (light and dark) orange flowers on the right of the 
tree. The size of the flower indicates the size of the contribution. Tickets-related ac-
tions are represented by leaves (lines in our current representation): a dark green (left) 
leaf indicates a ticket was open by the user whilst a light green (right) leaf indicates a 
closed ticket. The length of the left leaf is proportional to the time it remained opened. 
Those still open are shown at a standard, maximal size, as in the case of the bottom 
ones of Figure 4. A well-organised, efficient group should have many leaves, of small 
to medium length, on either side, with lots of activity (Wiki, SVN) in between. A 
small number of left leaves, especially if they are of maximal length, indicates that 
users work on very chunky and large tasks, and do not use the ticket system to good 
effect (eg. forget to close their tickets).  

The group represented in Figure 4 shows that the team members used the Ticket 
system moderately well. Early in the project they used the Wiki often, whilst the SVN 

                                                           
1  We use the analogy with the wattle tree (acacia), an Australian native tree with green leaves 

and grapes of round, fluffy yellow flowers. 
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activity kicked in a third of the way into the project.  The overall activity is quite well 
spread in time, except for the clearly visible semester break. The distribution of work-
load shows a greater burden taken by the two left-most members but all members 
sustained a quite steady load. This is consistent with a normal, well involved group. 

 

Fig. 4. Wattle Tree of a well-functioning group 

3   How the Visualisations Can Relate to Each Big5 Factor 

We seek here to investigate how the five important factors of successful team work 
and their respective behavioral makers can be assessed through our visualisations. We 
address each “Big 5” element in turn.  

Team Leadership. This factor is easily observed in the Ticket actions: the team 
leader typically assigns many tickets (seen on AR/T2), to each team member (re-
flected on IN/T). S/he also interacts with all team members, through ticket activity 
and Wiki medium. We expect a good team leader to be close to the centre in AR/T 
within the average circle in AR/W, and to see thick connections from the leader to all 
other team members in the IN/T. The IN/W may also show important connections 
involving the team leader, but not exclusively. We also expect to see in the Wattle 
Tree a continuous activity from the team leader throughout the project, and a rise in 
ticket and Wiki activities before the deadlines. 

Mutual Performance Monitoring. This factor can be partially assessed by the INs. 
A very low level of interactions between team members on all media may indicate 
that they do not monitor each other nor pick up mistakes and lapses. The Wattle Tree 
can also reveal important information, if we observe the time elapsed between team 
members’ actions. Members of a monitoring team are quicker to respond to each 
other, and tickets do not remain open for a long time without reassignments. 
                                                           
2  AR stands for Activity Radar, T for Ticket. Similarly we denote AR/W and AR/S, as well as 

IN/W, IN/T, IN/S for the three Interaction Networks. 
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Table 1. Team Leadership 

Behavioral Markers Activity 
Radar 

Interaction 
Network 

Wattle Tree3 

 T W S T W S  
Facilitate team problem solving + + + +  Continuity in time 
Provide performance expectations 
and acceptable interaction patterns 

+ + + +  Continuity in time 

Synchronize and combine individ-
ual team member contributions 

+ + + +  Continuity in time, esp. 
before deadlines 

T = Ticket; W = Wiki; S =  Subversion 

Table 2. Mutual performance monitoring 

Behavioral Markers Activity 
Radar 

Interaction 
Network 

Wattle Tree 

 T W S T W S  
Identifying mistakes and lapses in 
other team members’ actions 

+ + + Time elapsed between 
interactions, opening time 
of tickets. 

T = Ticket; W = Wiki; S =  Subversion 

 

Backup Behavior. A main aspect of backup behavior is the ability to shift workload 
amongst team members to achieve balance during periods of high workload and pres-
sure. The IN/T would give an idea of how well tickets were distributed by the team 
leader. Activity Radars, on all media, are an indicator of how much each member 
participated on average. In particular the assignment and re-assignment of tickets 
gives a good indication of how tasks are distributed. However the most information is 
given by the Wattle Tree, as it shows, at any given time, the amount of activity for 
each team member. Whilst the actions captured may not precisely reflect the amount 
of work done by the participant (e.g. a small Wiki entry may in fact be the result of 
several hours work), there is a good indication of how workload is distributed. A 
week before an important deadline for instance, where there is usually a burst of ac-
tivity, a team that practices backup behavior would shift tasks at that time to the less 
busy members. So we would expect to see an even workload during these periods of 
pressure, even if they are preceded by a short, uneven period. 

Table 3. Backup behavior 

Behavioral Markers Activity 
Radar 

Interaction 
Network 

Wattle Tree 

 T W S T W S  
Recognition of workload distribu-
tion problem in the team. 

+ + + +   

Shifting work to underutilised team 
members 

+ + + +   

Distribution of work-
load, re-balancing of 
workload  

T = Ticket; W = Wiki; S =  Subversion  

                                                           
3  In each table, we indicate with a ‘+’ whether the visualisation addresses the marker. For the 

Wattle Tree, more complex, we give a textual clarification of what element addresses it. 
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Adaptability. This factor is difficult to assess as its absence does not imply that the 
team is not successful. For instance the task, team and resources may be problem-free, 
hence the team does not have the opportunity to show its adaptability. However if we 
know of a problem or a change then we can observe how the team reacted. One team, 
for instance, had an inactive “team leader” so one member informally took the lead 
and the team managed to complete the task. Whilst all the visualisations may show a 
problem (e.g. an inactive team member), the reaction of the team may not be always 
observable on the visualisations. When the time of these changes is known, then we 
can gain cues from the Wattle Tree since it is time-based. For example, we could see 
when the other team member took informal leadership of his team and how long it 
took the others to respond to his actions. Importantly, the team members, having deep 
knowledge of the dynamics and situation may recognise evidence of such shifts. 

Table 4. Adaptability 

Behavioral Markers Activity 
Radar 

Interaction 
Network 

Wattle Tree 

 T W S T W S  
Identify cues of change, assign 
meaning to it, and develop a new 
plan to deal with it 

+ + + + + + See actions related to 
critical times. 
Time between actions 

T = Ticket; W = Wiki; S =  Subversion    

 

Team Orientation. The Wattle Tree provides a nice picture of the degree of in-
volvement of each individual during periods of high pressure, such as the completion 
of a project milestone. AR and IN diagrams give an indication of how much the 
members participate overall, how much they interact and in which direction. Thick, 
even-colored links between team members show that they interact a lot, on average in 
a symmetric two-way fashion. Reassignment of tickets, tickets closed by other mem-
bers are also evidence that other team members participate in a task.  

Table 5. Team orientation 

Behavioral Markers Activity 
Radar 

Interaction 
Network 

Wattle Tree 

 T W S T W S  
Increased task involvement, infor-
mation sharing, strategising, and 
goal setting 

+ + + + + + Coinciding actions in 
time 

T = Ticket; W = Wiki; S =  Subversion   

4   Relation to Group Performance 

Here we only describe relationships between the visualisations and observed team 
performance, in particular relationships with the quality of outcomes (as reflected in 
grades for group management). Our first, and most important, source for gaining an 
understanding of student perceptions, was the final reports. Each group was required 
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to write a 1-2 pages reflective statement about its achievements, limitations and what 
had been learnt. In addition, students reported their contributions and made a reflec-
tive statement. Nine of the ten groups had access to the diagrams to use for their re-
ports and six did so. The second main source of evidence was the information in the 
Subversion and Trac repositories: whenever we wished to understand more about a 
group, we could examine these in detail. Indeed, it is this huge collection of informa-
tion that our visualisations are intended to summarise and overview. The following 
analysis is based around the elements of the Big Five model and reports our observa-
tions of the role of our visualisations, in relation to them. 

 
Team Leadership  
Facilitate team problem solving: In effective groups, the characteristic pattern of 
Wiki activity by the team leader appeared as many yellow flowers on their Wattle 
Tree. The Interaction Network clearly distinguished successful leaders because it 
showed that they interacted with all group members. For less successful groups, there 
are clear indications of problems: for example, a nominal group leader had absolutely 
no interactions with anyone on any medium. The Wattle Tree pattern of SVN submis-
sions and Wiki activities for each member gave a gross indication of people perform-
ing assigned tasks. These were very valuable when combined with scrutiny of the 
details in the system.  

Provide performance expectations and acceptable interaction patterns: In the final 
reports, it was striking that, in all 5 groups which referred to the diagrams, the team 
leader was one of the people who did so. They referred to them in relation to just 
these aspects of performance and interaction. One of them noted that they were unre-
liable in relation to one team member who did not make their own SVN submissions, 
but clearly showed that this aspect of the visualisations presented a very clear pattern.  

Synchronise and combine individual team member contributions see and evaluate 
information that affects team functioning: For some groups, this was visible in the 
SVN interactions which seemed to occur when individual code was integrated. Our 
visualisations are complemented by the information that is presented by Trac/SVN on 
the history of each document.  

Mutual Performance Monitoring 
Identifying mistakes and lapses in other team members' actions: In the case of ex-
treme social loafing, the Wattle Tree (and, to a lesser degree, the AR diagrams) made 
this very clear. The students tended to avoid criticising each other in their reports but 
two leaders pointed to the pattern in these diagrams as clear indicators of failure to 
contribute. The individuals involved made no comment on them (even though they 
should have read the whole report, including the leader's comments critical of them), 
perhaps because they had nothing to offer to refute this. In the case mentioned above 
where the group leader did the SVN commits for another person, that person men-
tioned this in their report and pointed to comments in the commit which indicated 
this. This case clearly shows that the displays made lapses evident.  

Student reflections included several mistakes, such as doing the wrong job, but 
these were not visible in our displays. However, there were cases where students 
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reported a task being taken over because the person initially allocated it had problems 
and, somewhat surprisingly, this was reflected in a change in the Wattle Tree with a 
shift from SVN to Wiki activity.  

Backup Behaviour 
Recognition of a workload distribution problem in the team. The size of the flowers 
and their frequency are an indication of this. Although we were only able to make the 
diagrams available at the end of the course, they would have made an excellent basis 
for a group discussion earlier. For example, where a person was not active, this could 
be explored by the group.  

Shifting work to underutilised members: As described above, this was sometimes 
visible in the change in pattern of SVN/Wiki activities of the individuals involved as 
well as interactions on the SVN for code from tasks taken over.  

Adaptability 
Identify cues of change, assign meaning to it, develop new plan to deal with it: This is 
similar to the issues of back up described above under backup.  

Team Orientation 
Increase task involvement, information sharing, strategising and goal setting. In suc-
cessful groups, this seems to have been reflected in high Wiki activity early in the 
semester. It is also reflected in the Interaction Network diagrams with the most suc-
cessful groups having quite rich interaction on the Wiki, with all members having 
some interactions with all others. There was also one group where the division of 
work meant that half the group had high interaction on the Wiki and the other half had 
high interaction on SVN. This matched their individual reflections.  

5   Conclusion 

We have presented our visualisations that externalise the long term activity of groups. 
The Activity Radar derives from Erickson [8], but we focus on asynchronous contri-
butions over a long period rather than current chat actions. The Interaction Network is 
somewhat like Social Network Analysis diagrams. The most novel of our visualisa-
tions, the Wattle Tree, was inspired by Donath et al. [9] which summarises activity on 
a single medium by diffuse communities. The importance of this work is reflected in 
the large body of work in the CSCW community on various aspects of awareness 
[10], much of it informing the facilities available in Trac/SVN. We have not found 
any work that has captured the long term, high level, graphic summary of individual 
activity within teams. The Wattle Tree has proved particularly useful because it gives 
the right mix of detail and high level summary over a long period.  

We have motivated our approach to visualising team interactions with the Big5 
model of teamwork [4], and demonstrated that the visualisations can express various 
aspects of the components of teamwork. A qualitative analysis revealed a number of 
relations between patterns observable in the visualisations and team performance.    
As mentioned in the introduction, the visualisations do not communicate normative 
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information; they do not show how a group or a team member ought to perform. Cur-
rent research fails to offer optimal values for the five components. It is also unlikely 
that a general optimal combination of values can be identified: they are affected by 
the situational demands, as well as the history of the group (e.g. how well the group 
members know each other) [8]. One way around this problem is to work purely induc-
tively and base feedback on what worked for teams in similar situations [11]. This, 
however, requires analysis of a great number of similar situations. In our approach, 
the interpretations are left to the team members themselves or to those who are very 
familiar with the specifics of teams, such as their managers or, in instructional set-
tings, tutors. This avoids the possibility of ill-founded feedback and advice; it can also 
be argued that leaving the normative decisions to groups themselves has positive 
motivational effects and has the potential to eventually lead to more stable and satis-
fied groups [12]. 
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Abstract. Cognitive tutors have been shown to increase student learning in 
long-term classroom studies but would become even more effective if they pro-
vided collaborative support and metacognitive tutoring. Reconceptualizing an 
established tutoring system as a research platform to test different collaborative 
and metacognitive interventions would lead to gains in learning research. In this 
paper, we define a component-based architecture for such a platform, drawing 
from previous theoretical frameworks for tutoring systems. We then describe 
two practical implementation challenges not typically addressed by these 
frameworks. We detail our efforts to extend a cognitive tutor and evaluate our 
progress in terms of flexibility, control, and practicality. 

1   Introduction 

A cognitive tutor is an intelligent tutor that compares student action during problem-
solving to a model of correct action, and provides context-sensitive hints and error 
feedback. These tutors have been shown to be effective at increasing student learning 
in long-term classroom studies by as much as one standard deviation over traditional 
instruction [1,2]. In general, cognitive tutors have focused on instruction to increase 
domain knowledge but have lacked support for collaborative activities or metacogni-
tive tutoring. However, cognitive tutors could become even more effective if used in 
combination with collaborative and metacognitive interventions. 

There is a need for research on which interventions are most effective. Collabora-
tion can increase student mastery of domain knowledge, reasoning strategies, and 
social skills, but it is only effective when designed to encourage particular behaviors 
[3]. Although cognitive tutors like the Cognitive Tutor Algebra I (CTAI) are used in 
conjunction with collaborative classroom activities, it is difficult to control whether 
these activities occur as intended and difficult to measure their effectiveness. It is 
necessary to determine which activities produce desired learning effects and to control 
their execution. Similarly, preliminary research on supporting metacognition in intel-
ligent tutoring systems has yielded encouraging results [4]. More research is needed 
to evaluate different interventions in a classroom context. 

Tutoring systems are ideal environments for experimentation with collaborative 
and metacognitive interventions. They are useful settings for the implementation of 
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collaborative activities: The controlled environment adds structure, and actions can be 
tutored so that desired behaviours are exhibited. Further, implementing metacognitive 
instruction within the context of an intelligent tutoring system can provide monitoring 
and support mechanisms for metacognition that may increase learning. Trying many 
interventions on the same system allows researchers to examine varying effects and 
explore how the interventions might complement each other. There are additional 
benefits to using an established tutoring system: savings in development time, preex-
isting relationships with classrooms that are using the tutor, and a proven baseline of 
effectiveness. For example, the CTAI is an integral part of the Pittsburgh Science of 
Learning Center (PSLC) which facilitates experimental studies in real-world contexts 
by providing access to schools and programmers.  

An established tutoring system is a solid basis for a research platform. A research 
platform should be flexible in terms of the number of experiments that can be con-
ducted, controlled in terms of the number of factors that can be compared in an ex-
periment, and practical in terms of its ability to facilitate interventions that are used in 
a real classroom. The idea of a cognitive tutor as a research platform has been ex-
ploited before; existing tutoring systems like Project LISTEN have been used for 
large-scale data collection and analysis and have been extended to test hypotheses 
about tutoring cognitive skills [5]. However, these extensions have not contributed to 
a flexible framework for experimentation with more complex interventions. Preexist-
ing tutoring systems have been extended to test collaborative and metacognitive hy-
potheses [6], but these projects have not created a platform that researchers can use to 
compare scenarios. Building a collaborative or metacognitive tutoring system from 
scratch to test certain research hypotheses [7,8] can provide flexibility and control, 
but because these systems are not based on an established tutor, they may not be prac-
tical for classroom use and would require much development to make them so.  

In this paper, we describe the extension of an established tutoring system into a re-
search platform that provides support for both collaborative and metacognitive inter-
ventions. We define a theoretical architecture for such a platform, discuss practical 
challenges in implementing the architecture, and evaluate our specific efforts in ex-
tending the CTAI into a platform for experimentation. 

2   Component-Based Architecture 

A research platform must allow flexibility in terms of the number of tutoring experi-
ments that can be run and control within an experiment to facilitate ablation studies. 
These requirements can be met using a component-based architecture that emphasizes 
the development of independent, reusable components [9]. An ideal implementation 
of this approach yields a situation where components can be created for use in a vari-
ety of situations and can be added or removed without much effort. 

Component-based architectures have been proposed as a way to enhance the effec-
tiveness of intelligent tutoring systems, but it is often difficult to integrate components 
created for different purposes [10]. Standards for curriculum representation like the 
Scaleable Content Object Reference Model have been proposed to resolve this prob-
lem [11], and distributed architectures like KnowledgeTree [12] and multi-agent ap-
proaches such as I-help [13] have been developed to integrate individual web-based 
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services more effectively. Architectures designed for collaborative activities have also 
been developed, with a focus on synchronizing objects between components to create 
shared activity spaces [14]. We model our approach after these approaches, focusing 
on developing reusable components and interaction standards. 

We have developed a component-based architecture (Figure 1) for a research plat-
form for collaborative and metacognitive tutoring, based on Ritter and Koedinger's 
architecture for plug-in tutoring agents [15]. We focus on students solving problems 
in a single application, unlike the above research, which focuses on the integration of 
multiple applications. We intend the components we discuss to be situated in a larger 
web-based system for the delivery of multiple applications (e.g., [12]), and to be ca-
pable of receiving curriculum information independently.  

Fig. 1. Our component-based architecture. The figure depicts 3 tutors, 6 tools, and 2 users, but 
in theory, it could have any number of tools, tutors, and users. 

We separate the components in our architecture into tools and tutors. Tool compo-
nents are the part of the application that the user sees, while tutor components are the 
part of application that evaluates and offers advice to the student [15]. A spreadsheet 
is a tool, while the software module that gives feedback to a student on completing 
the spreadsheet is a tutor. Adding multiple tool components to a given application can 
facilitate collaboration; each collaborator might use a different tool on a different 
computer. Adding multiple tutor components to a given application can facilitate 
metacognitive tutoring. A tool that incorporates self-explanation could have two cor-
responding tutors, one that is responsible for the cognitive elements of the task, and 
one that is responsible for the self-explanation elements of the task [6]. To facilitate 
reuse, tools should be built to be compatible with any corresponding tutor, and tutors 
should be built to be usable with any corresponding tool.  
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Establishing standards for messages exchanged by components during a tutoring 
session, based on the protocol in [15], can also enable component reuse. In general, 
tools send messages that communicate information about user actions, while tutors  
send messages that provide feedback about user actions. A proposed set of messages 
is shown in Table 1. To facilitate reuse, any message that can be sent by a tool should 
be understood by a tutor, and any message that can be sent by a tutor should be under-
stood by a tool. Although this protocol was originally designed to support cognitive 
tutoring, it can be applied to metacognitive and collaborative tutoring, where message 
content may be different but message structure would be the same. 

Table 1. Message types for tool and tutor components 

Component Message Type Message Meaning 

Note input Student uses an interface element 

Note create Student creates an element
Note delete Student deletes an element 

Note hint request Student asks for a hint 

Tool User action 

Note done Student indicates problem complete 

Approve Answer is correct 

Flag Answer is incorrect 

Point to Points to an element 

Send message Gives feedback

Tutor feedback 

Update assessment Changes student assessment 

Send input Performs user action 

Undo input Undoes user action 

Send create Creates element 

Tutor 

Tutor action 

Send delete Deletes element 

 

Following Ritter [16], we define a remotely located mediator to control the interac-
tion between components. The mediator is aware of which components are involved 
in a collaborative session, and during tutoring, receives messages and passes them to 
the appropriate components. The mediator also holds a set of rules for dealing with 
message conflicts (sample rules are described in [16]). Because knowledge for how to 
deal with interacting components is located within the mediator, only the mediator has 
to be changed when adding or removing components.  

3   Practical Challenges 

Although theoretical frameworks can provide guidelines for the design of independ-
ent, reusable components, there is a question as to whether these architectures are 
practical for development and classroom use. It is not always feasible to design for 
reuse because usability can be in conflict with reusability, and it can be impractical to 
develop reusable components on a realistic schedule. Architectures must be more spe-
cific about expectations for component reuse. 
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3.1   Feasibility of Designing for Reuse 

There is a conflict between designing for reuse and designing for usability. Different 
tools can be easier to use together if their relation is represented in the interface. 
When a student has to input values in a spreadsheet and then plot the values on a 
graph, it is easier to have each point plotting widget located next to the appropriate 
spreadsheet cell, so that the connection between the two tasks is clear. However, tools 
then become dependent on each other, making it more difficult for developers to reuse 
them. Theoretical architectures need to account for compromises that must be made 
between usability and reuse. Developers could consider linked tools as a single tool, 
making the larger tool reusable.  

Further, developing for reuse is not always an attainable goal.  On a tight develop-
ment schedule, it is unlikely that programmers can give tools the higher level of func-
tionality required for reuse. When a tool was not originally designed for collaborative 
use, adding functionality for tutor actions is not a high priority. It also may be unrea-
sonable to modularize components to the level required for reuse. For small tutoring 
interventions, it may be simpler to modify the primary tutor rather than to add an ad-
junct tutor. Frameworks should prioritize reuse requirements so that developers can 
implement critical functionality for reuse but code flexibly enough to facilitate the 
future implementation of other requirements. Explicit implementation guidelines for 
usability and reuse would aid in design decisions. 

3.2   Separation Between Tool and Tutor Components 

Taking usability and a practical development schedule into account can create diffi-
cult decisions when attempting to implement a theoretical framework that does not 
specify tool and tutor responsibilities. We attempt to define tool responsibilities to 
maximize the flexibility and experimental control provided by a multi-agent architec-
ture. Tools should act as more than an interface to the tutor. For instance, in an equa-
tion solver, when a student subtracts both sides of an equation by five the result needs 
to be displayed by the tool. If the tool behaves as an interface, some agent would be 
needed to compute the result of the student action, which means that the tool is de-
pendent on that agent for updating its state. One might argue that it is not practical to 
emphasize independence for tools that do not mimic anything outside a tutor. How-
ever, one should design with future extensions in mind. In an architecture where com-
ponents can be easily added and removed, it is necessary that the tool hold the logic 
for calculating the result of student actions.  

A more difficult question is whether the tool should require permission from a tu-
tor to update its state based on student actions. When a student requests to create a 
point on a graph, does the tool wait for permission from a tutor to approve the request 
before creating the point (synchronous operation), or create the point, allow the stu-
dent to continue, and then deliver tutor feedback (asynchronous operation)? Waiting 
for permission means that the tool cannot function independently of a particular tutor, 
but providing asynchronous feedback might decrease usability. One solution could be 
to increase tool functionality so that it can always undo the previous action. However, 
this solution is problematic for usability, as it may be confusing to the student to see 
their action mysteriously reversed (e.g., creating a point and then immediately delet-
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ing it). The best solution may be to sacrifice reuse and have certain actions, like user 
“create” actions, require an immediate response from a tutor. 

The final decision in component separation is whether to give the tool knowledge 
about tutoring. When an entry in a spreadsheet is flagged, does the tool or the tutor 
know to display the error by turning the text red? If the knowledge is located in the 
tool, tutors will not need to know about the specifics of each tool in order to send ap-
prove and flag messages. However, having the tool know about the tutoring might be 
unreasonable in situations where tools are pre-designed; one would not expect Micro-
soft Excel to be developed with a tutoring framework in mind! Developers have to be 
prepared both to use pre-designed tools and to design tools specifically for tutoring. 
When using an off-the-shelf tool in a tutoring scenario, a translator component can be 
built to transform a flag message into a more specific series of messages for that  
particular tool. When designing or modifying a tool for use in a component-based 
tutoring framework, it should have feedback behaviors built in. Although theoretical 
architectures specify that tool and tutor components should be separated, examining 
the issue yields a set of guidelines on where that separation should occur. 

4   Evaluation of Progress 

We now evaluate our efforts in extending the CTAI into a research platform. We 
wished to retain the strengths of the CTAI while adding collaborative functionality. 
To this end, we expanded the CTAI to incorporate a peer tutoring script (PTS). We 
have implemented the architecture from Section 2, while negotiating the challenges 
discussed in Section 3. Our changes form the beginning of a flexible, controlled, and 
practical framework for future extensions. 

4.1   Proposed Extension to the Cognitive Tutor Algebra-1 

The CTAI focuses on “the mathematical analysis of real-world situations and the use of 
computational tools” [1]. Students read a word problem and use various tools to solve the 
problem. As students work, the cognitive tutor monitors their progress based on a model 
of performance and gives immediate feedback. When students make an error, the cogni-
tive tutor will immediately “flag” it (e.g., by turning input text red) and, for common 
errors, output a message that explains the misconception. At any time, the student can 
request help, and the cognitive tutor will provide hints. The tutor keeps an estimate of 
student mastery of skills. Skill levels are displayed so that students are aware of their 
progress, and problems are chosen based on skills that students have not yet mastered. 

We are integrating collaboration and metacognitive tutoring into the CTAI using a 
peer tutoring script. Instead of the computer tutoring students on math, students tutor 
each other, while the computer provides collaborative support. The human peer tutors 
prepare by solving the problem that they will be teaching with the help of the computer 
tutor. While tutoring, peer tutors mark tutees' answers as wrong or right, provide hints 
and feedback in a chat window, and assess the tutees' skill mastery. Peer tutees can  
also engage the tutor in discussion in the chat window. See Figure 2 for a screenshot of 
the peer tutor's interface. Peer tutoring scripts have improved learning, particularly when 
peer tutors prepare ahead of time, peer tutors provide elaborated explanations which 
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peer tutees use constructively, and students set goals for the tutoring and monitor 
skills being acquired [17]. We believe that the PTS encourages these elements and 
will enhance the effectiveness of the CTAI.  

Fig. 2. Screenshot of peer tutor's interface in the peer tutoring script (PTS) 

4.2   Implementation of Extensions 

To implement PTS, we changed the CTAI so that the tool and tutor components func-
tion independently of each other, are remotely located, and communicate through a 
mediator, as illustrated in Figure 3. Although the CTAI was designed to follow the 
architecture described in [15], development constraints lead its current state to evolve 
from this ideal. Components were dependent on each other for launching, and some 
tool functionality was located within the tutor. The tool and tutor were capable of 
communicating remotely using the message protocol defined in Section 1, but there 
was no mediator in place. We created central classes that could function remotely to 
control functions such as beginning a session, launching the tutor, and shutting down 
the tutor. We added a mediator to intercept remote messages between the tool and 
tutor. 

We then created some new tutor components, which required further negotiation of 
the tool/tutor separation. We built an echoing module to echo input from one user's 
screen onto the other. The echoing tutor receives user action messages, and trans-
forms them into the appropriate tutor feedback and action messages. For example, a 
“note input” message on a given widget would be changed into a parallel “send input” 
message. To make the echoing tutor effective and reusable, we implemented most of 
the tool-side functionality detailed in Section 3.2, and improved tool response to tutor 
action messages, which were rarely used in the CTAI. We tested the echoing tutor in a 
configuration with the original cognitive tutor, and two original tools (see Figure 3). 
We also implemented a prototype metacognitive tutor to listen for certain messages 
and provide metacognitive instruction when appropriate.  
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Fig. 3. Three steps in extending the CTAI to implement the peer tutoring script 

Finally, we created the tool components required for the PTS, attempting to plan 
for both usability and reuse. We added a chat tool for the peer tutor and tutee. We also 
modified the peer tutor's tools, disabling widgets for inputting answers, and adding 
widgets for approving and flagging to the title bar. This setup is more usable because 
these new widgets are in one place, but reusable in that changing the title bar removes 
peer tutoring functions from the tools while retaining other characteristics.  

4.3   Results and Discussion 

We evaluate our implementation with respect to our criteria for a good research plat-
form: flexibility, control, and practicality. The framework that we have developed is 
flexible in terms of the potential reuse of components that have been implemented and 
the variety of new components that could be integrated. In addition to the peer tutor-
ing extension to the CTAI, developed components suggest other extensions. Combin-
ing the echoing agent with two regular tools yields a collaborative setup for solving 
cognitive tutor problems. Combining the echoing agent and the cognitive tutor agent 
with a regular tool and a modified peer tutor tool so that the peer tutor cannot input 
values or perform tutoring actions yields an actor/observer configuration, where one 
person solves the problem, the other watches.  

A variety of new components can be integrated into this framework, illustrating the 
extensibility of the CTAI. The mediator potentially allows any components to connect 
to it, as long as they include a translator class to translate the messages into the proto-
col we have developed. For example, we intend to use the framework to implement 
another collaborative session type, called the collaborative problem-solving script 
(CPS), where two students alternate between working independently and together to 
solve problems [18]. Students collaborate at the same computer terminal. They re-
quire a tool modified for the requirements of the CPS, the cognitive tutor, an instruc-
tion tutor that listens for certain messages from the cognitive tutor and provides 



 Cognitive Tutors as Research Platforms 215 

scripted instruction, and a collaborative help tutor that listens for certain messages 
from the tool and provides adaptive support. Adding components to the CTAI would 
not be possible without the implemented framework.  

The framework can also ensure experimental control in research by facilitating ab-
lation studies to examine the independent effects of components. Because components 
have no knowledge of each other but are connected through the mediator, specifying a 
different configuration in the mediator can remove the component. For example, it is 
simple to compare versions of the PTS with or without a specific tutoring agent, sim-
ply by changing the mediator to include or exclude that agent. One could also make 
comparisons between different versions of the tools; for example, comparing the dif-
fering effects of using the regular skill display to the effects of using the peer tutor-
able display. In the CPS, removing the instruction tutor and/or the collaborative help 
component allows different interventions to be compared. The implemented frame-
work allows examination of why an intervention is effective. 

Practicality is the final criteria for evaluating our implementation. We have at-
tempted to design for usability in addition to reuse, and tried to keep the development 
demands for reuse to a minimum. We have extended the CTAI, a tutor that has been 
shown to be effective, which means we are comparing our interventions to a gold 
standard. The tutor is already used in roughly 2000 classrooms across the United 
States, and is an integral part of the Pittsburgh Science of Learning Center (PSLC), 
which is engaged in facilitating experimental research in real classrooms. Using the 
CTAI means there is institutionalized support with accessing teachers, schools, and 
CTAI developers. At this early stage, it appears that the extended CTAI is practical 
for development and classroom use. 

We have developed a theoretical architecture for extending an established cogni-
tive tutor into a platform for collaborative and metacognitive experimentation, dis-
cussed some practical challenges with the implementation, and evaluated our efforts 
to expand the CTAI using a peer tutoring script. We will soon be evaluating the PTS 
in the classroom, and using the framework with other scenarios such as the CPS, 
which should give us a clearer idea of the effectiveness of the CTAI as a research 
platform. Other established tutoring systems can be extended in a similar manner, 
using a multi-component architecture that is specific about component responsibilities 
and takes usability needs and development schedule into account. Reconceptualizing 
the cognitive tutor as a research platform is a powerful idea for furthering educational 
research and improving intelligent tutoring technology. 
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Abstract. Heterogeneity in learning groups is said to improve academic
performance. But only few collaborative online systems consider the for-
mation of heterogeneous groups. In this paper we propose a mathemat-
ical approach to form heterogeneous groups based on personality traits
and the performance of students. We also present a tool that imple-
ments this mathematical approach, using an Ant Colony Optimization
algorithm in order to maximize the heterogeneity of formed groups. Ex-
periments show that the algorithm delivers stable solutions which are
close to the optimum for different datasets of 100 students. An experi-
ment with 512 students was also performed demonstrating the scalability
of the algorithm.

1 Introduction

Cooperative learning is one of the many instructional techniques to enhance
student performance described in the academic literature [4], [13], [19]. While
the advantages of cooperative learning are very well documented [1], [11], [12],
making it more efficient by creating heterogeneous groups has been given little
attention. Researchers in the area of cooperative learning also claim that many of
the unsuccessful outcomes of group work stem from the formation process (e.g.,
[14], [18]). Although group formation is said to play a critical role in terms of
enhancing the success of cooperative learning ([12], [19]) and therefore increasing
the learning progress of students, it is observed that there is only little research
done that addresses the formation of groups in a heterogeneous way.

Moreover, the potentials of computer-based methods to assist in the group
formation process have not been explored fully. Despite the popularity of com-
puter-based tools to support collaborative learning [3], [8], [15], designers mainly
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focus on collaborative interaction to address the techniques of sharing informa-
tion and resources between students. Inaba [10] incorporated the grouping aspect
and constructed a collaborative learning support system that detects appropri-
ate situations for a learner to join in a learning group. Also Greer et al. [9]
considered the formation of groups in tools that address the issue of peer-help.

While the above systems have proved to be appropriate in several contexts,
they do not specifically reveal how the groups can be initially formed. It seems
that considerations of the personality attributes are usually neglected in form-
ing groups. The objective of this paper is, therefore, to address this limitation
incorporating personality attributes as well as the performance level to form
heterogeneous groups.

The research work has two main goals. The first one is the development of
a mathematical model (Sect. 2) that addresses the group formation problem
through the mapping of both performance and personality attributes into a
student vector space. This serves as a foundation for the application of formal
methods in the determination of heterogeneous groups. The second one is to
provide a tool that implements the mathematical model. This tool can be used
to supplement existing intelligent collaborative learning systems which do not
consider the formation of heterogeneous groups so far. As a consequence, learners
get more out of collaborative learning and their learning progress increases.

For maximizing the heterogeneity of the groups, the tool uses an Ant Colony
Optimization algorithm described in Sect. 3. We describe in Sect. 4, how the
algorithm is adopted in the group formation problem and experiments applying
the algorithm with real-world data are presented in Sect. 5.

2 The Mathematical Approach of Group Formation

In this section, the conceptual framework for our mathematical model to form
heterogenous groups of students is described.

2.1 The Student Space

For the definition of the student space, attributes whose values can be obtained
from easily available indicators are selected based on expert opinion and discus-
sion with colleagues. These attributes are group work attitude, interest for the
subject, achievement motivation, self-confidence, shyness, level of performance
in the subject, and fluency in the language of instruction. Each of these at-
tributes has three possible values, where 1 indicates a low and 3 a high category
value.

By applying the concepts of a vector space model, each student is represented
in a multi-dimensional space by a vector whose components are made up of
the values of personality and performance attributes. For instance, student S1
may be represented by the vector S1(3, 1, 2, 1, 3, 3, 2), indicating that group work
attitude is positive, interest of the subject is low and so on. For collecting the
values of the attributes in order to apply the approach in real-world, a data
collection instrument was designed and available at [2].
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Fig. 1. Illustration of the measure of goodness of heterogeneity

The student-score for a particular student, used to measure heterogeneity,
represents the total score of a student computed as the sum of all values of the
student’s attributes.

2.2 Heterogeneity of Students

In heterogeneous groups, it is important that students have different values of
the attributes considered. This may be measured by the Euclidean distance (ED)
between two students.

Let ED(S1, S2) be defined as the distance between the vectors representing
two students in space. Applying the Euclidean distance, this becomes

ED(S1, S2) =

√√√√ n∑
i=1

(Ai(S1) − Ai(S2))2 , (1)

where Ai(Sj) represents the value for a particular attribute Ai for a student Sj

and n represents the number of attributes.

2.3 Goodness of Heterogeneity in Groups

As shown in Fig. 1, a reasonably heterogeneous group refers to a group where
student-scores reveal a combination of low, average and high student-scores. This
is justified by the recommendation of Slavin [18] who proposes that students
should work in small, mixed-ability groups of four members: one high achiever,
two average achievers, and one low achiever. This idea is extended further and
applied in student-scores.

The measure of goodness of heterogeneity (GH) is developed with the assump-
tion that in a reasonably heterogeneous group, after taking the maximum and
minimum student-score, the rest of the student-scores are expected to lie half
way between the maximum and minimum score. In this case, the absolute differ-
ence of the average difference (AD) and the rest of the student-scores is minimal.
Figure 1 illustrates the concept of the goodness of heterogeneity, assuming that
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each group has four members. In the following, we assume and also recommend
a group size of four, as it is also suggested by Slavin [18]. Nevertheless, the group
size can also be extended or reduced by increasing or decreasing the number of
students with average score.

The measure of GH can be computed as follows. Let ADi be the average of
the maximum and the minimum student-score in the i-th group.

ADi =
max scoreof(S1, S2, S3, S4) + min scoreof(S1, S2, S3, S4)

2
. (2)

The measure of goodness of heterogeneity is then defined as

GHi =
max scoreof(S1, S2, S3, S4) − min scoreof(S1, S2, S3, S4)

1 +
∑

j |ADi − scoreof(Sj(i))| , (3)

where Sj(i) is the student-score of the j-th student in group i, excluding the
maximum and the minimum student-score.

Where a reasonable heterogeneity is experienced, the numerator in (3) should
be greater than the denominator hence yielding a relatively high value of GHi. It
is trivial to show that GHi = 0 when all students in a group have equal student-
scores; GHi < 1 when there is unreasonable heterogeneity in the group (meaning
student-scores are at two extremes) and GHi > 1 in reasonably heterogeneous
groups. The greater GHi, the better the heterogeneity.

2.4 Forming Heterogeneous Groups

An experiment by Bekele [2] shows that students who were grouped according to
GH perform better than students grouped randomly or on a self-selection basis.
But the GH deals on the basis of score values and does not distinguish between
the individual characteristics. To address the limitation of GH, our approach
additionally incorporates the Euclidean distance between the group members in
the process of forming heterogeneous groups.

Considering the group building process as a whole, we have another aim re-
garding the goodness of heterogeneity. Aiming only at high GH values will result
in some groups with very high GH and the remaining students will form groups
with low GH. To form groups with a similar degree of heterogeneity, the devia-
tion of GH values need to be considered additionally.

Thus, the objective of building heterogeneous groups can be formulated as
follows:

F = wGH · GH + wCV · CV + wED · ED → max , (4)

where GH is the sum of the goodness of heterogeneity values, as defined in
(3), of all groups. CV is the coefficient of variation based on all GH values and
ED is the Euclidean distance of all groups, whereby the Euclidean distance of
one group can be calculated by summing up the Euclidean distance between all
combinations of group members according to (1). Each of these terms is weighted
by the corresponding w. Aiming at a high heterogeneity, the fitness F should be
maximized.
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As can be seen, forming heterogeneous groups is not trivial. In a former exper-
iment by Bekele [2], an iterative algorithm was developed to build heterogeneous
groups based on GH. Euclidean distance is considered by the restriction that ED
between at least two students has to exceed a certain threshold. By extending
the objectives of [2] and including the Euclidean distance and the coefficient
of variation of GH values in the optimization process, the problem becomes
even more complex. For this reason and also because the problem is an NP-
hard problem, we developed a tool based on an artificial intelligence approach,
namely Ant Colony Optimization. In the next section, Ant Colony Optimization
is introduced.

3 Ant Colony Optimization

Ant Colony Optimization (ACO) [5] is a multi-agent meta-heuristic for solving
NP-hard combinatorial optimization problems, e.g. the travelling salesman prob-
lem. In the following, a brief introduction into ACO as well as a description of
the applied algorithm is provided.

3.1 Background

ACO algorithms are inspired by the collective foraging behaviour of specific ant
species. When these species of ants are searching for food sources they follow a
trail-laying trail-following behaviour. Trail-laying means that each ant drops a
chemical substance called pheromone on its chosen path. Trail-following means
that each ant senses its environment for existing pheromone trails and their
strength. This information builds the basis for their decision which path to follow.
If there is a high amount of pheromones on a path, the probability that the
ant will choose it is also high. If there is a low amount of pheromones, the
probability is low. The more often a path is chosen, the more pheromones are
laid on it which increases the probability that it will be chosen again. Since the
decision is based on probabilities, an ant does not always follow the way that has
the highest pheromone concentration. Paths which are marked as poor are also
chosen, but with lower probability. Pheromones evaporate over time, leading to
the effect that rarely used trails will vanish. These strategies enable natural ants
to build a map of pheromone trails which indicates the best paths to a food
source.

Several ACO algorithms exist that model and exploit this behaviour for
solving graph-based NP-hard combinatorial optimization problems. One of the
biggest advantages of ACO algorithms is that they can be applied very well to
different optimization problems. The only requirement is that the problem can
be represented as a graph, where the ants optimize according to the best path
through this graph.

3.2 Ant Colony System

Ant Colony System (ACS) [6] is one of the most successfully applied ACO algo-
rithms. In [7], Dorigo and Gambardella compared ACS with other optimization
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algorithms, e.g., neural networks and genetic algorithms for different instances of
the travelling salesman problem. As a result, it is shown that ACS is competitive
to the other algorithms and sometimes even finds better solutions.

The procedure of ACS is as follows. The first step is to represent the problem
as graph where the optimum solution is a certain - e.g. the shortest - way through
this graph. After initializing each edge of the problem graph with a small amount
of pheromones and defining each ant’s starting node, a small number of ants
(e.g., 10) runs for a certain number of iterations. For every iteration, each ant
determines a path through the graph from its starting node to the destination
node. It does this by applying a so-called random proportional transition rule at
each decision point. This rule decides which of all possible next nodes l included
in the list J to choose, based on (1) the specific edge’s amount of pheromones,
also called global information τ , and (2) local information η representing the
costs or utility of choosing the node. Equation (5) describes how to calculate the
probability p that ant k goes from node i to node j.

pk
ij =

[τij ] · [ηij ]
β

∑
l∈Jk

i

(
[τil] · [ηil]

β
) . (5)

The transition rule itself consists of two strategies. In the exploring strategy
the ants act similar to natural ants by deciding according to the probabilities
pk

ij . In the exploiting strategy the already gathered knowledge about the problem
is used straight forward, choosing the node that fits best according to its local
and global information. Which strategy is used is decided randomly for each
transition whereby the parameter q0 determines the probability.

When the ant arrives at the destination node, the fitness of the newly found
solution is calculated. In case the newly found solution outperforms the existing
solutions, it is saved to memory as the currently best one. Additionally, to avoid
that succeeding ants chose the same path, a local pheromone trail update rule
is applied, decreasing the amount of pheromones on the found path slightly.

After all ants have found a solution, the ant which found the best one so far
spreads pheromones according to the pheromone trail update rule. Furthermore,
the amount of pheromones on each edge is reduced by the evaporation factor ρ.

ACS can be improved by additionally combining it with a local search method.
This local search method can be embedded in different ways. The most usual
way is to apply it to each found solution [6].

4 Forming Groups with Ants

In the following, we describe how we applied the ACS algorithm to the group
forming problem and the necessary modifications to solve the problem with ACS.

4.1 Representing the Group Forming Problem as Graph

As already mentioned, the only requirement to use ACO algorithms is to repre-
sent the problem as graph. The representation form we used is based on the idea
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Fig. 2. Representation of the grouping problem as graph (group size = 4)

of ordering students comparable to the travelling salesman problem. The first
m students belong to the first group, the second m student to the second group
and so on, whereby m is the maximum number of students per group. Figure 2
shows this representation for a group size of four students, whereby the order
is indicated by arrows. Having in mind that edges are used for pheromones and
therefore indicate how good this edge is, within a group each newly assigned
group member is linked not only to the last assigned group member but also
to all other members of the group (indicated by solid lines in Fig. 2). This is
because the important information for optimization is not the order in which
the students are assigned to a group but the fact that exactly these m students
belong together. Therefore, also the decision which student starts a new group
is performed randomly (see dotted arrows in Fig. 2).

4.2 Applying ACS

For applying ACS to our grouping problem, we need to decide how to measure
the local information of an edge. In our case, local information means the ben-
efit to add a specific student to a group to which some group members already
are assigned. As described in Sect. 2, heterogeneity of a group depends on the
Euclidean distance between all group members and the GH of the group. Re-
garding ED, the benefit of adding a specific student is the sum of the ED of the
new student and all already assigned group members. Because GH can be only
calculated if the group is completed, the benefit for adding a student is based on
the difference between the scores of the students in the best possible group and
the scores of the students in the current group incorporating the specific posi-
tions of each student (one high score, one low score, and two average scores).
Both local information values are normalized so that a high value indicates a
good result and all values are between 0 and 1. For calculating the overall local
information of an edge, both information values are weighted and summed up.

The global information is mainly calculated according to ACS. The only
modification which has to be done for the grouping problem is that updating
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pheromones, in both pheromone trail update rules, is done for the edges between
the newly assigned student and all other group members rather than only for
the edge between the newly assigned student and the student which is assigned
last. The amount of pheromones is for each of these edges equal.

The measurement of the quality of a solution is calculated according to the
objective function described in (4). The objective of the algorithm is to maximize
the heterogeneity of all groups based on the GH value of all groups, the coefficient
of variation of these GH values, and the overall Euclidean distance. To improve
the performance of ACS, a local search method called 2-opt [16] is applied to
each solution an ant found.

5 Experiments and Results

This section demonstrates that the group formation based on ACS works ef-
fectively using real-world data. Based on 512 student data records we created
five randomly chosen datasets of 100 records to demonstrate that the proposed
algorithm works not only for a specific dataset but also for randomly chosen
real-world data. Additionally, we show one experiment with all 512 records to
show the scalability of our approach.

Each experiment consists of 20 runs. The parameter for ACS are assumed
according to literature [6] or based on experiments. We assumed β=1, ρ=0.1,
q0=0.9, and the number of ants=10. The weights are decided as follows: wGH=
0.35, wCV =0.15, and wED=0.5. Because the coefficient of variation impacts the
GH values, we assumed wGH and wCV together as important as wED.

A run with 100 students stops after at least 100 iterations and only when the
solution has not changed over the last t ∗ 2/3 iterations where t is the number
of already calculated iterations. In all experiments, the GH values and the CV
values were stable, indicating that the best values were already found, and the
values of ED varied only slightly per run. Looking at Tab. 1, this can also be
seen by the small CV values of the fitness. These values show that the solutions
of each run are similar and indicate that the algorithm finds solutions which are
stable and close to the optimum for all datasets with 100 students.

Because of the NP-hard nature of the problem, some modifications for running
the experiments with 512 students were necessary. The main issue of scalability
is the local search method. Therefore, we modified it by applying 2-opt not for
all students but only for 20 % of the students which were randomly selected

Table 1. Results of different datasets

Dataset No. of Average Average Average Average SD CV
students GH CV ED Fitness Fitness Fitness

A 100 129.813 39.223 363.936 52.141 0.033 0.064
B 100 117.200 35.182 377.415 51.558 0.029 0.057
C 100 114.234 41.906 374.147 49.422 0.033 0.067
D 100 132.176 31.344 354.588 52.584 0.027 0.050
E 100 131.958 31.437 372.214 54.870 0.046 0.084
F 512 537.595 45.552 1915.024 46.704 0.370 0.793
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for each solution. This approach is also used successfully by Lo et al. [17]. Fur-
thermore, the general goal changed from looking for a solution which is close to
the optimum to finding a good solution. Therefore, the termination condition
changed to stopping after 200 iterations. As can be seen in Tab. 1 the CV value
of the fitness is higher than for the experiments with 100 students but it is still
less than 1. This indicates that the found solutions are stable, good solutions
but not that close at the optimum than for the experiments with 100 students.

Comparing the result of the experiment with 512 students with the result of the
iterative algorithm in [2], aimed at finding heterogeneous groups according to the
goodness of heterogeneity, it canbe seen that the proposed algorithmdeliversmuch
better results. The iterative algorithm results in an average GH value of 1.6 per
group while the proposed algorithm found an average GH value of 4.2. Regarding
ED, the iterative algorithm considers only the maximum difference of two students
in a group while the proposed algorithm includes the ED values of all combinations
of group members. Nevertheless, the average ED values of the proposed algorithm
are slightly higher which indicated a much better heterogeneity.

6 Conclusions and Future Work

In this paper we have presented a mathematical approach for forming hetero-
geneous groups of students based on their personality traits and performance.
The approach is based on the different characteristics of the students, a general
measure of the goodness of heterogeneity of the groups, and its coefficient of
variation. The second aim of this paper was to present a tool that implements
the proposed mathematical approach by using an Ant Colony Optimization al-
gorithm. Experiments were performed, showing that the algorithm finds stable
solutions close to the optimum for different datasets, each consisting of 100
students. An experiment with 512 students was performed demonstrating the
scalability of the algorithm.

Because building heterogeneous groups improves the learning progress in col-
laborative learning, future work will deal with combining the tool with online
learning systems, especially collaborative intelligent tutoring systems. We plan
to develop a mediator agent that facilitates the group formation process, and
to implement it in an already existing system. Another issue for future work is
to provide the users with more options to adjust the algorithm, for example, to
allow the user to determine a certain duration of running the algorithm or also
a certain quality of solution.
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Abstract. This paper presents an approach for intelligent tutoring in the field of 
legal argumentation. In this approach, students study transcripts of US Supreme 
Court oral argument and create a graphical representation of argument flow as 
tests offered by attorneys being challenged by hypotheticals posed by Justices. 
The proposed system, which is based on the collaborative modeling framework 
Cool Modes, is capable of detecting three types of weaknesses in arguments; 
when it does, it presents the student with a self explanation prompt. This kind of 
feedback seems more appropriate than the “strong connective feedback” typi-
cally offered by model-tracing or constraint-based tutors. Structural and context 
weaknesses in arguments are handled by graph grammars, and the critical prob-
lem of detecting and dealing with content weaknesses in student contributions is 
addressed through a collaborative filtering approach, thereby avoiding the criti-
cal problem of natural language processing in legal argumentation. An early 
version of the system was pilot tested with two students. 

1   Introduction 

The field of law is an established and interesting application area for AI. (e.g. Aleven, 
2003; Ashley 1990; Bench-Capon et al., 1998; Walton 2002). Argument is central to 
the practice of law, and therefore training in the skills of argument and advocacy are 
essential parts of legal education. Although there is a variety of law-related intelligent 
tutoring systems (e.g. Munjewerff and Breuker 2001), there are still only few intelli-
gent tutoring systems specifically designed for assisting students in the construction 
of legal arguments. Exceptions include CATO (Aleven 2003) and ArguMed (Verheij 
2003). CATO takes an example-based approach to teach students to make arguments 
based on past cases; ArguMed focuses more on structural aspects and provides assis-
tants that support users in creating visual representations for defeasible arguments.   

To some extent, the small number of tutoring systems for legal argumentation can 
be explained by that fact that the underlying domain is ill-structured. Legal argumen-
tation is a kind of natural language discourse that focuses on interpreting the meaning 
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of general legal concepts in light of specific facts. In contrast to well-structured do-
mains like mathematics, for most tasks in legal argumentation there is no unambigu-
ously defined “correct” solution which could be used as a basis for an ITS. 

The ITS approach described in this paper aims at supporting students in studying 
examples of legal argumentation drawn from US Supreme Court transcripts of oral 
arguments. The goal is to help students understand the dialectic in which advocates 
propose and modify tests (i.e. decision rules) for a case and the Justices pose hypo-
thetical fact situations to assess the merits of the proposed tests. The texts involved in 
this task are rather unstructured and involve a wide range of (legal and world) knowl-
edge. Thus, they are not well accessible for an ITS without applying natural language 
processing (NLP) techniques, which would be very error-prone in the interpretive 
field of legal argumentation.  

In the next sections, we first discuss the importance of tests and hypotheticals for 
understanding legal arguments, and propose a structured representation format to-
gether with a corresponding visualization. We then describe a novel approach for 
intelligent tutoring based on these argument structures, in which the system is capable 
of detecting several types of weaknesses (not restricted to purely structural ones) in 
the student’s conceptions of legal arguments, while retaining a partially textual repre-
sentation format but without involving NLP. The paper concludes with a description 
of studies planned with the ITS. 

2   Diagrams to Visualize Court Argument as Hypothesis Testing 

In US Supreme Court oral arguments, contending attorneys each formulate a hypothe-
sis about how the problem should be decided with respect to a set of issues. They may 
propose a test and identify key points of the facts at hand on which the issue should 
turn. The Justices test those hypotheses by posing hypothetical scenarios. These sce-
narios are designed to challenge the hypotheses’ consistency with past decisions and 
with the purposes and principles underlying the relevant legal rules. These oral  
arguments provide interesting material for legal educators. They are concentrated 
examples of many conceptual and reasoning tasks that occur in Socratic law school 
classrooms. As discussed in Rissland (1989) and Ashley (1990), the oral arguments 
illustrate important processes of concept formation and testing in the legal domain. As 
such, studying the transcripts of these arguments and the contained process of test and 
hypothetical proposition and modification is a valuable task for beginning law stu-
dents. Yet, this task is quite difficult for them due to the complexity of the argument.  

One idea to overcome these problems is to augment the textual documents with 
structured graphical representations that express the argument structure explicitly, 
thereby providing data usable by an underlying intelligent support system. In general, 
the use of graphical representations to support argumentation is not a new approach. 
Suthers and Hundhausen (2003) have shown that using graph structures can support 
group argumentation processes (e.g., argument graphs invite relating parts to each 
other), and Van Gelder (2002) shows that reasoning with graphical representations 
can indeed be effective in strengthening critical thinking skills (measured by pre/post 
gains compared to traditional teaching methods). In the legal domain, Carr (2003) has 
used Toulmin schemas (Toulmin 1958) for collaborative legal argumentation, and the 
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Araucaria system (Reed and Rowe 2004) employs visual premise/conclusion struc-
tures. ArguMed (Verheij 2003) provides intelligent feedback through an argumenta-
tion “assistant” that analyzes structural relations between contributions in diagrams. 
Out of the three, only Carr (2003) conducted an empirical evaluation, but does not 
report whether his system caused learning gains. In summary, though a lot of promis-
ing general approaches for graphically supporting argumentation exist, current litera-
ture does not show much evidence for the educational effectiveness in the domain of 
legal argumentation. 

In contrast to the approaches and systems referred to before, we recommend a 
novel special-purpose argument representation geared toward a particular kind of 
argumentation process in which a normative rule (or “test”) is proposed, tested, and 
“debugged,” primarily by means of hypotheticals. The main ontological categories in 
our argument representation are, simply, tests and hypotheticals. The representation 
can be used to track how attorneys modify their proposed tests to handle the hypo-
thetical cases presented by the justices. It does not have the wide applicability of a 
general representation (such as Toulmin schemas), but its more specific ontological 
categories may help students interpreting argumentation processes, e.g. by focusing 
their attention on the relevant information. Similar to the approach adapted in Arauca-
ria (Reed and Rowe 2004), we allow the student to explicitly relate argument struc-
tures to the textual transcript of the oral argument using simple markup techniques. 
There is evidence that students indeed make use of such markup functions if the sys-
tem makes it easy to do so (Farzan and Brusilovsky 2005).  

3   Three Mechanisms for Intelligent Support 

Figure 1 shows a screenshot of the prototype system we implemented using the Cool 
Modes framework (Pinkwart 2005). The left side of the figure contains the transcript 
of the oral argument in a case called Lynch vs. Donnelly, 465 U.S. 668 (1983). At the 
bottom left, there is a palette with the elements (tests, hypotheticals, current fact situa-
tion) and relations (test modification, distinction of hypothetical, hypothetical leading 
to test change, general relation) that the student can use to construct via drag and drop 
mechanisms a graphical representation of the argumentation in the transcript.  
The workspace on the right side of the figure contains the argument representation. 
Figure 1 shows the result of a third year student’s system usage within an exploratory 
study. The diagram records a variety of hypothetical cases presented by the Justices 
(five in total) and also contains the attorney’s responses to these hypotheticals, in 
which he distinguished them from the facts at hand or by formulating tests that should 
cover the hypothetical and the problem.  

As argued, rules which are guaranteed to detect errors in the student’s argument 
graphs are virtually impossible, as there are no “ideal solutions” in the ill-structured 
domain of legal argumentation. However, the student’s conception of the argument 
may have weaknesses (in the sense of potential problems) that can be classified into 
several types. Using the authentic student solution of the exploratory study as an 
example, the next subsections describe these different types of weaknesses, their  
detection within argument graphs, and how the intelligent tutoring system we have 
implemented responds to these detected “weak spots”.  
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Fig. 1. Example of a graphical argument model 

3.1   Structural Weaknesses 

First, the argument representation created by a student can have structural weak-
nesses. Examples of weaknesses of this type are isolated elements in the argument 
graph, empty text fields, or the absence of any test element in the workspace. Figure 1 
illustrates two more advanced structural weaknesses: only two out of the five hy-
potheticals are explicitly related to a test, the other three are not. Since attorney’s 
often respond to hypotheticals by posing a new test, or a modification of an existing 
test, it may be that the student has overlooked (or misunderstood) a formulation of a 
test that appears in the transcript. In addition, the location marked (1) in the figure 
shows that the student distinguished two hypotheticals from each other. Attorneys and 
judges might well do this in an argument, but typically a hypothetical should also be 
related to the current facts in some way, e.g. through distinction. Since the student did 
not add links to the diagram to represent these relations, this part of the graph is a 
good candidate for system feedback to the student. Section 3.4 discusses how our ITS 
comments on these weaknesses, taking into account the remaining uncertainty that is 
based on weaknesses being just indications of possible errors.  
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Since structural weaknesses are related to the abstract structure of the argument 
only, they can be detected by logical formalisms that ignore both the content of the 
diagram text boxes and the markups of the transcript. Approaches for intelligent tutor-
ing based on graphical argument structures are not new – early work in this field has 
been done by Paolucci, Suthers and Weiner (1996), who made use of syntax rules and 
an expert knowledge base to check argument graphs. Our proposed approach avoids 
“expert solutions” and model tracing, and relies on a graph grammar (Rekers and 
Schürr 1998) to analyze argument structures. The grammar consists of a set of termi-
nal symbols T, a set of nonterminals N, a start symbol S, and a set of production rules. 
Both terminal and nonterminal symbols can have attributes, and a production rule is a 
tuple (L,R) of graphs over T∪N, which can be applied to a graph G that contains a 
subgraph ML which matches L. The result of the rule application is a graph G’ = G ∪ 
R \ ML. Thus, a rule application replaces the subgraph that matches the left side of the 
rule with the graph in the right side. 

We use the grammar to check the diagrams created by students for properties that 
represent structural argument weaknesses. Compared to other formalisms for “attrib-
ute value checking” which underlie many constraint-based tutors, the grammar based 
approach we propose is much better adapted to the graph structures we employ. A 
further advantage of the formalism is its declarative character: rules can easily be 
specified (cf. examples below) and applied in the system as parameters of the generic 
parsing algorithm. This avoids the need of programming a complex graph algorithm 
for each single property of the diagram that one wants to check. 

The grammar contains two types of rules: first, “construction oriented” rules model 
the process of building argument graphs. The following rule illustrates this and covers 
the situation that a “test” element is added to an empty workspace (in this case, the 
test gets assigned the value “unchanged” for the “version” attribute): 

 
L = < {S},Ø >  
R = < {TEST},Ø > 
TEST.version = “unchanged” 

 
In addition, “feedback oriented” rules directly express a specific weakness and thus 

enable the system to produce well-defined feedback. The following is an example of 
such a “feedback oriented” production rule, which can detect the structural weakness 
of “hypothetical distinction without relation to the facts” that was discussed in rela-
tion to Figure 1: 

 
L = < {HYPO1,HYPO2,W},{Distinguish_from(HYPO1,HYPO2)} > 
R = < {HYPO1,HYPO2},{Distinguish_from(HYPO1,HYPO2)} > 
HYPO2.connection = “false” 
W.type = “isolated_hypo_distinguished_from_hypo” 
W.locations = {HYPO1,HYPO2} 
 

The right side of the rule matches the student solution of Figure 1 by identifying 
HYPO1 with the “religious mass on federal property” hypothetical and HYPO2 with 
the “crèche on federal property” element (note that the “connection” attribute of 
HYPO2 is used to express its lack of relation to the facts). The nonterminal node W in 
the left side of the rule represents the detected weakness.  
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3.2   Context Weaknesses 

The second weakness type can be characterized as context weaknesses. These essen-
tially deal with the relation between the argument graph and the transcript. Even if an 
argument diagram has no structural weaknesses, the relation between the elements in 
the diagram to the source material (i.e., the transcript) as expressed through the mark-
ups can reveal problems. Examples of context weaknesses are a lack of evidence for 
the tests/hypotheticals in the diagram (missing nodes or links), important passages of 
the transcript that are referenced in the diagram but with (apparently) the wrong ele-
ment type (e.g., a test being marked up as a hypothetical), or seemingly irrelevant 
parts of the transcript being marked up. Figure 1 illustrates two of these weaknesses. 
In (2a), the transcript lines “What if they had three wise men and a star in one exhibit, 
say? Would that be enough?” contain a hypothetical posed by a judge, but the stu-
dent’s solution does not refer to it in any way. Also, the hypothetical (2b) is not linked 
to the transcript (visible through the hand symbol in the right corner of the element). 

The same graph grammar formalism that is used to detect structural weaknesses 
(described above) is also applicable for detecting context weaknesses, which obvi-
ously is an advantage on the technical level. We make use of node and edge attributes 
in the grammar rules to represent constraints on the links that are created between the 
transcript and the elements in the graph. A context rule for the most important context 
weakness (missing link to important part of transcript), can be specified as follows: 

  
L = < {S},Ø > 
R = < {HYPO},Ø > 
HYPO.link = 211 

 
This rule is comparable to the start rule in the “structural weaknesses” part, differ-

ing only in that it requires specific elements to be present in the argument graph. This 
rule requires a student to mark up line 211 of the transcript and link it to a hypotheti-
cal. Similar rules can be formulated to explicitly declare “irrelevant” parts of the tran-
script that should not be marked up. 

Taken together, structural and context rules allow a teacher to specify in detail a 
particular test/hypothetical structure linked to well-defined parts of the transcript. 
However, we are not advocating an approach in which the student’s graph is com-
pared against an expert solution. Due to the ill-structuredness of the legal domain, it is 
not possible to define a small set of “correct” solutions. Instead, we use the graph 
grammar formalism to partially specify solutions (e.g., only the two most important 
test versions and six central hypotheticals are required to be marked up by students).  

3.3   Content Weaknesses 

Finally, the content of the textual elements created by the student can be inappropri-
ate, even if the overall argument structure is good and related to the transcript in a 
reasonable way. Students may well have difficulties in understanding, e.g., the es-
sence of a proposed test, as evidenced by a poor paraphrase in the corresponding test 
node they add to the graph. Obviously, this type of weakness is hardest to check, 
since it involves interpretation of legal argument in textual form. In addition, due to 
the ill-structured domain, student answers will not be simply either right or wrong, but 
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instead have a certain quality in terms of a number of criteria. For instance, location 
(3) in Figure 1 contains the student’s description of the test proposed in the argument. 
For a general reader (and also for an ITS), it is hard to tell if this is an adequate sum-
mary of the test or not. The graph structure and peers working on the same task  
can help.  

Our two-step approach to address the problem is NLP-free and involves a tech-
nique known as “collaborative filtering” (Konstan and Riedl 2002) – we make the 
assumption that a larger group of students works on the same task, either individually 
or in small groups. In our variant of the collaborative filtering method, students are 
asked to rate samples of other’s work relative to their own work. The system then 
combines the ratings into an overall score and thus “filters” for quality. More specifi-
cally, for selected parts of the transcript (i.e., parts where a test is mentioned), after a 
student has created a corresponding element in the graph, he is first presented with a 
small number of alternative answers (given by peers) and asked to select all those he 
considers similar to his own answer. Then, the student gets a second selection of 
answers (some known to be good, some known to be of poor quality, some given by 
peers) and is asked to select all those he considers at least as good as his own. The 
system then uses a combination of similarity and recommendation ratings to compute 
a heuristics of the quality of student answers.  

A base rating bx of an answer given by student x can be calculated based on the 
recommendations given by x. If the student had n answers to choose from, and the 
ones he selected as being at least as good as his own had a quality measure q1, …, qk 
(0 for very bad, 1 for very good, see below for the calculation of quality measures for 
peer answers), while those he did not recommend had quality measures qk+1, …, qn, 
then bx can be calculated as 
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Figure 2 shows a window presented to the student for the base rating calculation. 
In the figure, three answers can be selected as “at least as good as his own” by the 
student. If the three available answers have quality ratings of 1, 0.8, and 0.3 (i.e., two 
good ones and two bad ones), and the first two have been selected like the figure 
shows, then the base rating for the student’s answer is bx = 0.33*(1+0.8+0.7) = 0.825. 
Considering the good quality of the test description provided by the student, this base 
rating is acceptable as an initial value. 

The base rating bx measures in how far a student can recognize good answers and 
thus serves as a heuristic of his own answer’s quality, but does not rate the answer the 
student has actually typed in himself. In our approach, the base rating is therefore 
supplemented by two other ratings which measure the quality of what the student has 
actually typed in. First, the similarity estimations given by the students are used. If 
students with good own ratings rate another solution as similar, this raises the rating 
of the peer solution (the peer rating will also be reduced based on similarity with poor 
solutions). Second, the recommendations that a student’s answer receives by his peers 
are used, with recommendations by good students having a higher impact. The overall 
quality qx of a student answer is then calculated as the weighted average of bx and  
the other two measures. The weights of the peer-dependent ratings are based on the 
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number of selection options that peers had. This takes into account the importance of 
peer’s opinions while at the same time eliminating the cold start problem (how to 
handle the first users of the system, before peer ratings are available?) through the 
inclusion of relations to known correct/incorrect solutions, which feed into bx.  

 

 
 

Fig. 2. Similarity rating dialog 

3.4   Tutor Feedback 

The previous sections described how different kinds of weaknesses can be detected in 
the student’s argument graphs. Having detected a weakness, the question is how the 
system should react to it. Our notion of weakness includes the possibility of “false 
alarms”: a student’s solution can be of high quality and still cause a tutor intervention. 
This seems inevitable in an ill-structured domain, where correctness is hard to define 
even for human domain experts, for example: Does the fact that the student distin-
guishes two hypotheticals (see location 1 in Figure 1) without relating the hypotheti-
cals to the current fact situation indicate that the student did not understand the role of 
hypotheticals in the argument, or was this just a wrong use of graphical elements? 

Since these questions cannot be answered in a general way by an ITS, it does not 
make sense for an ITS to use most of the detected weaknesses as a basis for telling 
users directly that they were wrong in their answer. However, following the idea of 
weaknesses as the presumably weak parts of student’s work, it makes sense to use 
them as tailored and personalized self-explanation prompts by inviting the student to 
re-think and explain these parts of his work. Self-explanation has been shown to be 
effective in many domains, including ill-structured ones (Schworm and Renkl 2002). 
Table 1 shows some of the weaknesses that were identified within this article together 
with related short versions of self-explanation prompts.  
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Table 1. Examples of self-explanation prompts 

Weakness Description Type Self-explanation prompt (short version) 
Isolated hypothetical 
distinguished from hypo-
thetical 

structural In your solution, the hypotheticals H1 and H2 are 
distinguished from each other. Yet, hypothetical 
H2 is not related to any test or the current fact 
situation. Please explain why you did so, either in 
free text or by modifying the diagram. 

Important part of tran-
script not marked 

context Please look at this part of the transcript (scroll to 
line L) and explain its role within the argument. 

Low quality rating of 
contribution 

content Please reexamine what you marked here (scroll to 
line L) and explain it again. 

4   Conclusions and Outlook 

The approach as presented in this paper is designed to support first-year law students 
in learning legal argumentation skills by having them create graphical models of ar-
gument transcripts, and presenting them feedback on the weaknesses in their models. 
The ITS used to generate this feedback is based on two formalisms, which enable a 
heuristic check of student answers for different types of weaknesses: a graph grammar 
formalism and a collaborative filtering technique. It does not make use of NLP, which 
can be considered an advantage in the highly interpretive and ill-structured domain of 
legal argumentation, but nevertheless is able to give content-related feedback. Fur-
thermore, the approach requires only very minimal system-side knowledge about 
specific legal cases, which facilitates using the system with a new transcript.  

The pilot studies we conducted essentially confirmed the suitability of the onto-
logical categories and the graphical representation format. Based on these, further 
research will try to find empirical evidence for the effectiveness of the presented tu-
toring approach, both compared to control groups that make use of the diagram tool 
without feedback, and also to groups that work traditionally. In particular, we are 
interested in “fine tuning” the selection of feedback prompts and the collaborative 
filtering mechanism in terms of which peer answers are best to present to a student.  
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Abstract. During the training phase in an Intelligent Tutoring System,
learners usually require help. However, it may happen that the tutor
cannot provide such help, unless it has access to additional pedagogical
resources. Moreover, in a collaborative but competitive learning envi-
ronment in which each user could be both learner and expert, security
problems may arise. For instance, the exchanges between users could re-
quire security services such as anonymity, confidentiality and integrity.
In this paper, we introduce a system, called SPRITS, whose aim is to
provide the tutor with mechanisms to capture, exploit, organize, deliver
and evaluate learners knowledge, in a secure way, based on the learner-
expert concept. Our main contribution is the introduction of security
services in an ITS for the benefit of learners. This may be helpful to pro-
tect learners’ privacy as well as communication contents and pedagogical
resources in an artificial competitive peer environment, thus allowing the
tutor to better evaluate learners.

1 Introduction

Much work has been done to improve learner knowledge acquisition, especially
in Intelligent Tutoring Systems (ITS), which provide courses adapted to the
learner’s profile. Usually, knowledge is not known or not accessible although
it may exist inside the organization in which the learner is. In this case, using
traditional ITSs alone may not be sufficient since the curriculum may not contain
all the knowledge required or there may be a lack of pedagogical resources.
Therefore, one interesting way to improve a learner’s knowledge is to help him
meet the expertise he needs to resolve his current problems. This can be achieved,
for instance, through, a new component capable of managing knowledge, as well
as those to whom this knowledge belongs.

Managing knowledge is related to handling and organizing information about
this knowledge, and making it available to all the members from a community
such as a group of learners or employees. However, such management may incur
some difficulties:

– Localization of expertise: the tutor does not always know which pedagogical
resource or which expert is able to help, nor where to find the informa-
tion. Therefore, a learner may waste much time in looking for expertise to
complete his training and evaluation.

M. Ikeda, K. Ashley, and T.-W. Chan (Eds.): ITS 2006, LNCS 4053, pp. 237–247, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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– Motivation of experts: experts are not often motivated because they have to
answer the same questions in a repetitive way, or they receive questions that
are not relevant to their field of expertise [5].

– Lack of security: some malicious learners may try to access and/or monitor
the learning process of their peers (questions asked, evaluation of answers,
feedback about helpers, etc.). This may happen in any competitive learning
environment, such as artificial peers [7, 11, 2], in which some learners may
try to modify other learners’ evaluations made by the tutor. In such an en-
vironment, due to shyness or privacy concerns, learners may need to send
questions and/or answers anonymously. There may also be a need for keep-
ing confidential the data exchanged between the tutor and the learners, or
ensuring the integrity of these data to avoid their falsification by malicious
learners, since everyone is involved in a competition. The security manage-
ment in SPRITS is presented in Section 3.4.

Numerous systems [5, 3, etc.] have been developed to solve some of these prob-
lems. In particular, most of these systems consider only the learner requests and
not his pedagogical competency, meaning that the concept of learner-expert is
not taken into account as it is in our case. A major exception is I-Help, which
has been developed [11, 20] to support peer-help. There are similarities between
I-Help and our system, SPRITS (Section 3). However, the introduction of the
security aspects and the use of a recommender system in the context of SPRITS
largely differs from I-Help, as discussed in Section 4.

Our approach consists in providing an environment of collaborative assistance,
in which each learner can access the expertise of other learners, while being able
to provide them with his own expertise. This approach consists in two main
parts. In the first part, we want to avoid the expert having always to answer
the same questions. For this purpose, we use Case-Based Reasoning (CBR) to
integrate a module of questions and answers, which allows finding and re-using
the answers related to questions similar to the current one. If no answer is found
or if the learner is not satisfied with any of the retrieved answers, the second part
is used. Here, the system searches in the user profile database someone with the
potential expertise to be recommended to the learner. SPRITS makes it possible
to find users who can provide expertise in a particular field. In SPRITS, each
user can be seen at the same time as a learner and an expert. This is interesting
since, on the one hand, it has been demonstrated that having learners teach
each others may increase their performance at various academic levels [9] and,
on the other hand, there is a need to help the helpers [13]. By recommending
experts to learners seeking assistance or information retrieval in a precise field,
SPRITS enables not only the sharing and the re-use of knowledge, but also the
connection of individuals working within the same organization.

2 Preliminaries

In this section, we review the concepts of Recommender Systems and Case-Based
Reasoning. We also review the general notion of Public Key Cryptography. All
these notions are used in SPRITS.
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Recommender Systems. Recommender systems [4, 1] are well known in the
context of information retrieval. They are used in e-commerce, where they allow
entities providing products (goods and services) to guide the choices made by
potential customers. The recommender system principle can easily be adapted
to hold in the context of e-learning, considering pedagogical resources (exercises,
answers, experts, etc.), learners and the tutor as being, respectively, products,
customers and merchants. Collaborative Filtering (CF) is the best-known of the
recommendation techniques. It was first introduced by the developers of Tapestry
[10], a filter-based electronic mail system designed for the intranet at the Xerox
Parc Palo Alto Research Center. CF techniques are becoming increasingly im-
portant in any domain in which there is an unprecedented growth in the number
of users, such as education, e-commerce, etc. The main characteristic of CF is
that recommendations for a given user are based on the behaviour and the eval-
uations of the other users on objects of the system [18]. Usually, the behaviour
and the evaluations are represented in the form of ratings given on the objects
proposed by the system [12]. In this paper, we use CF to recommend experts to
learners who need help in an ITS.

Case-Based Reasoning. Case-Based Reasoning (CBR) is used to solve prob-
lems by matching the problem description to a previously solved case, using
the past solution to solve the new problem [14]. CBR is defined as a four-step
cycle that consists in retrieving items similar to the new one in the case base
(retrieval phase), adapting the solutions of retrieved cases to the new problem
(reuse phase), testing the adapted solutions and if necessary repair them (revision
phase) and, finally, adding the new learned case in the case base (maintenance
phase) [14]. In SPRITS, we use a textual Case-Based Reasoning technique [15]
to collect expertise in the form of Question & Answer (Q&A) pairs and reuse
them by retrieving the questions most similar to the current user’s request.

Cryptographic Tools. The notion of Public Key Cryptosystems (PKCs) was
introduced by Diffie and Hellman [8] to allow two people to exchange confidential
information over insecure channels even if they don’t share a secret key ahead
of time. (Unbeknownst to them, the related notion of Public-Key Distribution
was invented earlier by Merkle, but published later [16].) Formally, a PKC con-
sists of three efficient algorithms: a Key-Generation Algorithm, which generates
pairs of Private Key and Public Key; an Encryption Algorithm, which computes
the ciphertext for a message, given the public key; and a Decryption Algorithm,
which computes the cleartext message back from the ciphertext, given the secret
key. The public key can be made available to all so that anyone can encipher
messages, but only the legitimate receiver, who keeps secret the corresponding
private key, can decipher them. Diffie and Hellman [8] also introduced the related
notion of digital signatures, by which the party receiving a message can ascertain
the identity of the sending party as well as the integrity of the message. This
process works with two keys as well: A secret signing key is used on the mes-
sage to generate its signature, but anyone can use the corresponding signature
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verification key to make sure that the message is legitimate and that it has not
been modified in transit.

3 The SPRITS System

3.1 Architecture and Components

In addition to the standard components (curriculum, tutor, pedagogical strate-
gies and learner model), Figure 1 illustrates the Recommender System module.
This module consists of two recommenders: the Q&A Recommender (Q&A Rec),
which allows the retrieval of answers to requests similar to the one made by the
learner, and the Expert Recommender (Expert Rec), which recommends experts
according to the learner’s request and/or search criteria. The techniques used
are Collaborative Filtering (CF) and Case-Based Reasoning (CBR). These tech-
niques require taking into account experts that have been selected and evaluated
positively (ratings usually greater than 3 in a one-to-five scale) and to retrieve
similar experts in the expert case base.

Moreover, each user in SPRITS is considered to be a learner and an expert.
Therefore, the learner model is also called the learner-expert model. Data con-
tained in this model are stored in the learner-expert profile database (Figure 1)
and include the learner’s demographic data, his level knowledge about the sub-
ject matter being taught, his evaluations and scores, as well as his learning base
and expertise base. The learning base contains pairs of questions/answers con-
sisting of questions that the learner asked and the associated answers. As for
the expertise base, it consists of pairs of questions/answers containing questions
addressed to the expert and the answers he provided. Each learner is identi-
fied by a secret pseudonym created by the tutor. This pseudonym is stored in
the learner-expert profile database and is not communicated to the learner for
security purposes (Section 3.4).

SPRITS
Traditional ITS Added components

Tutor

Curriculum

Pedagogical
strategies

Learner
model Recommender

System

Security
Tools

Learner/
Expert

profile DB

Expert Rec

Q&A Rec
Planner

Fig. 1. Architecture of SPRITS
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3.2 Pedagogy in SPRITS

In this section, we explain the pedagogical method introduced in SPRITS. Let
us imagine a company, with hundreds of employees that have access to an ITS
for their lifelong training. Suppose that the big boss of the company relies on an
ITS to evaluate his employees. After the training phase, a summative evaluation
takes place. One of the objectives of this exercise is to enable learners (employees)
to improve the ITS thanks to their expertise, in order to make it available to
other novice learners. Furthermore, learners are evaluated depending on the
quality and the quantity of expertise they provide to the ITS. They ask questions
and receive answers from experts (who are other learners) by way of the tutor.
During his training, when a learner receives an answer from an expert, he has
two possibilities: either he accepts the answer because it solves his problem well,
or he can reject it if he judges that the answer is not appropriate for him. In a
learning context, we think that a learner who wants a specific-oriented answer
to one of his questions needs to quickly understand the answer, and for this
reason it is necessary for him to have an answer corresponding to his way of
learning. One learner will better understand if he gets examples, another one
will need to know the subject perfectly and thus will prefer a list of references
to allow him to get a complete overview of the subject whereas a third one will
simply need a short and clear answer, etc. Therefore, it is important to take
into account not only the technical skills of the expert, but also his pedagogical
competency. For us, these two types of capabilities (technical and teaching) are
the ones that influence the choice of an expert. Now the question is: how can
the learner determine the pedagogical competency of an expert? The approach
we have chosen is based on ratings: each learner who receives an answer can
evaluate the expert according to some criteria (see below). The pedagogical
competency of an expert is therefore determined by the community of learners
through the ratings and comments they provide about experts. The ratings and
comments determine the characteristics of the expert from the learner’s point of
view, as well as the perception of his pedagogy. They are used to improve future
recommendations.

SPRITS also enables the user to find experts according to search criteria,
such as “looking for an expert whose expertise area is Java security”. In partic-
ular, the search criteria can be based on statistics such as “experts having pro-
vided answers to more than 60% of questions addressed to him”. More generally,
statistics are computed not only from the interactions between the users them-
selves (number of questions asked, number of answers sent or received, etc.),
but also from the ratings given by learners to experts. The ratings are based
on how much the expert answers quickly, is easy to understand, answers coher-
ently, answers clearly, clarifies the significant points, gives some examples, shows
some interest and refers to other experts. These criteria are evaluated according
to a 1-to-5 scale. Moreover, there is a general evaluation in which the learner
uses the same 1-to-5 scale to answer the question: Would you recommend this
expert?
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3.3 The Recommendation Process

The recommendation process consists of two recommenders, the Q&A Recom-
mender and the Expert Recommender. They operate in a cascade [4]: the former
followed by the later.

Q&A Recommender. The learner’s request is sent to the query processing
module (part of the Q&A Rec) for the extraction of keywords. The retrieval and
maintenance components of the Case Base manager module enable, respectively,
the retrieval of cases similar to the learner’s request and the addition of new
cases in the case base when an expert answers a request. The method used is
textual case-based reasoning. The vector of weighted terms is derived from the
processing carried out as follows: the description of the question is first filtered
and the words known to be usual (“the”, “like”, etc.) are removed since they are
not useful as indexes. Then, the stemming consists in transforming the words
to keep only their root. We use Porter’s algorithm [17] for this purpose. The
remaining words can be regarded as indexes; they receive a weighting measuring
their importance [19]. The similarity between each case from the case base and
the target case (the learner’s request analysed in the query processing module) is
calculated using the cosine method by the retrieval phase of Case Base Manager.
This phase is crucial for the Q&A Recommender because it is the one that
will allow recommending answers to cases similar to the current request and
therefore to give solutions that will help solve the learner’s problem. Whereas
the case where the retrieval phase gives no result or the similar cases found
are rejected by the learner, the request is sent to the Expert Recommender
module.

Expert Recommender. The Expert Recommender is used when no similar
case is found, or when none among those found has proved satisfactory for the
learner. In that case, the system searches for appropriate experts to answer the
question. The appropriate experts are users who not only have the technical
competency to answer the learner’s request, but are also capable of making their
answers understandable (pedagogical aspect). We use a hybrid technique [4] for
recommendation, based on collaborative filtering and case-based reasoning. Col-
laborative filtering is based on the ratings given by the users of the system: the
target user (for whom we want to make recommendations) is compared to all
the users or a set of users of the system using the ratings each one has given. In
other terms, we look for correlations between users relatively to the evaluations
made by users (Pearson correlation). For this purpose, we only consider results
to the rating for the question: “Would you recommend this expert?”. Moreover,
the system makes it possible for the user to find experts according to several
selection criteria (Section 3.2). From these criteria, we apply collaborative fil-
tering to the corresponding ratings. In the case of a recommendation based on
case-based reasoning, knowing that a user appreciated one or more experts in
the past, the system looks for experts similar to them according to his criteria
and recommends them to him. What are these criteria? They correspond to all
the data that characterize a user as an expert: on the one hand the votes he got,
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on the other hand all the other data, such as the number of questions received
and answered, the number of questions transferred to other experts, etc.

3.4 Security in SPRITS

Coming back to the company introduced in Section 3.2, learners are in a compet-
itive environment, yet they have to conduct collaborative learning. Nowadays,
there exist several techniques aiming at intercepting communication contents
between two entities [6]. Therefore, a malicious learner may decide to tamper
with all or part of the help requested by other learners or answers provided by
experts. He may also refuse to answer questions asked by some targeted learn-
ers, with the purpose of limiting their knowledge. Furthermore, he may falsify
the evaluation of targeted learners, so that their summative evaluations would
decrease. Finally, no learner should have access to the contents of messages1

addressed to others, as well as those meant for the tutor.
To overcome these problems, security services (anonymity, confidentiality and

integrity) are offered by SPRITS. First of all, the tutor generates a pair of
public/private cryptographic keys for himself as well as a pair of signing and
signature-verification keys. He makes his public encipherment and signature-
verification keys available to all in a way that cannot be spoofed. Then, the tutor
generates similar sets of four keys for each learner—this can be done dynamically
if new learners enter the system—and distributes them to corresponding learners,
after encipherment with its private key and authentication with its signing key.2

From here, all messages are encrypted and signed. This will enable subse-
quent secure two-way communication between the tutor and each learner, both
from the confidentiality and integrity viewpoints. When a message must be sent
anonymously from an expert to a learner, the message is sent to the tutor, who
verifies the signature and deciphers it with the expert’s public keys before re-
enciphering it and re-signing it with its own secret keys for transmission to the
learner.

To illustrate the process, let us imagine that the following question, Q, comes
to Eric’s mind in the course of his training on Java: “How to connect an ap-
plication with a database?” Furthermore, suppose that, based on the tutor’s
knowledge on her expertise, Nadia is the most competent expert about connec-
tion between applications and databases (in the context of Java), and that Marc
can also help. In order to ask his question securely, Eric connects to SPRITS and
uses the tutor’s public enciphering key and his own signing key to transmit his
request. Upon reception, the tutor first verifies the validity of the signature. In
case of success, he deciphers the encrypted Q and obtains its contents. The tutor
answers the question using its own pedagogical resources, as well as those com-
ing from the recommendation process (Section 3.3). Whenever they come from
the Q&A Recommender, these pedagogical resources are forwarded unchanged
1 In SPRITS, a message could be a question, an answer, etc.
2 It is fine that the tutor knows the learners’ secret keys because we have assumed

that it can be fully trusted. To prevent inadvertent leaks, however, it is better if the
tutor erases those keys from its memory after distributing them to the learners.
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but enciphered with Eric’s public key and signed with the tutor’s signing key, as
they are just a recommendation of answers from similar cases. However, if the
pedagogical resources come from the Expert Recommender, the tutor selects
the most appropriate experts (top-n list is used in our case) for the learner. For
Eric’s request, for instance, Nadia and Marc are respectively number one and
number two of the top-n list.

The tutor enciphers Q—nothing on Q gives information about the identity
of the learner—with Nadia’s public key (expert number one), signs it and sends
it to her. Nadia uses the tutor’s public key to provide her (signed) answer, R.
Finally, the tutor forwards the answers to the learner with its own signature
(instead of Nadia’s). This answer is of the form (c, R), where c is a one-time
index attributed by the tutor to Nadia. The index c, is later used by the learner
to send his feedback about the answer R. When the tutor receives this feedback,
it makes the mapping between c and the pseudonym (Section 3.1) of the expert,
so that it is able to update this expert’s profile adequately.

Continuing with our example, Eric could declare that the answer provided
by c (not knowing who is behind this c) solved his problem. He may also rate
the answer as 5 in a one-to-five scale. But it could also happen that Eric is
not satisfied with answer R. In that case, he may express his discontent to the
tutor with a rating of 1 (poorest possible), which would be used by the tutor
to downgrade Nadia’s profile. If Eric is not satisfied, the tutor would provide
him with Marc’s anonymized answer, as he came second in the top-n list. The
whole procedure would then start all over again. The process just described
preserves the anonymity of both learners and experts, provided they trust the
tutor, meaning that no learner/expert will collude with it. This assumption
holds in the context of an ITS, since the tutor is assumed to be honest to-
wards each learner. This process also ensures the confidentiality of exchanged
data since learners/experts and the tutor encipher the contents of their com-
munications. It also ensures integrity of exchanged data thanks to digital sig-
natures. The above security services enable the protection of learners/experts’
privacy during their training, since nobody has direct access to the profile of any
other.

3.5 Implementation and Validation

The implementation of SPRITS is two-fold. On the one hand, we have a cleartext
mode in which we look at how the recommender system operates. On the other
hand, we define the secure mode, which aims at securing the communications
between learners/experts and the tutor. (We do not put the emphasis on the
direct communication between just learners/experts, since SPRITS does not
offer a discussion forum). We have implemented and validated the use of our
recommender system in an ITS, using the cleartext mode. We are currently
working on the implementation of the secure mode. When the two modes will be
operational, switching between them will be allowed, depending on the desiderata
of each learner/expert. Figure 2 presents screenshots from SPRITS.
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Fig. 2. Screenshots of SPRITS

4 Comparison with Related Work

In this section, we discuss the I-Help system, because of its aspects in common
with our system. I-Help is a peer system initially developed by Greer et al. [11],
under the name PHelpS, to help learners as they learn, and to deploy learners
themselves in both helper and helpee mode. The I-Help system consists of two
components: the I-Help Pub and the I-Help 1-on-1, which are respectively public
and private components. The public component operates as discussion forums
in which learners are allowed to send questions, responses or comments, to be
shared with other members of the forums or peers. As for the private component,
a private discussion is allowed only between the learner who has requested help
and a single peer, who can help him as an expert. Globally, our system has the
same objectives as the private component of I-Help. However, in contrast with
I-Help, we introduce security aspects in SPRITS to guarantee confidentiality and
integrity of exchanged data, as well as privacy and anonymity for learners and
experts. These security aspects also aim at overcoming shyness from learners
since questions, answers, evaluations, etc., can be provided anonymously (Sec-
tion 3.4). Furthermore, in the private component of I-Help, each learner, A, is
associated with an agent whose role is to negotiate with the agents of other
learners, for the localisation of potential helpers [20]. More precisely, the negoti-
ation produces with the top-n helpers. In our case, SPRITS uses a recommender
system to output a list of learners-experts who can potentially help.

5 Discussion and Conclusions

Information security has become an important topic about which one cannot
afford to be unaware, even in the context of an ITS. In this paper, we have
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presented SPRITS, a system offering security services (confidentiality and in-
tegrity of exchanged data, anonymity of learners/experts), as well as additional
pedagogical resources, to an ITS. The example of a company that uses an ITS
to ensure lifelong training and learning to its employees is relevant in the sense
that, sometimes, the competitive spirit may override that of collaboration. Here,
employees are in a competitive situation within the company, as they want to
prove their competency skills and/or they need a promotion. Therefore, some
malicious employees may decide to cheat, for instance by faking the votes or
evaluations they provide in the ITS. This illustrates the necessity to equip the
ITS with security mechanisms. Employees are involved in collaborative learning
since they have to make the ITS benefit from their expertise, in order to make it
available to other novice learners of the company. This collaborative learning as-
pect is thus important because it provides the tutor with pedagogical resources it
can use for its teaching purposes. Therefore, we have introduced a recommender
system as a component that outputs such pedagogical resources. We have im-
plemented SPRITS successfully and a validation has been carried out to test
the recommender system. As for the security aspects, we are currently running
the test and validation processes. In addition, in contrast with the use of pairs
of public/private keys by the learners/experts and the tutor, we are analysing
the possibility to introduce a global secure environment in an ITS. One way to
do that is to use the SSL protocol, as this protocol enjoys great success in the
context of e-commerce, in which security problems occur with more vehemence.
This issue was left for future work.
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Abstract. Web-based applications with very diverse learners fail because they 
fail to satisfy various needs. Some people use collaborative filtering methods to 
analyze learners’ profiles and provide recommendation to a new learners, but 
this methods provides false recommendations from beginners. We present a 
new method, which provides recommendations that depend on the credibility 
rather than the number of learners. We have designed, implemented, and tested 
what we call the Intelligent E-Course Agent (IECA). Our evaluation experiment 
shows that our approach greatly improves learners’ knowledge and therefore 
presents a course that is more closely related to their needs. 

1   Introduction 

Recently, research teams have investigated ways of solving problems for learners who 
use hypermedia systems and have proposed several ways to overcome them. A rec-
ommendation system might work.  It would try to personalize students’ needs by 
building up information about their likes and dislikes, what succeeds and what fails 
[9]. It would rely on two techniques: content-based filtering (CB) and collaborative 
filtering (CF) [1, 7].  Collaborative filtering techniques information that is based on 
the opinions of those whose needs and preferences are like those of the learner.  But 
this method does not take into account their credibility. 

To clarify our point of view, consider a web-based educational system called An-
naba.  Every day, more than 100 learners use it.  Each chooses topics to study. Sup-
pose that units Ui, and Uj of topic Ck were selected 1000 times and 500 times respec-
tively. The existing collaborative filtering method would recommend Ui, but Uj would 
be better.  We suggest that many learners were still beginners and therefore choose 
the wrong unit.  In this paper, we suggest a new selection method, one that depends 
on the credibility of the learners. Suppose now that the credibility of learners who 
select Ui, and Uj are 0.3 and 0.7 respectively.  The selection value for Ui, and Uj  
would become 1000*0.3 and 500*0.7, which would equal 300 and 350 respectively.  
In that case, Annaba would recommend the correct unit: Uj.  
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In this paper, we will modify a Pyramid Collaborative Filtering Model (PCFA) [14] 
for filtering and recommending a unit rather than a learner. PCFA has four levels. 

Moving from one to another depends on three filtering techniques: domain-model 
filtering, user-model filtering, and credibility-model filtering. 

Our underlying hypothesis is that we can return a unit that has been selected by a 
learner who satisfies the following conditions: (1) help from someone with extensive 
knowledge of the concept being taught, (2) someone whose behavior and learning 
style are like those of the learner, and (3) someone whose credibility guarantees his 
choice (i.e., we can depend on his unit).  To satisfy the third condition, we follow use 
a PCFA.  We need answer two questions:  Is this a unit that the learner needs? Does it 
contain information that he can understand? Based on what we learned by asking 
those three questions, we have designed, implemented, and tested what we call an 
Intelligent E-Course Agent (IECA). 

We have organized the rest of this paper as follows. Section 2 briefly describes 
some related work; section 3 shows how the IECA method works; section 4 presents 
an overview of our system and IECA architecture; section 5 presents some experi-
mental results; and section 6 suggests future projects. 

2   Related Work 

Before proposing a new architecture, I find it necessary to discuss some available 
ones. Adaptive technologies will probably new ways to offer efficient web-based 
education systems [2].  But the main ones, which still use the learner-style concept, 
fall into the following three categories [4, 10]: Adaptive presentation and curriculum 
sequencing; adaptive navigation support; and adaptive collaboration support. 

2.1   Adaptive Presentation & and Curriculum Sequencing 

These technologies aim at adapting learning style. Adaptive-presentation technologies 
adapt the content of user interfaces to the user's goals, knowledge, and other informa-
tion that the user model stores.  Curriculum-sequencing technology offers to a learner 
the most suitable individually planned unit through the learning materials (the optimal 
path) [4, 10]. Examples in this category are CITS [12], Arthur and CS383 [10], ACE 
and INSPIRE [10]. 

2.2   Adaptive-Navigation Support 

The goal of adaptive-navigation-support technology is to help learners navigate in 
hyperspace by changing the appearance of each visible link. In other words, it helps 
learners to find their paths by adapting link presentation to their goals, knowledge, 
and other characteristics. The most popular of these techniques are direct guidance, 
sorting, hiding, annotating, and generating (which is the newest and most popular 
technology in the context of e-commerce) [3, 4, 8]. 

2.3   Adaptive-Collaboration Support 

Adaptive-collaboration support is a new way to enhance the quality of web-based 
education. It involves communication between several learners (social interaction) 
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and potentially collaboration. The aim is to use a system's knowledge of many users 
(stored in user models) in forming a matching group of learners [10, 4]. 

3   IECA Methodology 

Although the content-based approach [9] studies the contents of recommended items, 
collaborative filtering [1] treats learners as a community.  Using content-based and 
collaborative-filtering techniques to recommend units is an interesting and challeng-
ing application, but they consider neither the credibility of learners nor their learning 
styles. We have applied the PCFA to the collection of books. This paper focuses on 
only two levels of PCFA: domain-model filtering and user-model filtering.  

3.1   Problem Statement 

Following [13], a course could contain several concepts. Each would consist of units: 
background, definition, problems, examples, and exercises. Let C be an online course. 
Suppose that C contains k chapters and that each chapter can be divided into n units: 

C = {U11, U12, …..U1n, U21,…… U2n , . . .,Ui1, . , Uij,. . ., Uin , . . ., Uk1, . . ,Ukn } 

 

Fig. 1. Interdependence of units 

If each unit has its own exercises, learner L must pass them before moving on to 
the next unit. Suppose that L fails to pass U23, for some reason.  Maybe he cannot 
understand the preceding or following units, as shown here: 

Our system would switch him to a suitable unit, which would help him understand 
U23. In this sense, we would apply the PCF technique in order to  

•   find units that share the same concept,  
•   find a subset of these units that meets L’s learning style, and 
•   choose one unit of this subset, one that has a greater credibility, which means 

that we must calculate the amount of credibility for each unit. 

We would return the unit of a learner, therefore, who satisfies three conditions: he 

knows a lot about the concept being taught is like nL in behavior and learning style 
and we can depend on his unit because of its credibility). To satisfy the later, we 
would use PCF [14].  This method suggests three questions. Does the learner need 
this unit? Can the learner understand it ? And can we guarantee that this unit will 
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meet his needs? To answer that question, we would need to find best learner and rec-
ommend his unit.  So, we would apply PCF on a units set. 

3.2   Identifying the Suitable Unit for a Learner 

In this section, we will discuss all stages in the process of identifying the suitable unit 
algorithm (as shown in figure 2).  To some extent, the algorithm will identify the 
helper (who is also a learner) who has almost the same characteristics (i.e. learning 
style) of the learner and followed at least a part of the course.  The first step shows 

how to find a helper with information that nL  needs. 

 

Fig. 2. The pyramidal approach of the IECA 

Step 1: Dominant meaning filtering 

• For each learner LLu ∈ , uL  ≠ nL , compute the dominant meaning similarity 

),( hCQS between the new learner‘s concept Q and others concepts hC  

that uL  has visited.  

o Suppose that a set of the hC  concept’s dominant meanings 

is },...,{ 1 mww  and that the dominant meaning set of the query Q  

is },...,{ 1 sqq . We can evaluate the dominant meaning similar-

ity ),( hCQS : 
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• List learners for whom the dominant meaning similarity value is higher than the 

threshold fixed for the concept Q .  

• Let us call this qList . 

Step 2: User model filtering 

• For each learner uL ∈ qList , compute the similarity of user behaviors q
vuB ,  as 

follows : 
After participating, we could have a visiting vector for each user. Visiting vector 

l
i

q
iq vV 1)( == represents the atomic units in concept Q , which have been visited by 

user v . Component 
q
iv  is equal to zero if v does not visit it and equal to one if he or 

she does. Therefore, we can compute the similarity between users v and u  as fol-
lows: 
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• For each learner uL ∈ qList , compute the learning style similarity vuLS , . 

Following [11], the GA distinguishes several learning styles ( LS ): visualV ; 
auditory A ; kinesthetic K ; visual-kinesthetic VK ; visual-auditory VA ; and visual-
auditory-kinesthetic VAK . 

}{&},,{

}{&},,{

},,{&},,{

1

3
1

3
2

2
1

,

VKALSKAVLS

VKALSKAVAVKLS

KAVAVKLSKAVLS

LSLS

LS

vu

vu

vu

vu

vu

∈∈
∈∈

∈∈
=

=  (3) 

 

• For each learner uL ∈ qList , compute the similarity degree between user’s 
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• Keep the list of learners for whom the dominant-meaning-similarity value is 

higher than the threshold fixed for concept Q . Let us call this 2qList . 

Step 3: Credibility filtering 

•   For each learner uL ∈ 2qList , compute the credibility of learner uΩ . The 

credibility uΩ  [14] is the dependability degree of learners on the informa-

tion presented by helpers during a learning session. 

•   Thus, the best helper for learner vL  is one who has the greatest value for uΩ ; 

let that be hL . 

•   Therefore the algorithm will return the unit of the learner hL . 

•   If learner uL is a new participant in the system, then copy the entire unit of 

helper hL to that of uL . Otherwise, copy the file unit except parts of the 

course [that uL  has] already followed. 

Note: the credibility here is for the unit, not the learner. Therefore, we suppose that 
the unit’s credibility is associated with that of the person who has visited it. Suppose 
that N13 learners have visited unit U13. Say Ns

13 of them have succeeded and Nf
13 

failed. Therefore, the credibility of N13 is divided into two types: positive and nega-
tive.  

Positive credibility 

s
ijC

 is the average number of learners who have visited Uij and 

success times the summation of their credibilities. 

s
ijC

is computed as : 

Negative credibility 
f

ijC
 is defined as the average number of learners who have 

visited Uij and failed times the summation of their credibilities. 

f
ijC

is computed as 
follows: 
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4   System Overview 

This section shows how IECA has implemented, demonstrate IECA architecture, and 
present a scenario for a searching session. 

4.1   IECA Architecture 

The first time that learners use the system, it allows them to enter their interests (user-
name, password, subjects that they prefer, and so on).  Then, it asks questions to pre-
dict their learning styles.  IECA architecture contains two sides, that of the client and 
that of the server, as shown in figure 3.  The former presents user interfaces where 
learners can interact and use IECA’s features.  The latter contains the IECA, which 
interacts with user profiles, a dominant-meaning dictionary, and the course unit 
(which is stored as an xml file). 

 

Fig. 3. The IECA architecture 

4.2   IECA Scenario 

To implement the system, we used ASP .NET technology -- Microsoft C# .NET 
framework 1.1, XML, and an Access database (for the collaborative part only) -- 
along with IIS as a web server. Conceptually, the general model has these compo-
nents: sign-up and registration, learning-style test and the learning session. 

Sign-Up and Registration 
The new learner signs up by using the following registration form in order to create a 
personal profile. Each profile stores personal information: last name, first name, login 
(known as static information), and information about learning style, dominant-
meaning words, and behavior (dynamic information). The learner may change this 
information at any time by editing it.  
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Learning-Style Test 
Immediately after registration, the system opens a session. At this stage, the learner 
cannot begin the course. Only two operations are available: passing the learning-style 
test or disconnecting from the system.  According to [5], the learning-style test con-
sists of questions.  The IECA uses the answers to identify a specific the learning style. 
There are seven distinct styles: visual, auditory, kinesthetic, visual-auditory, visual-
kinesthetic, auditory-kinesthetic, and visual-auditory-kinesthetic.   

Learning Session 
Our application focuses on courses. Once they see the course summary (figure 4), the 
learners can begin a course by selecting either the last section completed before sign-
ing off or, for new learners, the first section.  The example that we use for our appli-
cation is a course on the Internet. It consists of seven chapters, each having one to 
three sections. Each section provides information on Internet. To monitor progress, 
we have included a multiple-choice test at the end of each section. A learner who 
passes with a grade of 50% will move on to the next section.  Otherwise, the IECA 
will provide assistance with the helping unit. 

 

Fig. 4. The course synopsis 

5   System Evalution 

We come now to the results of our experiment.  Our aim, of course, was to measure 
the effectiveness of our system. We selected two groups of 30 learners.  Learners 
from the one called NASSG followed the course without the assistance of an IECA.  
Those from the one called ASSG did. Figure 5 presents the averages for each group 
by course unit. 

The two histograms indicate that ASSG did better than NASSG. Our system offers 
learners a considerable advantage, but the two groups have the same contribution at 
units U101 and U401. 
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Fig. 5. Average of correct answers per unit 

6   Conclusion and Future Work 

We have described the use of PCF to provide learners with the best units available in 
hyperspace.  We based our proposed intelligent-agent system on a three level PCF, 
which uses dominant-meaning filtering at the lower level, user-model filtering at the 
middle level and credibility filtering at the upper.  This technique answers the follow-
ing questions: Does the learner need this unit?  Can he understand the information? 
Our experiments show that this method greatly improves e-course performance in 
terms of both efficiency and credibility.  Our future work will focus on how to im-
prove testing results by conducting more experiments with more learners. 
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Abstract. In the field of e-learning, a popular solution to make teaching mate-
rial reusable is to represent it as learning object (LO). However, building better 
adaptive educational software also takes an explicit model of the learner’s 
cognitive process related to LOs. This paper presents a three layers model that 
explicitly connect the description of learners’ cognitive processes to LOs. The 
first layer describes the knowledge from a logical perspective. The second 
describes cognitive processes. The third builds LOs upon the two first layers. 
The proposed model has been successfully implemented in an intelligent 
tutoring system for teaching Boolean reduction that provides highly tailored 
instruction thanks to the model. 

1   Introduction 

Teaching resources are the mean to teach domain knowledge within tutoring systems. 
In the field of e-learning, a popular solution to increase their reuse is to represent 
them as learning objects (LOs). The concept of LO is sustained by a set of principles 
and standards that facilitate their reuse and distribution. However, tutoring systems 
generally treat LOs as black boxes. i.e. presented as they are and without 
individualised feedback for each learner. Moreover, modelling the cognitive processes 
of learners is fundamental to build educational software that provides highly tailored 
instruction [2]. This article presents a model that unify some principles of the 
cognitive modelling theories, which attempts to model the human processes of 
knowledge acquisition, and standards related to the concept of LOs, which takes on 
the challenges of knowledge reuse and distribution. LOs described according to our 
approach are “glass-box LOs” because they include an explicit description of 
cognitive processes. The remainder of the article is organised as follows. First, the LO 
concept is defined. Second, the virtual learning environment (VLE) in which the 
model has been implemented is introduced. Then, the three next sections describe the 
three layers of our model. We then present a case study where the model has been 
implemented an evaluated. Finally, the last section announces further work and 
present conclusion.  
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2   The Learning Objects Concept 

The concept of LO relies on the main idea of structuring learning materials into 
reusable units. Over the recent years, many definitions of LOs have been proposed. 
To summarise most of these definitions, one can state that a LO is an autonomous 
resource (digital or not) that is reusable in training activities [4]. To clarify their role 
and their nature, this paragraph describes the four steps of the LOs’ lifecycle. The first 
step of a LO lifecycle consists in creating an information object (IO). i.e. an electronic 
document of any format. E-learning institutions usually opt for Web documents 
deliverable via Internet browsers. Among typical examples of IOs: a Web page 
explaining the game of chess or an e-book on linear algebra. Furthermore, authors 
should avoid creating IOs that include unnecessary references to external contexts, 
because IOs can be presented individually. IOs should be customizable, to facilitate 
their integration within particular contexts. Finally, one must determine IOs’ 
granularity carefully, because a large granularity reduces the number of IOs that can 
be assembled together. For example, an e-book is less reusable than its chapters. The 
second step of the LOs lifecycle consists in adding metadata to the IOs. LOM 
(http://ltsc.ieee.org/wg12/20020612-Final-LOM-Draft.html1) is one of the most 
important metadata standards. It offers about 80 attributes to describe an IO. On one 
hand, metadata facilitate the localisation of IOs stored in repositories. On the other 
hand, they inform about how to use IOs (for example, with regard to copyrights or 
technology requirements). Moreover, they make possible the automatic selection of 
IOs by a computer. Metadata are also the element that distinguishes between IOs and 
LOs. More precisely, appending a learning objective transforms an IO into a LO, as it 
ensures that the IO is intended for teaching [4].The third step is optional in the 
lifecycle of a LO and consists in packaging several LOs to facilitate their distribution 
(LOs aggregation). For example, a professor can group together a set of objects for a 
teaching activity. Since a package is also an IO, if one adds the required metadata, the 
aggregate will be also considered as a LO. In the popular aggregation standard IMS-
CP (http://www.imsglobal.org/content/packaging/), a package is a zip file which 
contains IOs or LOs and a single file which acts as a table of contents. The fourth step 
of the LOs lifecycle is LOs’ delivery. VLEs usually treat LOs as black boxes. i.e. 
presented as they are without individualised feedback for each learner. The most 
significant adjustment usually consists in generating dynamic sequences of LOs, 
following results of questionnaires. The weak personalisation is partly explained by 
the fact that these tutoring systems often teach full courses and attach great 
importance to the participation of human teachers. Building better adaptive 
educational software also takes an explicit model of the learner’s cognitive process 
related to LOs [2]. This article proposes a model for the creation of LOs that include 
cognitive processes description. Our model organise a domain’s knowledge according 
to three layers, whose each one describes knowledge from a different angle. The first 
layer defines an ontological and logical representation. The second defines a cognitive 
representation. The third organise knowledge in LOs. The next section introduces the 
VLE for which the model was tested.  

                                                           
1 All URLs mentioned in the paper were last accessed December 14, 2005. 
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3   The REDBOOL Boolean Reduction VLE 

REDBOOL is a VLE for teaching Boolean reduction. Here, the subject-matter domain 
is the algebraic Boolean expressions and their simplification by means of reduction 
rules, which are generally taught to undergraduate students on first cycle of higher 
education. The tool’s purpose is both to help student learn Boolean reduction 
techniques and to increase confidence with the software. Fig. 1-a illustrates 
REDBOOL’s interface. Preliminary definitions and explanations are available to 
learners in the “Theory” tab of the VLE. A teaching session consists in solving a set 
of problems. For example, Fig. 1-a shows the problem to reduce the expression “(((a | 
F) & (T) | (~C))”. Boolean expressions can be composed of truth constant “T” (true), 
truth constant “F” (false), proposals “a,b,c,d,e,f” conjunction operator “&”, 
disjunction operator “|” and negation operator “~”. The objective of an exercise 
consists in reducing an expression as much as possible by applying some of the 13 
reduction rules, such as the disjunction rule of a proposal “a” with the truth constant 
“False” ((a | F) = (a)). A learner can select part of the current expression in the 
“Reduction” field and modify it by using the virtual keyboard proposed. The learner 
must click on the “Submit step” button to validate changes. In the bottom area of the 
window, the learner can see the last rules applied. The “Advices” section shows the 
system’s feedback (hints, advices, etc.). The following sections detail each layer of 
our model with examples from REDBOOL. 

 

Fig. 1. The REDBOOL VLE (a) and the DOKGETT authoring tool (b) 

4   Layer 1: Logical Representation of the Domain Knowledge 

The first layer of our model contains a logical representation of the domain’s concepts 
and their relationships. The formalism used is description logics (DL). We have 
chosen DL because they are well-studied and widely used logic based languages that 
offer reasoning algorithms whose complexity is often lower than those of first order 
logics. DL employ an ontological approach. i.e., to describe the instances of a domain, 
they require the definition of (1) general categories of instances and (2) the various 
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types of logical relationships among categories and their instances. The ontological 
approach is appropriate since reasoning usually occurs at the level of categories. In 
the DL terminology, whereas a TBOX (terminological box) describes the general 
knowledge of a field, an ABOX (assertional box) describes a specific world. TBOX 
contains axioms which relate to concepts and roles. ABOX contains a set of 
assertions which describe individuals (instances of concept). Table 1 gives as example 
a part of the TBOX defined for REDBOOL.  

Table 1. Part of layer 1 knowledge for REDBOOL 

  Concepts Roles 
TruthConstant  BooleanExpression  ¬Variable operator  

TruthConstantF  TruthConstant leftOperand  

TruthConstantT  TruthConstant 
Variable  BooleanExpression  ¬DescribedExpression 
DescribedExpression  BooleanExpression  (∃operator.   
∀operator.Operator)  ¬ TruthConstant 
DisjunctionExpression  ∀rightOperand.BooleanExpression  
∃leftOperand.   ∀operator.OperatorDisjunction  
∃rightOperand.   ∀leftOperand.BooleanExpression   

rightOperand  

Atomic concepts and atomic roles are the basic elements of a TBOX. Their names 
begin respectively with an uppercase and a lowercase letter. The atomic concepts and 
atomic roles can be combined with constructors to form concept descriptions and role 
descriptions. For example, the concept description “BooleanExpression  Variable” 
results from the application of constructor  to atomic concept BooleanExpression 
and Variable. To formally describe constructors’ semantic, it is necessary to define 
interpretations. An interpretation I consist of an interpretation domain I and an 
interpretation function I. The interpretation domain is a set of individuals. The 
interpretation function assigns to each atomic concept A a set of individual AI | AI 

⊆ I and to each atomic role R; a binary relation RI | RI ⊆ I x I. The concept 
constructors of a basic DL named AL [3] are ¬A, ∃R.  and ∀R.C, which are 
interpreted as I \ AI, {aI∈ I| ∃bI.(aI,bI)∈RI} and {aI∈ I | ∀bI.(aI,bI)∈RI  bI∈CI}, 
respectively. The symbols aI and bI represent individuals that are members of I for 
an interpretation I. The letters A and B stand for atomic concepts. The letters C and D 
represent concepts descriptions. The letters R denote atomic roles. A TBOX contains 
terminological axioms of the form C ≡ D or C  D (defined as CI ⊆ DI and CI = DI, 
respectively). An ABOX contains assertions expressed in term of nominals. An 
interpretation I assigns to each nominal a, an individual aI from I. An ABOX 
contains membership assertions (C(a)) and role assertions (R(a, b)), where a and b 
represent nominals. The assertions’ semantics are aI ∈ CI and (aI,bI) ∈ RI, respectively. 
The primary purpose of DL is inference. From a DL knowledge base, it is possible to 
infer new facts, such as deducing nominals that are members of a concept, finding all 
concepts D that subsume a concept C (C  D), verifying disjointness of two concepts 
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C and D or checking that a concept C is satisfiable. Note that several free and comer-
cial inference engines are available.  

To the best of the authors’ knowledge, Teege [11] first proposed to use DL to 
represent domain knowledge of VLEs. He stated three important originalities. One of 
them consists of using DL to represent the theory to be taught (TBOX) as an 
abstraction of natural language (ABOX). This abstraction is necessary to distinguish 
learners’ answers and the VLE’s explications/examples, from the domain concepts. In 
addition, a VLE could extract concepts from natural language answers to form a 
TBOX; and then, compare knowledge of the learners with those of the learning 
system. Teege demonstrates that inference engines are useful for various tasks such as 
finding concepts subsuming a misunderstood concept to better explain what 
characterises it or detecting modeling inconsistencies (e.g., unsatisfiable concepts).  

The first of the three layers that constitutes our model represents concepts of a 
domain as DL concepts, as proposed by Teege [11]. In each defined TBOX, concepts 
symbolise categories of objects handled in a VLE, and roles represent relationships 
between these objects. Table 1 shows a part of the TBOX for REDBOOL. The first 
axioms state that truth constants, variables and described expressions are distinct 
types of Boolean expressions and specify that there are two types of truth constants 
(“true” and “false”). The last concept axiom asserts that a disjunction expression is a 
described expression that has a disjunction operator and Boolean expressions as its 
left and right operands. No ABOX is defined because it is the level of concrete 
answers and examples. When a learner interacts with our VLE, an ABOX is created 
dynamically by processes that will be explained afterwards. The layer 1 knowledge is 
stored into OWL files (http://www.w3.org/TR/owl-features), a popular file format for 
some DL. Numerous authoring tools and inference engines are available. OWL also 
offers mechanisms to increase reuse such as versioning and namespaces. Thus, 
authors can split up layer 1 knowledge in several files. As presented further, this 
facilitates the encoding of the knowledge in LOs. 

5   Layer 2: Cognitive Representation of the Domain knowledge  

Layer 1 allows the logical representation of the domain knowledge. However, build-
ing better adaptive educational software also takes an explicit model of the learner’s 
cognitive process. This section presents the layer 2 of our model, which meets this 
purpose.  

5.1   The Psychological Foundations 

To structure, organise and represent the layer 2 knowledge, we have been inspired by 
cognitive psychology theories, which attempt to model the human process of 
knowledge acquisition. This knowledge is encoded according to the way in which 
these contents are handled and used. Although there is no consensus on the number of 
subsystems or on their organisation, the majority of the authors, in psychology, 
mentions – in some form or in another –semantic knowledge [10], procedural 
knowledge [1] and episodic knowledge [12]. In this paper, we do not discuss the 
episodic knowledge part of our model since it is the part that records lived episodes (a 
history of the use of the two other types of knowledge) for each learner.  
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The semantic memory contains descriptive knowledge. Our model regards semantic 
knowledge as concepts taken in the broad sense. According to recent researches [5], 
humans consider up to four concept occurrences simultaneously (four dimensions) in 
the achievement of a task. However, the human cognitive architecture has the capacity 
to group several concepts to handle them as one, in the form of a vector of concepts [5]. 
We call described concepts these syntactically decomposable concepts, in contrast with 
primitive concepts that are syntactically indecomposable. For example, in propositional 
calculus, “a | F” is a decomposable representation of proposal “a”, a non-split represent-
tation with the same semantic. The concept “a | F” represents a disjunction between 
proposal “a” and the truth constant “F” (false), two primitive concepts. The disjunction 
logical operator “|” is also a primitive concept. In this way, the semantic of a described 
concept is given by the semantics of its components. 

The procedural memory is composed of procedures. i.e., means to handle semantic 
knowledge to achieve goals. Contrary to semantic knowledge, which can be expressed 
explicitly, procedural knowledge is represented by a succession of actions achieved 
automatically – following internal and/or external stimuli perception – to reach 
desirable states [1]. Procedures can be seen as a mean of achieving a goal to satisfy a 
need, without using the attention resources. For example, during the Boolean 
reduction process, substituting automatically “~T” by “F”, making abstraction to the 
explicit call of the truth constant negation rule (~T = F), can be seen as procedural 
knowledge which was acquired by the repetitive doing. In our approach, we subdivide 
procedures in two main categories: primitive procedures and complex procedures. 
Executions of the first are seen as atomic actions. Those of the last can be done by 
sequence of actions, which satisfy scripts of goals. Each one of those actions results 
from a primitive procedure execution; and each one of those goals is perceived as an 
intention of the cognitive system. 

We distinguish goals as a special type of semantic knowledge. Goals are intentions 
that humans have, such as the goal to solve a mathematical equation, to draw a 
triangle or to add two numbers [8]. Goals are achieved by means of procedural 
knowledge. In our model, a goal is described using a relation as follows: (R: X, A1, A2 
… An). This relation allows specifying a goal “X” according to primitive or described 
concepts “A1, A2 … An” which characterise the initial state. In a teaching context, 
stress is often laid on methods that achieve the goal rather than the goal itself; since 
these methods are in general the object of training. Consequently, the term “goal” is 
used to refer to an intention to achieve the goal rather than meaning the goal itself. 
Thus, procedures become methods carrying out this intention.  

5.2   The Computational Representation of the Psychological Model 

Layer 2 of our model defines a computational representation of the cognitive model 
described above. This knowledge is stored in files named SPK, which describe 
knowledge entities according to sets of slots. Concepts are encoded according to six 
slots. The “Identifier” slot is a character string used as a unique reference to the 
concept. The “Metadata” slot provides general metadata about the concept (for 
example, authors’ names and a textual description). The “Goals” slot contains a goals 
prototypes list. The latter provides information about goals that students could have 
and which use the concept. “Constructors” specifies the identifier of procedures that 
can create an instance of this concept. “Component” is only significant for described 
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concepts. It indicates, for each concept component, its concept type. Finally, 
“Teaching” points to some didactic resources that generic teaching strategies of a 
VLE can employ to teach the concept. Goals have six slots. "Skill" specifies the 
necessary skill to accomplish the goal, “Identifier” is a unique name for the goal, 
“Metadata” describes the goal metadata, "Parameters" indicates the types of the goal 
parameters, "Procedures" contains a set of procedures that can be used to achieve the 
goal, and “Didactic-Strategies" suggests strategies to learn how to achieve that goal. 
Ten slots describe procedures. The “Metadata” and “Identifier” slots are the same as 
for concepts/goals. “Goal” indicates the goal for which the procedure was defined. 
“Parameters” specifies the concepts type of the arguments. For primitive procedures, 
“Method” points to a Java method that executes an atomic action. For complex 
procedures, “Script” indicates a list of goals to achieve. “Validity” is a pair of 
Boolean values. Whereas the first indicates if the procedure is valid and so it always 
gives the expected result, the second indicates if it always terminate. “Diagnosis-
Solution” contains a list of pairs “[diagnosis, strategy]” that indicate for each 
diagnosis, the suitable teaching strategy to be adopted. Finally, “Didactic-Resources” 
points to additional resources (examples, exercises, tests, etc.) to teach the procedure.  

We have developed an authoring tool that permits to model and to generate SPK 
files (Fig. 1-b). The left-hand side of the environment consists in a drawing pane 
where knowledge entities are represented by different shapes, and arrows represent 
relations between them. The right-hand side of the environment permits the author to 
specify detailed information about the selected knowledge entity in terms of the slots 
described above. 

5.3   The Layer 2 Knowledge for REDBOOL 

The authoring tool was used to represent the cognitive processes of learners for 
REDBOOL [9]. As an example, in a single SPK file, we encode the layer 2 
knowledge of REDBOOL. The primitive concepts are truth constant “True”, truth 
constant “False”, conjunction operator, disjunction operator and negation operator. 
The main described concepts are conjunction expression, disjunction expression and 
negation expression. The file includes procedures and goals for the 13 Boolean 
reduction rules. It also contains definitions of goals and procedures to create concrete 
instances of concepts (because each concept’s occurrence must be created prior to 
being handled) and procedures for common errors. In REDBOOL, procedures are 
fired as a learner operates the graphical interface’s buttons (the button/procedure 
association is found in the “Method” slot of procedures), and the resolution trace is 
recorded. The VLE connects interactions with the interface to the layer 2 knowledge, 
and therefore the tutor embedded within the VLE can take decisions on the basis of 
the cognitive activity of each learner. The next section explains the link between layer 
2 and layer 1, which allow a VLE tutor to make the correspondence between the user 
activity and the logical description of the domain knowledge found in layer 1. 

5.4   Links Between Layer 1 and Layer 2  

To establish links between the logical representation of layer 1 and the cognitive 
representation of layer 2, it is necessary to add additional slots to layer 2 concepts. For 
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this purpose, each primitive concept has a "DLReference" slot that points towards a 
DL concept. This slot is useful during the instantiation of primitive concepts by 
procedures. To properly explain the instantiation process of primitive concepts, we 
will first consider the instantiation of the “F” truth constant. The “Constructors” slot 
of the “F” truth constant concept states that the procedure “P_CreateTruthConstant-
False” can be used to instantiate the concept. This procedure has its action defined as 
such. To simulate the instantiation process, our tools adds in an ABOX a nominal 
associated to the DL concept mentioned in the "DLReference" slot of the concept to 
instantiate. The table 2 illustrates the resulting assertions added to an ABOX. The 
nominal “f1” represents a concept instance, and the “TruthConstantF(f1)" assertion 
declare that “f1” is an “F” truth constant. For each instances created, a different 
nominal is added to the ABOX. In the same vein, the example shows "t1" an instance 
of the primitive concept “T” truth constant, and “d1”, an instance of the disjunction 
operator primitive concept.  

Table 2. ABOX assertions that represent a “(T & F)” Boolean expression 

ABOX 
TruthConstantF (f1), TruthConstantT(t1), DisjunctionExpression(e1) , 
leftOperand(e1,t1), rightOperand(e1, f1), DisjunctionOperator(d1), operator(e1, d1) 

In addition to the “DLReference” slot, each described concept encompasses a slot 
named “Components”, which list one or more roles. Each role associates to a nominal 
that represent an instance of the described concept, a nominal that represent one of its 
parts. For example, the nominal “e1” in table 2 correspond to an instance of the 
described concept “T & F”. The “DisjunctionExpression(e1) ” assertion declares that 
“e1” is a disjunction expression. The “operator(e1, d1)”, “leftOperand(e1, t1)” and 
“rightOperand(e1, f1)” links the described concept represented by “e1” to nominals 
that represent its components. Furthermore, a learner can carry out a procedure that 
replaces a described concept’s component. For instance, when a learner substitute 
“~T” by “F” in the Boolean expression “a & (~T)”. In this case, the tools we have 
developed adapt the ABOX accordingly.  

Because there is no direct link between layer 2 concepts, correspondence is 
achieved at the DL level. The absence of link between layer 2 concepts also facilitates 
the extension of the layer 2 knowledge. Indeed, an author can easily add concepts to 
any SPK file by associating logical descriptions that extends those of other concepts. 
Added concepts become automatically compatible with existing procedures and goals. 
Authors can also add new procedures for existing goals, since satisfaction links 
between a goal and a procedure is stored in procedures’ slots. As a result, authors can 
create new SPK files that extend existing SPK files without changes.  

6   Layer 3: Encoding Knowledge as LOs 

The third layer builds LOs upon the two first layers. The first step to obtain LOs is 
creating IOs. According to our model, an IO consists of SPK file(s), OWL file(s), and 
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the VLE. The XML encoding of SPK and OWL files makes the files easily customis-
able. To package files together, we have recourse to IMS-CP, a standard commonly 
used for LOs (cf. section 2.3).  

The second step of LOs’ lifecycle consists in adding metadata to IOs. IMS-CP 
packages allow inclusion of metadata compatible with many standards. We use the 
RELOAD authoring tool (http://www.reload.ac.uk) to specify metadata according to 
the LOM standard. Moreover, creating a LO requires specifying the learning 
objectives that it can teach [4]. This addition indicates the pedagogical use of the IO. 
We consider learning objectives that relate (1) to the acquisition of a skill or (2) to the 
mastery of a semantic knowledge. First, to check the acquisition of a skill is 
equivalent to testing the ability to attain a goal. Here, the importance resides in 
learners' ability to realise the goal. The procedures employed are of no importance, 
since several correct procedures might achieve the same goal. If a learner 
accomplishes a goal many times with varied problems and without committing errors, 
one can conclude that the learner possess the corresponding skill. A concept becomes 
manifest only during a procedure execution which satisfy the goal using that concept. 
Consequently, a learner must be able to achieve several goals that used the concept in 
order to show that s/he acquired the concept. This definition of learning objective for 
the semantic knowledge covers the traditional one of researchers in pedagogy. For 
example, Klausmeier [7], which indicates that mastering a concept require 
understanding relationships that characterise it. The action of retrieving relationships 
can be encoded as procedures. In summary, the learning objectives are expressed in 
term of goal(s) to master. In this sense, our model follows the view of Anderson et al. 
[2] that tutoring systems should focus on teaching procedural knowledge. We propose 
three slots for learning objectives. The “Identifier” and “Metadata” slot have the same 
use as for concepts, goals and procedures. “NecessaryGoals” stipulate goals whose 
mastery is jointly required to meet the learning objective. Learning objectives are 
added in our SPK files.  

7   Evaluation 

A practical experimentation was performed to test the ability of our model to 
represent cognitive activities [9]. We asked ten (10) students in computer sciences and 
in mathematics who attend the course “MAT-113” or “MAT-114” (dedicated to 
discrete mathematics) to practice Boolean reduction with REDBOOL. An assisted 
training, aiming to familiarise them with the tool, was given; before leaving them 
practising. To compare the learners’ behaviours, we forced the system to provide 
them common problems. Parameters of this experiment are 1(4), 2(4), 3(5), 4(6), 5(7) 
where x(y) stands for y exercises of complexity x, for each student. Complexity ranges 
from simple (1) to complex (5). For each learner, the system noted the procedures 
used as well as the concepts’ instances handled. Analysis of the collected data by a 
virtual tutor allows it to deduce goals (and subgoals) formulated during the reduction 
process. For complexity 1 to 5, the number of goals visited for a complete reduction 
was about 4, 7, 10, 21, and 40, and the number of concepts’ instance manipulated was 
roughly 4, 14, 24, 35 and 52, respectively.  
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8   Conclusion and Further Work 

We have proposed a model for creating reusable glass-box LOs that incorporates 
logical, cognitive, as well as didactic knowledge (cf. section 5.2). The model has been 
experimented successfully and authoring tools are available for each steps of the 
modelling process. The inclusion of a logical structure to describe domain knowledge 
facilitates the separation of the knowledge in multiple files, and provides a basis for 
logical reasoning. Moreover, using cognitive structures permit building tutors that 
presents LOs together with individualised feed-back. In a near future, our work will 
focus on representing knowledge for new domains. We are also investigating different 
ways to benefits from the knowledge encoded in our LOs. 
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Abstract. This paper presents SEDHI - an adaptive hypermedia system
for a web-based distance course. The system architecture includes three
main modules: the Classification Module, the Student Module, and the
Adaptation Module. SEDHI classifies the students according to profiles
that were defined based on a statistical study of the course user and usage
data, and adapts the navigation using the techniques of link hiding and
link annotation. The results of an evaluation of the SEDHI prototype
show the potential of the classification and adaptation approach.1

1 Introduction

In the context of distance education, web-based courses are frequently offered
to a large number and broad range of students. Most times, the contents and
presentation of didactic materials are exactly the same to all students. The
objective of this work is to consider user and usage data to provide support to
navigation. Among others, the aim is to facilitate the work of the human tutors
who typically give support to students in distance courses.

This paper presents SEDHI (Educational Hypermedia System, in Portuguese),
a system for web-based distance education. Based on a statistical study of user
and usage data [8] of a particular course, a classifier with three student profiles
was defined. SEDHI classifies the students according to these profiles and adapts
the navigation using the techniques of link hiding and link annotation [1][2].

The paper is structured as follows: section 2 reports on related work; section 3
provides an overview of SEDHI; section 4 describes the system evaluation;
section 5 presents the conclusions and directions for further work.

2 Related Work

Adaptive Hypermedia (AH) [1][2] makes possible the organization of hypermedia
environments, the conduction of the user through desirable paths, the omission of
1 This research is partially supported by FAPESP grants 03/08279-2 and 03/08776-6.
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links irrelevant to the objectives, preferences, and interests of the user, making
the navigation in hyperspace more attractive and organized, according to the
user profile and his or her representation in the User Model. Adaptation occurs
typically in two levels: adaptive presentation, in which the contents are adapted;
and adaptive navigation, in which the links are adapted.

A number of educational hypermedia systems that adapt the navigation have
been developed, e.g. ISIS-TUTOR [3]; ELM-ART [5]; AHA [6]; INTERBOOK
[4]; and KBS Hyperbook System [10], among others. Such systems support nav-
igation using different techniques in order to improve learning outcomes.

In web-based educational systems that generate large amounts of student
data, data mining algorithms [7] can provide input for adaptive navigation. Data
mining is indicated for discovering pedagogical relevant data for providing feed-
back, supporting teachers and learners, and so on [11][12]. In addition, adapta-
tion to students based on user and usage data is relevant in collaborative learning
[8][9]. In this work, students are classified according to profiles that were defined
based on a statistical analysis of a course user and usage data. While it might be
argued that profiles are limited from the point of view of student modelling, some
educational adaptive hypermedia systems adopt the profiling approach (see [14]
for an example). Regarding classification algorithms, this approach allows pre-
defining classes based on data attribute values and providing adaptation based
on past student behaviour obtained from the web-based systems databases.

3 SEDHI: An Educational Hypermedia System

SEDHI design is based on a study of a web-based distance course on Entrepreneur-
ship. The course objective is to teach the students how to write a Business Plan
in a step-by-step fashion, train the student in organizing ideas and resources, and
consider the relevant aspects for planning and starting a business. The course
is offered since the year 2001 by a Brazilian national organization that pro-
vides support services to small businesses. So far, more than 250,000 students
completed the course. Each edition of the course has around 70 classes of 200
students, summing 14,000 students in each course edition.

The course is designed to be completed in two months (60 days). The contents
are divided into five Modules - Entrepreneur Profile, Identifying Business Op-
portunities, Market Analysis, Products and Services Development, and Financial
Analysis - that are presented with hypermedia (text and figures). Additional re-
sources include interactive games, activities, exercises, and hints. In each class
an instructor is in charge of answering students’ questions, and monitoring both
the students’ progress through the contents and participation in the learning ac-
tivities. The learning environment allows the student to access to the contents,
communication and collaboration tools (e.g., discussion list and chat), technical
support, digital library, FAQ, and help. Also, there is an illustrative character
that accompanies the student since his or her first interaction with the environ-
ment. The course learning management system handles other users: instructors,
administrators, and the technical support team.
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Besides presenting characteristics and tools common to most distance educa-
tion courses, this particular course presents a set of features that allow making
use of individual user and usage data to provide adaptation: the large database
of the learning management system; the large number of students enrolled; the
great heterogeneity in the students’ background; and the availability of data on
the interaction of the students with the system. Using this data SEDHI was
designed and implemented to classify students according to pre-defined profiles.
Based on this classification, the system adapts the navigation in the course
contents using the techniques of link hiding and link annotation.

3.1 Architecture

Figure 1 shows SEDHI’s architecture. The system main components (4, 5 and 7
in Figure 1) are detailed afterwards.

Fig. 1. SEDHI Architecture

3.2 Classification Module

Instance-Based Learning [13] and the 1-Nearest Neighbour (NN) method are
used for classifying the students’ profiles. The Euclidean distance, indicated to
numeric attributes, is used as a measure of dissimilarity.

The Classification Module considers a set of attributes that were chosen based
on the course design, environment available resources, and availability of data
in the learning management system. These attributes are listed below:

1. Time: spent on navigation: corresponds to the time that the student spent
on navigating through the Modules of the course contents;

2. Questions: asked to the tutor: possibly indicate that a student who asks
many questions needs support;
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3. Interaction: refers to number of contributions to the discussion list about
topics of the course contents. A high number of contributions possibly indi-
cate that the student understands the contents;

4. FAQ access: a high number of accesses to Frequently Asked Questions
(FAQ) indicates that the student needs support;

5. Performance: on the exercises: refers to the student score on the exercises
included at the end of each Module; and

6. Experience: on other web courses: indicates if the student is familiar with
web browsing, hypertext, and resources usually available in distance courses.

Based on a statistical analysis of the user and usage data of a 200 students
sample, the attributes values were used to define three classes. Regarding the
Time attribute, the values in the sample were discretized and normalized in each
Module of the course contents. The mean and standard deviation were calculated
to define the limits of three time ranges: Short, Medium, and Long. The shortest
time, the mean minus the standard deviation, the mean plus the standard devia-
tion, and the longest time were considered the limits of the time ranges. Table 1
shows an example of the Time attribute: variables, corresponding ranges, and
respective values for Module 3.

Table 1. Time spent in Module 3

Year Time in Module 3 (minutes) Value

Short T M3 < 19 1
Medium 19 ≤ T M3 < 97 2

Long T M3 ≥ 97 3

The values of the remaining attributes (Questions, Interaction, FAQ ac-
cess, Performance, and Experience) were just normalized as they are discrete
values. The mean and standard deviation were also used to define three ranges:
Low, Medium, and High. Table 2 shows an example of the FAQ access attribute:
variables, corresponding ranges, and respective values.

Table 3 presents the classifier obtained: attributes, respective values, and cor-
responding profiles.

The similarity between the current state of a particular student and the three
examples of the classifier - Basic, Intermediate, and Advanced - is calculated by

Table 2. Number of accesses to FAQ

Year FAQ access Value

Low A FAQ <4 3
Medium 4 ≤ A FAQ < 26 2

High A FAQ ≥ 26 1
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Table 3. Classifier

ATTRIBUTES-VALUES

Time Questions Interaction FAQ access Performance Experience PROFILES

3 3 3 3 3 3 Basic
2 2 2 2 2 2 Intermediate
1 1 1 1 1 1 Advanced

Table 4. Similarity calculation

Distance Basic d(x, b) Distance Intermediate d(x, i) Distance Advanced d(x, a)

d(x, b) =
√∑

n
r−1 (xr − br)2 d(x, i) =

√∑
n
r−1 (xr − ir)2 d(x, a) =

√∑
n
r−1 (xr − ar)2

where, where, where,

d = distance between x and b d = distance between x and i d = distance between x and a

x = student current state x = student current state x = student current state

b = example of basic profile i = example of intermediate profile a = example of advanced profile

r = individual attribute of x and b r = individual attribute of x and i r = individual attribute of x and a

n = number of attributes n = number of attributes n = number of attributes

means of the 1-NN method. The student is classified according to the shortest
distance to one of the profiles defined (see Table 4): d(x, b), d(x, i) and d(x, a).

3.3 Student Module

When the student logs on the system for the first time, the Student Model is
initialized with the information provided by the student on registration and,
regarding the remaining attributes, with the values of the Basic profile. From
the first interaction on, as the student advances in the contents, the Classification
Module is executed and the Student Module is updated, registering the student
current status as Basic, Intermediate, or Advanced.

3.4 Adaptation Module

An AHS needs an internal representation of the user profile in order to adapt the
navigation. In SEDHI, to each advance of the student in the contents, the Hy-
permedia Component informs the Adaptation Module about the student profile.
The Adaptation Module adapts the content navigation according to the profile
and to the Module that the student is currently working on.

Among the adaptive navigation techniques, the course instructional designers
considered link hiding and link annotation [2] appropriate, according to the
course design and environment available resources.

Link hiding consists of showing only the links that are important. In educa-
tional hypermedia it is usual to hide the links that are not ready to be learned.
The instructional designers defined which links should be hidden in each of the
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three profiles according to the course design. The environment additional re-
sources - Glossary, Teacher Hints, and Deep Dive - were used to implement link
hiding. Glossary contains information about the meaning of particular words;
Teacher Hints complement the contents with hints from an expert; and Deep
Dive deepens the explanation about certain topics of the contents.

As all the available resources should be provided to the student classified
as Basic, all the links and resources as originally modelled are shown. In the
Intermediate profile, Glossary is disabled and Teacher Hints and Deep Dive
are enabled. In the Advanced profile all additional resources are disabled, as it
is considered that the student is familiar with the subject and does not need
additional information to understand the contents.

The technique of link annotation has the objective to annotate a set of links
in order to conduct the student from the current node to related nodes according
to the profile contained in the Student Module. Educational hypermedia that
use adaptive link annotation usually distinguish three knowledge levels of the
user about a particular node: not-known, in study, and learned. In SEDHI, as
the Student Model is updated, the adaptation of navigation is divided in three
different levels of knowledge, according to the three profiles. As these levels are
visually annotated, they can help the student in the content navigation. The
three knowledge levels were defined according to the course domain experts,
taking into account its contents and the level of difficulty of the 200 students
of the sample analysed. According to the course final evaluation, 74.03% of the
students considered Module 5 the most difficult and hard to learn. Module 4 is
pointed out as the second more difficult by 14.29% of the students. Likewise,
7.79% of the students had problems in Module 3; 3.09% in Module 2; and no
students had problems in Module 1. In the sample analysed, 65.50% of the
students finished the course before the established time limit. Link annotation
in SEDHI uses different colours [5], combined with textual information on the
current state of the node [3], as described below.

– Basic Level: the initial links of the contents are annotated with the orange
colour and with the textual information ready-to-learn. The remaining links
are annotated with the red colour and with the textual information not-
ready-to-learn. As the student progresses, the access to the contents that
follows is liberated, and the links are annotated with the orange colour and
with the textual information ready-to-learn. The links already studied are
annotated with the green colour and with the learned indication.

– Intermediate Level: the links of Modules 1, 2, and 3 are annotated with
the orange colour and with the textual information ready-to-learn. These
contents can be accessed whether or not the student accessed the previous
links. The first link of Module 4 is annotated with the orange colour and with
the textual information ready-to-learn. The remaining links are annotated
with the red colour and with the textual information not-ready-to-learn. All
links in Module 5 are in red and annotated with the information not-ready-
to-learn. The student can access this Module only when he or she concludes
Module 4 or is classified as Advanced. For links that are annotated in red,
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the system liberates the access (annotating them with the orange colour and
with the textual information ready-to-learn) only if the student has accessed
the previous links. As the student moves forward, the links already accessed
are annotated with the green colour and with the learned indication.

– Advanced Level: the links of Modules 1, 2, and 3 are annotated with the
orange colour and with the textual information ready-to-learn. These con-
tents can be accessed whether or not the student accessed the previous links.
The first link of Module 5 is annotated with the orange colour and with the
textual information ready-to-learn. The remaining links are annotated with
the red colour and with the textual information not-ready-to-learn. As the
student moves forward, the links that follow are annotated with the orange
colour and with the textual information ready-to-learn and the links already
accessed are annotated with the green colour and with the learned indication.

4 Evaluation

Five students took part in a preliminary evaluation of the SEDHI prototype.
The evaluation objective was to test whether the classification was correct and
the system adaptive behaviour was appropriate. The students had a limited
time to navigate in the course environment and contents. The time limit was

Table 5. Attributes and values

ATTRIBUTES-VALUES

Time Questions Interaction FAQ access Performance Experience PROFILES

61m 02s 6 2 30 0 0 Basic
06m 27s 1 2 1 0 1 Intermediate
13m 05s 1 4 1 1 4 Advanced

Table 6. Attributes and normalized values

ATTRIBUTES-VALUES

Time Questions Interaction FAQ access Performance Experience PROFILES

2 3 2 3 3 3 Basic
1 1 2 1 3 2 Intermediate
1 1 1 1 3 1 Advanced

Fig. 2. Classification module: Intermediate profile
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considered as the end of the course. The user and usage data were discretized
(when applicable) and normalized. The results of the classification of three out
of the five students that participated in the evaluation (classified as Basic,

Fig. 3. Link hiding: Intermediate profile

Fig. 4. Link annotation: Intermediate level
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Intermediate, and Advanced) in Tables 5 and 6. Table 5 shows the variables
and values obtained; Table 6 shows the variables and values after normalization.

Figures 2 to 4 illustrate the results obtained for a student that was classified
as Intermediate. At the end of the course the student was in Module 5. Figure 2
shows the Classification Module with the attributes values and the similarity
calculation results (value 2). Figure 3 shows the adaptation provided using link
hiding. According to the Intermediate profile the Glossary link is hidden (e.g.,
the word that is encircled in Figure 3) and the links of Teacher Hints and
Deep Dive are shown. Figure 4 illustrates the adaptation provided using link
annotation, showing the user interface state at the end of the course. The links
that were accessed are in green with the learned indication (Modules 1 and 4),
the links in orange indicate ready-to-learn (Modules 2 and 3), and the links in
red indicate not-ready-to-learn (subtopics of Modules 4 and 5).

4.1 Discussion

The classifier and the state of the user interface demonstrate that adaptation was
carried out as expected from the point of view of implementation and as indicated
by the course instructional designers. However, it is necessary to evaluate the
effects of the adopted adaptation approach on learning outcomes. Parameters
like the course conclusion, the completion of the Business Plan, and the feedback
questionnaire that usually is filled out by the students at the end of the course
can be used to evaluate this approach in new classes against the data of previous
classes.

5 Conclusion and Further Work

This paper presented SEDHI - an adaptive hypermedia system for web-based
distance courses that classifies the users and provides adaptation to navigation
according to their profiles. The evaluation of the prototype allowed verifying the
appropriateness of the system classifier and adaptation techniques. The following
steps include evaluating the impact of the system adaptation approach on the
students’ performance. Nevertheless, the evaluation results show the potential of
data mining techniques towards a more individualized adaptation in the context
of web-based courses attended by a large number and broad range of students. In
particular, using alternative data mining techniques like clustering would allow
a refinement in the categories of student profiles.
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Abstract. The development of Intelligent Tutoring Systems (ITS) and
eLearning systems has been progressing largely independently over the
past several years. Both types of systems have strengths and weaknesses
– ITSs are typically domain specific and rely on concise knowledge mod-
eling and learner modeling, while eLearning systems are deployable in
a wide range of circumstances and focus on connecting learners both to
content and to one another. This paper provides possibilities for con-
vergence of these two areas, and describes two of our experiences in
providing an ITS-style approach to eLearning systems.

1 Introduction

The term eLearning brings to mind several core concepts; learning activities
supported by Web-technologies including learning management systems (LMS)
such as WebCT, Moodle, etc., conferencing and discussion systems, and rich
multi-media content. ELearning applications fall into a broad qualitative spec-
trum, and critics have attacked these products for having a lack of pedagogical
and psychological validity, as well as an absence of controlled evaluations.

By comparison, Intelligent Tutoring Systems (ITS) have mostly been focusing
on supporting and scaffolding of problem solving in learning. Typically they
have been built on specialized, rich knowledge representations, and use cognitive
diagnosis and user modeling techniques to respond to the needs of the learners.
Until quite recently, employing Web-technologies has not been a major focus
of ITS. Only a few ITSs use technologies such as adaptive hypermedia [1] or
metadata and knowledge management [2, 3].

This suggests that there should be gains from integration and collaboration
between the two communities. Despite this, the cultural differences between the
two communities has led to little cross-fertilization of ideas and technologies.
This paper discusses this topic as follows: Section 2 examines the differences
between common ITS and eLearning environments. This is followed in Section 3
by a discussion of our experiences with two different systems that aim to fill
the gap between these communities, ActiveMath [4] and iHelp Courses [5].

M. Ikeda, K. Ashley, and T.-W. Chan (Eds.): ITS 2006, LNCS 4053, pp. 278–287, 2006.
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Section 4 concludes the work by identifying specific challenges that exist, and
potential ways to address these challenges.

2 Differences

ITS has grown out of artificial intelligence, cognitive psychology, and educa-
tion and has typically focused on the creation of specialized research systems
which are domain dependant and mostly aimed at school education. As the area
has been mostly one driven by research, implementations tend to be unique in
the features they provide, contain hand-crafted ontologies developed by a small
group of developers, and lack interoperability between one another. ELearn-
ing systems, on the other hand, are a mostly technology-driven enterprise so
far mostly worked on by institutions aimed at higher education and workplace
training. This community tends to be more risk-adverse, and its motivating
factors are interoperability through standardization (for instance, the IMS spec-
ifications, see below) and wide-scale deployment. Thus the thrust of traditional
eLearning research is the issue of reuse, interoperability of components, integra-
tion with organizational software, and authoring of content. Table 1 provides a
coarse distinction of the main features of ITS and eLearning systems. It must be
noted that many instances of exceptions to this classification are beginning to
emerge as efforts (such as ours) are initiated to reduce the boundaries between
ITS and eLearning.

Table 1. Features of typical ITS and eLearning applications

ITS eLearning
aiming at improved learning organizing learning & presenting material
restricted content massive content
carefully crafted content content crafted by normal authors
single author/designer potentially collaborative authoring
fix abstract domain ontology several ontologies, content-based
elaborate feedback simple feedback
some feedback generated pre-scripted feedback
tightly integrated components service approach
few generalizable solutions scalability and reuse important

2.1 Technologies in eLearning

LMSs contain functions for managing authors, instructors, administrators, and
learners in courses (e.g., roles, passwords, etc.), connecting learners together
(e.g., by discussion forums and chat systems), and providing and managing access
to content (e.g., access rules, quizzes, etc.). These systems generally offer a very
simple level of monitoring and feedback mechanisms – instructors can usually see
only a coarse-grained view of what content students have accessed (or discussions
students have engaged in) and students typically can obtain pre-scripted simple
feedback or limited branching to alternate content resulting from instructor-
created quizzes.
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These systems use the Web and browsers for delivery and allow for learning
which is independent of time, place, and pace. Both hypermedia and multimedia
are used to help motivate learners, though it has been suggested that this may
neither last nor result in deep learning as the grip of the new media evaporates.
Still, psychological research suggests some value of multimedia for attracting
attention and for grasping complex information through multiple sensory chan-
nels. In addition to the rich content provided by these systems, there is a strong
potential to leverage Web-technologies for personalization and adaptation, and
there is a growing awareness for its importance to eLearning (see, e.g., [6]).

Standardization of learning objects hold the promise to make reusability of
learning material easier. The standards are aimed at solving a number of prob-
lems including the description of technical, administrative, and pedagogical as-
pects of content (e.g., IEEE LOM [7]), the interconnections between content
and learning actors (e.g., IMS Learning Design [8]), the aggregation and order-
ing of content for deployment (e.g., IMS Content Packaging [9]), and how content
should be sequenced for the the learner (e.g., IMS Simple Sequencing [10]).

The standardization process has been largely influenced and governed by com-
mercial interests and tries to be completely comprehensive, which makes the
standards simultaneously large and cumbersome yet failing to include specific
needs. In particular, the metadata as well as much of the technology usage have
not yet been targeting deep learning and are not much informed by empirical
psychological results [11].

In addition to standards-compliant learning materials, a number of other Web
technologies hold great promise. For instance, the use of XML, XSL, and the
Resource Description Framework (RDF) serve the separation of structure, pre-
sentation, and semantics and they provide a rich and extensible layer.

Web services are clearly becoming the choice for system-to-system integration
and could help specialized ITS components attain a higher level of interoperabil-
ity. Web services typically require developers to provide strict definitions of the
functionalities that can be requested from a stand-alone application living on
its server. This is typically done in a blackbox manner, where a wrapper around
domain tools (e.g., an equation solver or a computer algebra system) is gener-
ated and exposed to the world. Unlike the typical glassbox ITS system (such as
the physics problem solver in Andes [12]), blackboxes are often more difficult
to use when the goal is to generate feedback based on human problem solving
spaces. For instance, computer algebra systems compute solutions in steps and
by algorithms that typically are different from human problem solving behavior.

The lack of adaptivity to individual learners is the main shortcoming of tra-
ditional eLearning approaches. Customizing feedback or limiting learner options
is based on fairly superficial knowledge, typically the answer given to a question
in a quiz. Guidance for learners must be completely scripted by authors with no
run-time inference or subtle adaptation based on individuals’ actions. The task
of selecting content for presentation to the learner is left to authors (or to the
learners themselves). More successful forms of adaptivity have been in adjusting
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presentation style to specific devices or to dichotomic learning styles (e.g. verbal
vs. visual learners such as in the INSPIRE and 3DE projects.

Despite strong adoption of eLearning in the marketplace (including the open
source world), some eLearning developers have become aware of the downfalls
of current technologies. However, the idea of ’diagnosis’ does not belong yet to
the common ground.

2.2 Intelligent Tutoring Systems

Typically the “intelligent” in ITS refers to (1) a problem solving system that can
assist and help to produce feedback and hints to learners; (2) model tracing that
predicts the learner’s current mastery and likely next step in order to scaffold
problem solving; (3) knowledge tracing that assesses the learner’s abilities and
concept-mastery in order to release new exercises or topics to learn; and (4)
tutorial dialogues for scaffolding problem solving. Certainly, the literature reveals
many more ideas that have been proposed in ITS-research such as tools for
inquiry learning and for collaborative learning.

ITS-research has a long record of student modeling, of appropriate responses
to students’ problem solving activities, of collaborative learning techniques. It
offers a range of techniques for macro- and micro-adaptation [13] which adapt
both what is presented to the learner and how it is presented. Many ITSs realize
(pedagogical) ideas and technologies that are informed by empirical results from
cognitive and pedagogical psychology, e.g. on cognitive models, self-explanation,
or the zone of proximal development. Moreover, controlled experiments belong
to the arsenal of methods practiced in the ITS-community.

3 Filling the Gap

It is our claim that eLearning can be made more intelligent and ITS more open
and reusable while preserving their useful existing features. In particular, Web-
technologies can be employed to enhance adaptivity technologically, to reuse
interoperable components, and to make systems more widely available and main-
tainable. ITS-techniques can be used to make adaptation truly beneficial for
learning, to provide student modeling, tutorial dialogues and other useful ideas
and tools developed over years.

As eLearning goes through an explosion of adoption, more and more systems
are integrating ITS research into traditional eLearning environments. This sec-
tion describes two deployed systems which seek to integrate some level of adap-
tation and personalization while recognizing the specifications and standards of
the broader eLearning community.

3.1 iHelp Courses

The LORNET network investigates ontologies, artificial intelligence, data min-
ing, and multi-media in an eLearning project. We are investigating how adaptive
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systems can embed intelligence into standardized learning objects, as well as con-
nect users in real time and asynchronous virtual communities. iHelp Courses [5]
is one project within LORNET in which a web-based and learning object-based
content management system provides some learner personalization while main-
taining standards compliance. It requires instructors to provide aggregations of
content using the IMS Content Packages. Content can be in any format render-
able by a browser (including Flash, Java Applets, etc.). The flexibility of the
format allows an instructor to take existing learning materials and readily inte-
grate them into a new course. Further, by supporting eLearning standards for
content aggregation, instructors gain the benefits of traditional content manage-
ment systems (i.e. portability of content).

Personalization is achieved through the use of a fine grained role structure.
Learners are assigned to an arbitrary number of hierarchically arranged roles
which govern the path(s) that they can take through the learning material. In-
structors associate rules that determine the availability of a piece of content with
content/role tuples. These rules follow the spirit of the IMS Simple Sequencing
specification and can access both the structure of content, the knowledge-tracing
model of the user, and various system functions. As a user can be put into an
arbitrary number of roles, rules are compiled into Java Bytecode, loaded on-
demand, and executed to provide high performance.

Rule functions outside of the scope of simple sequencing can be easily added
to iHelp Courses, and provide increased user modeling functionality. Data we
collect includes dwell time on each learning object, the path taken to get to a
particular point, and a history of the responses the learner has provided. This
modeling is deeper than the user tracing laid out by eLearning specifications,
and integrates with knowledge representation and reasoning efforts in ITS and
Semantic Web research.

iHelp Courses has been deployed at the University of Saskatchewan, and has
been used with over 200 students in distance eLearning courses and over 2000
students in blended learning environments.

3.2 ActiveMath

The EU-project Language-Enhanced, User-Adaptive, Interactive eLearning for
Mathematics (LeActiveMath) is carried out by 8 European partners from re-
search institutes, universities and an educational publisher. It combines exper-
tise in Web technologies, knowledge representation and services, in ITS including
user modeling, in mathematics teaching and competency-based pedagogy, and
in computational linguistics. LeActiveMath builds upon ActiveMath, a multi-
lingual, Web-based, adaptive learning environment for mathematics. It combines
several components and services in one application using a distributed architec-
ture based on XML-RPC as well as an asynchronous event framework [14]. It
employs computer algebra services and domain reasoner for generating feedback
and assessment for exercises and develops tutorial dialogues. LeActiveMath pro-
vides advanced tools such as an open learner model, semantic search, interac-
tive concept mapping, and assembling tool. LeActiveMath employs a semantic
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XML-representation for mathematics, OMDoc [2], compliant with LOM. A pre-
sentation engine transforms the content into a variety of output formats (e.g.,
HTML, MathML, and PDF). ActiveMath realizes personalization through in-
structional planning [15]. For instance, the content may vary for different learning
contexts and in detail and difficulty. ActiveMath adapts and personalizes con-
tent by assembling learning objects according to prerequisite and other relations
and by modifying this according to preferences, learning scenario, goal-level and
ability.

On the one hand, LeActiveMath relies on Web-fueled knowledge represen-
tation and Web-technologies such as XSLT, Web-server, brokerage of services,
servlets, JSP, and Velocity templates. On the other hand, it also realizes typical
AI-techniques such as student modeling, adaptive hypermedia, adaptive course
generation, blackboard suggestion mechanism, feedback in problem solving based
on back-engine computation and reasoning.

LeActiveMath is tested at different European universities and in German high
schools in several small- and large scale evaluations.

4 Challenges and Opportunities

Opportunities are opened up by the growing quantity of learning material that
has been tagged and annotated using standards and that is available via the
Web. Intelligent tutoring systems can benefit from employing an extensible and
reusable knowledge representation scheme that is accessible for other systems as
well. This includes the formats but also the concrete metadata that characterize
an instructional item or learning object. The Web as a knowledge base could and
should be employed in inquiry learning, especially if strong (semantic) search
facilities can be provided. This is how many students now learn anyway.

Although our work aims at filling the gap between ITSs and eLearning sys-
tems, it is clear that a number of challenges still exist.

Extensibility. The majority of (if not all) eLearning specifications use XML to
aid interoperability. In theory, this allows vendors to extend specifications in
a conforming fashion by introducing new elements and attributes within their
own namespaces. In practice however, vendor extensions to XML documents
tend to break when imported into other eLearning applications. This is actu-
ally a side effect of using XML in a structural fashion – the relationship of one
element to another is based on a hierarchy called the Document Object Model
(DOM). Introducing new elements to ”wrap” existing elements reorders the hi-
erarchy exposed by the DOM, and thus typical structural querying languages
(such as XPath) tend to have problems. While this can be avoided (both in
the design of the XML Schema, and in the implementation of XPath queries),
the fact remains that vendor-based extensibility is quite low. The shift to more
semantic-based representations (in particular semantic web technologies, such
as RDF and OpenMath) increases extensibility without hampering the gains by
interoperability. ActiveMath, for instance, uses an extensible implementation
of OpenMath.
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A further development of the XML-structures and of the metadata for in-
structional items (such as worked examples and exercises) is needed with the
objective to include feedback-relevant data for problem solving activities as well
as structures and metadata for the generation of tailored exercises as described
in more detail in e.g. [16]. For instance, substructures in examples and exer-
cises have to be identified and annotated with metadata in order to make them
first-class citizens which can be diagnosed, faded and replaced adaptively, etc.
In ActiveMath, we created such structures which carry more knowledge [16]
and submitted them to standardization by IMS Math QTI.

Domain Ontologies. Domain ontologies have to be constructed and maintained.
In a realistic setting which is that of collaborative authoring, this may be diffi-
cult: several ontologies may exist and these ontologies are in constant evolution
and are gradually refined in collaboration with the domain experts and through
experimentation with learners. Mapping is important in order to enable the reuse
of domain-specific material that will be more and more available on the Web. In
our experience (see [17]) and that of other ontology-builders, too, large content
ontologies (e.g. 1,000 concept+) are extremely difficult to keep up to date and to
maintain manually, hence automatic tools have to be developed and used. One
avenue we follow in ActiveMath is the creation of domain maps from content
and feeding the domain map back to the content authors for quality control and
consistency checking. This way, we can keep relevant ontology information from
the content (similar to T-Box and A-Box approach in description logics).

The management of ontologies and detection of inconsistencies is critical.
ITS might contribute experiences from the development of ontologies from an
instructional point of view, as well as from a technical point of view. The auto-
matic creation and management of those - maybe multiple - domain ontologies
poses even bigger challenges. Visualization alone is not sufficient here but qual-
ity management is needed that includes consistency checks and version control
that builds on dependencies and semantics. Formal methods can contribute to
discovering inconsistencies and version maintenance.

Contextualized Metadata. With the goal of reusing Learning Objects it is some-
times impossible to assign a single one-dimensional value for metadata. Consider,
for example, the difficulty value of a learning object. Any exercise or example
will be more difficult for an elementary school student than for a university stu-
dent. Yet such simple contextual inferences may not be possible with current
standards, where difficulty has a single qualitative value. One possible solution
is the contextualization of metadata (providing multi-dimensional metadata) as
currently done in ActiveMath. Such a need did not occur previously in ITSs
adapting the difficulty of exercises or examples to the capability of the student
because these ITSs are normally narrowly focused for a particular audience only.

Using the previous example, one can also imagine definitions relative to vari-
ous kinds of assessment contexts (e.g., an author assesses the difficulty, a teacher,
a student, statistical assessment of difficulty, etc.). While some work has gone
into solving these problems within iHelp Courses (see [18]), validation of this ap-
proach is required. It is important to note that informal human-readable meta-
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data, such as instructional designer reviews and opinions about a learning object
and are rarely available in standardized form and therefore, they are essentially
useless to the content management systems.

Creating more diverse sets of metadata for different purposes leads to an-
other problem - who owns the metadata? Where should it be stored? Tradi-
tional eLearning standards store metadata along with a learning object, e.g.,
in a Content Package. Once multiple pieces of metadata can be created for a
single piece of content one can envision distributed systems being employed to
store data close to the creators. This opens another Pandora’s box: collabora-
tive authoring. With distributed databases the search becomes more expensive
(which is bad for dynamic generation) and even worse, the maintenance of those
knowledge bases becomes much more difficult. Here, again, quality maintenance
must include semantic consistency checks.

Validation of Metadata. Misleading and incomplete metadata are rampant in
actual deployed learning object systems, in particular learning object reposito-
ries [19]. ITSs typically specify explicitly how accurate a given piece of knowl-
edge is (often through probabilistic models, such as Bayes nets). Hybridizing
these approaches and providing a probabilistic overlay on contextualized meta-
data (both author generated and observed within the learning environment) is
the next milestone for iHelp Courses.

Dynamic Content and Sequences. While IMS Simple Sequencing (IMS-SS) is ap-
propriate for representing a completely generated course, it is still insufficient for
true interactivity and reactivity that goes beyond the programmed instruction.
In IMS-SS reactivity is defined only in terms of interaction of learner with con-
tent rather than including other dynamic aspects of the learner such as ’field of
study’. Moreover, currently IMS-SS is not suited for adding or deleting content
dynamically. Therefore, IMS Simple Sequencing should be extended to allow for
more informed instructional planning. Ideally this should include the ability to
re-plan in an ad-hoc manner based on changes in the learner model or learning
environment, as well as be usable within different kinds of planning environments
(classic, constraint-based, probabilistic, etc.) [20].

Distribution of Services. Currently most eLearning and ITS systems follow a
centralized architecture. With the inclusion of ITS technologies, such as domain-
specific reasoning engines (e.g. an algebraic problem solver) or specialized user
modeling components, a distributed architecture must be considered.

Web-services seem to provide the correct amount of flexibility and generality
to fit this architectural need. Brusilovsky [21] for instance, provides a description
of how Web-services can be used to create a centralized user modeling server.
Brooks et al. [22] provide a semantic Web-based architecture that can be used
to collect and distribute user modeling information in eLearning environments.
In ActiveMath with its central student model and action history, events are
passed asynchronously and requests to/from services exchanged [14].

New Models of (Life-Long) Learning. Both, ITS and eLearning could develop
learning scenarios that rely on self-organization models with little control for
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certain phases in learning. Such models are typical for the Web and have the po-
tential to engage and motivate certain learners. Feedback and encouragement is
useful but too much control can hinder self-guidance and construction of knowl-
edge particularly for adult learners.

5 Conclusion

The aim of our research is to provide working systems that increase the efficiency
of teaching and at the same time are effective for learning and pedagogically as
well as cognitively sound. Therefore, they have to take advantage of ITS and
Web-technologies. We – very briefly – described how this integration is pursued
in ActiveMath and iHelp Courses.
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Abstract. User adaptation has been a major issue of ITS research since the be-
ginning. At first knowledge about individual learners was used to produce adap-
tive educational hypermedia. Then, the deployment of web based learning man-
agement systems put the need to exchange learner data between systems in the 
forefront. Nowadays, specifications for describing learner information in a 
standardized way are being developed. So far most existing systems have proc-
essed learner data. Yet the processed data are neither the same nor are they used 
for the same purposes, even if they are data about the learners. We argue that it 
is time to bridge the gap between the many sets of data about a learner proc-
essed within different learning environments. We propose a set of categories for 
describing learner information that goes beyond IMS LIP and could bring a link 
with ITS learner models.  

1   Introduction 

Since computers began to be used in education and training it has been argued that 
one of the main benefits for learners would be the delivery of training material and 
experiences adapted to their personal needs. Adapting one’s behavior to a user implies 
that data about this user are available to the system. Indeed user adaptation has been a 
major issue in many prototypes and the popular ITS « four module architecture » 
includes a learner model. Then research groups tried to use knowledge about individ-
ual learners included in learner models in order to produce adaptive educational hy-
permedia. Finally, the deployment of web based learning management systems put the 
need to exchange learner data between systems in the forefront to exchange learner 
data between systems. In this context specifications for describing learner information 
in a standardized way are currently being developed. 

In this paper we argue that it is time to bridge the gap between the many sets of 
data about a learner processed within the many categories of learning environments 
that may be run. We propose a set of categories for describing learner information that 
goes beyond IMS LIP and could bring a link with ITS learner models.  

The paper is organized as follows: After a brief introduction we review the main mo-
tivations and achievements of learner models in ITS and AH (Adaptive Hypermedia) 
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research (section 2) and the set of specifications currently proposed by several consor-
tia working for the e-learning standardization field (section 3). In section 4, we first 
present the SERPOLET LMS from which we draw our set of categories, then we 
present the model itself, as an extension of the LIP and we show how the newly intro-
duced categories could allow a better adaptation to users’ needs and especially a  
connection between this extended LIP model and a learner model built for an ITS or 
an AH system. We conclude with our views about data exchanges between learner 
models and learner information packages used in LMS. 

2   Learner Models in ITS and AH Systems 

W. Chen and R. Mizoguchi [1] proposed a learner model ontology which is worth 
considering to answer the question “what is to be found in a learner model?” The 
higher levels are learner assessment and learner model information. In the lower lev-
els, we find information about the learner, divided into static and dynamic informa-
tion. With a slightly more restrictive view, G. McCalla [2] pointed out that learner 
models roughly include two parts. The first part is related to characteristics (similar to 
“static information”) that transcend any given activity of the learner. The second part 
called episodic part (similar to “dynamic information”) includes data about the 
learner’s experience during a given learning event. Its content may differ depending 
on the level of granularity of the current learning activity. The important point to keep 
in mind is that ITS and AH learner models are mostly about this second part. Indeed 
they were not built in the context of many on line learners and they aimed at a fine 
grained scaffolding of the learner.  

In his review of 24 ITS authoring systems, Murray [3] mentioned that most student 
models are in fact overlay models, which means that student knowledge is related to 
domain concepts or procedures. Moreover, in many systems student knowledge is 
strongly linked to instructional expertise as student data are used for making instruc-
tional decisions such as which kind of help to provide, or which next exercise to se-
lect. However, in addition to this simple overlay view, some systems include sets of 
misconceptions, pre-existing knowledge, and learner preferences. Learner data are 
mostly derived from the analysis of learner machine interactions during the session. 
They are completed by pre-test results and answers to questionnaires. They range 
from simple historical records to sophisticated sets of fine-grained labeled concepts. 
Finally, even if the concept of open learner model was proposed by J. Kay [5] and 
others, the ITS models were mainly built to be processed by machines and not by 
humans. This is another key point to keep in mind. 

The same techniques have been used to build learner models in Adaptive Hyper-
media Systems as summarized by Brusilovsky in several papers [4]. Learner data are 
used to adapt subject matter presentation and to personalize navigation. 

Recent approaches [2], [6] are using data mining and clustering methods in order to 
enrich the previously mentioned techniques for building more dynamic learner models. 

To summarize the learner models used so far in ITS and AH systems are mostly 
based on overlay models linked to subject domain models. The data included in  
the models are mostly derived from the analysis of the learner’s interactions with the 
system and they are mostly intended to allow the system to adapt its short term  
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current behavior. From a different viewpoint, more permanent data are recorded in 
other contexts as described in the next section. 

3   Existing Learner Metadata Models 

3.1   IEEE PAPI Model 

PAPI (Public And Private Information for Learners)1 is a standard developed within 
the IEEE P1484.2 Learner Model Working Group. Its objective is to specify the se-
mantics and the syntax of a ‘Learner Model’, which characterizes a learner and his 
knowledge. It includes elements such as knowledge (from coarse to fine-grained), 
skills, abilities, learning styles, records, and personal information. The standard al-
lows these elements to be represented in multiple levels of granularity, from a coarse 
overview, down to the smallest conceivable sub-element. The standard allows differ-
ent views of the Learner Model (learner, teacher, parent, school, employer, etc.) and 
will substantially address issues of privacy and security. PAPI Learner was initially 
developed for learning technology applications but may be easily extended to other 
types of human-related information such as medical and financial applications. 

PAPI distinguishes personal, relations, security, preference, performance, and port-
folio information. The personal category contains information about a user’s name, 
contacts and address. The relations category serves to specify user’s relationships 
(e.g. classmate, teacherIs, teacherOf, instructorIs, instructorOf, belongsTo, be-
longsWith). Security aims to provide slots for credentials and access rights. Prefer-
ence indicates the types of devices and objects the user is able to recognize. Perform-
ance is for storing information about a user’s measured performance through learning 
material (i.e. what does a user know). Portfolio is for accessing a user’s previous 
experience [7]. 

PAPI represents one of the first proposals which offered a framework that organ-
izes learner data. There are many learner data that this standard does not take into 
account [8], and which can be exchangeable between various e-learning systems. This 
explains why this proposal has been extended by IMS in its new standard IMS LIP. 

3.2   IMS LIP Model 

IMS Learner Information Package2 is based on a data model that describes those 
characteristics of a learner needed for the general purposes of: Recording and manag-
ing learning-related history, goals, and accomplishments; Engaging a learner in a 
learning experience; Discovering learning opportunities for learners. 

The specification supports the exchange of learner information among learning 
management systems, human resource systems, student information systems, enter-
prise e-learning systems, knowledge management systems, and other systems used in 
the learning process. In this paper such systems will be called learner information 
systems regardless of any other functionality they may possess or roles they may 

                                                           
1 http://edutool.com/papi/. 
2 http://www.imsproject.org/profiles/index.cfm 



 From Learner Information Packages to Student Models: Which Continuum? 291 

fulfill. The IMS LIP specification does not address requests for learner information or 
exchange transaction mechanisms. 

IMS LIP v1.0 defines a user data model as a set of 11 categories to be imported or 
exported between systems. Its categories are: Identification, Accessibility, QCL, Ac-
tivity, Goal, Competency, Interest, Transcript, Affiliation, Security-key and Relation-
ship. We note that IMS LIP provided valuable extensions compared to the PAPI 
model, but again it does not meet all the systems’ needs in terms of learner data  
exchange, which explains its adaptation within application profiles. 

3.3   Other Models and Conclusion 

There are other proposals for a standardization of the learner data, but they not enter 
the objective of this contribution. Let us note in particular two standards AICC3 and 
SCORM4. The standard SCORM offers a data model for managing all the learning 
productions. This model comprises a set of fields in order to allow a standardized 
exchange of data between a runnable training unit and the platforms. 

The learner’s follow-up was one of the principal concerns of AICC. In this model, 
the data exchanges between the learning system (CMI for Computer-Managed In-
struction) and a given training module (indicated by CBT for Computer Based Train-
ing) are done via files. This approach allows the division of data between several 
modules constituting the training. 

To conclude, we note that the two models presented above (PAPI & IMS LIP) 
form one of the first bases of structuring user data which can be exchanged between 
e-learning systems. We consider that its elements are not sufficiently complete to 
cover all the learner data which can be exchanged between e-learning systems. The 
elements of this model remain a general learner description. However, we note in the 
IMS LIP model a first attempt to model educational learner data. Indeed, in the cate-
gory "Activity" we find the educational activities related to a learner. 

Our analysis of the data in the Global Open and Distance Learning Cycle 
(GODLC) [9] [10] enabled us to identify other learner data which should be ex-
changed between e-learning systems, and which can improve the content of existing 
learner models. 

4   A New Learner Data Model 

4.1   Presentation of SERPOLET Learning Management System 

To carry out this metadata model, we profited from a field experiment, which enabled 
us to understand the LMS users’ real needs and to find the best adaptations to meet 
their expectations. We also benefited from a previously done reengineering work, in 
which we had defined a core of reusable functional modules to meet the specific 
needs of the SERPOLET5 system customers. In short, the SERPOLET system origi-
nates from a research project conducted from the end of the eighties to 1995 by G. 

                                                           
3 http://www.aicc.org 
4 http://www.adlnet.org/ 
5 http://www.a6.fr 
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Claës. During the past decade, it was partially reshaped, several times recoded and 
substantially completed and it gave birth to several commercial products designed to 
fulfill customers’ needs. 

Within the A6 Company, SERPOLET acts as a kernel set of services that are com-
pleted by additional modules in order to customize learning delivery platforms to 
users’ needs. One of the characteristics of this system is its authoring tool which of-
fers: course management and learners’ training plans, the management of the learner’s 
educational path and the management of the learner’s booklets. 

In the next section, we present our proposal and highlight its new elements. 

4.2   General Characteristics 

Within the company, the development of this model was made to answer the ques-
tions of the learner data interoperability between several e-learning systems. 

 
Fig. 1. SERPOLET learner data model  
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To elaborate this model, we first analyzed the principal existing models, in particu-
lar the models presented above (PAPI, IMS LIP) as well as the RDCEO6 (Reusable 
Definition of Competency or Educational Objective) standard. We studied the ele-
ments described in the various categories included in these models. 

Second, we analyzed the various learner data exploited in the SERPOLET  
e-learning system. Our objective was to identify the learner data candidates for inter-
operability between e-learning systems. 

While constructing our diagram we kept in mind the following objectives: To dis-
tinguish the learner data which are specific to the system from those which can be 
exchanged with other external systems; To determine the level of detail which we can 
take into account in our model, if we want to describe all the learner data in the train-
ing life cycle; To remain LOM compliant as requested by our clients. 

In this new model, we propose 14 categories in which we gather the different 
learner data which can be exchanged between e-learning systems. We took into ac-
count the elements of the analyzed models as well as the needs specified in the Global 
Open and Distance Learning Cycle. Moreover the new elements brought in this model 
arise from the analysis of existing data and the needs expressed for a better interop-
erability of learner data between e-learning systems. 

Figure 1 gives an overview of the categories which constitute our data model. 
The LIP label means that the category has been borrowed from IMS LIP without 

any change. LIP label and New label together mean that new fields are proposed for 
an existing IMS LIP category whereas New label alone shows a new category. 

The main drawbacks mentioned about PAPI and IMS LIP are the very restricted 
set of data related to the learning process. In our model, we tried to develop the edu-
cational learner data; We also improved the elements of certain existing categories, in 
particular in the IMS LIP model. 

The main innovations of our proposal concern mostly four categories: “profile”, 
“educational path”, “metadata”, and “comment”. 

In the “profile” category, we define a learner profile, as a set of information gath-
ered as the output of a learning unit. It is one of the new introduced categories which 
distinguishes our model from the IMS LIP model. Indeed, it is necessary to provide 
the teachers with a whole set of learner knowledge which enables them to define the 
learner’s educational path. The principal elements which constitute this category are 
as follows: The profile identifier, the profile description, the profile Ref-course. 

 

Fig. 2. Example of profile 

                                                           
6 http://www.registry.ed.ac.uk/transcripts/EDSGuide.htm 
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In the “Metadata” category, new also, we regroup the data that make it possible to 
describe learner data. It represents a fundamental element for a system of data struc-
tured with metadata. In this category we describe the specific data concerning the 
recording of these very data. The elements described in this category are as follows: 
The identifier of the data, the person contributing to the data, the diagram of the data 
used the language of the data, and comments. 

In the “Educational path” category, we describe the educational steps carried out 
by a learner during his training. We note that the educational path is not present in any 
of the existing models. We define the learner educational path as the set of the steps, 
the activities and the choices which characterize his/her training. The educational path 
differs according to learners. Thus, it can be marked by interruptions or reorientations 
according to the rhythm and aspirations of each one. They are organized according to 
a progression making it possible to achieve educational goals with identified courses. 
The elements of this category are: The educational path identifier, the learner’s objec-
tive achieved at the end of his/her course, the educational path description, the courses 
followed by the learner during his/her training, the learner’s assets during and at the 
end of the course, and the learner’s course comments. 

The other categories (Affiliation, Accessibility, Transcript, Relationship, and Secu-
ritykey) are similar to those existing in the IMS LIP model  

In this model, we tried to give a great importance to learner educational data. That 
led us to define a new category which describes the learner’s educational path. It is 
one of the main characteristics of this model. 

As for every model, we had to choose which categories are mandatory. In this 
model, five elements are mandatory, namely: the learner’s identifier, his/her first 
name, middle name, contact and the data diagram used. All the other elements are 
optional. This choice is related to the technical constraints required by any e-learning 
system. Among these constraints, let us note the following ones. 

In each e-learning system, we need to have a single identifier for each learner in-
dexed on the system server. This element makes it possible to identify the learner in a 
single way, and to manage the learners’ rights in the system. 

The learner’s first name, his/her middle name, and contact represent a minimum of 
information to identify the learner in an e-learning system. 

Lastly, the data diagram makes it possible to identify the diagram used to exchange 
learner data among systems. 

About the vocabulary used, i.e. the recommended lists of suitable values it is to be 
noted that certain vocabularies used in the IMS LIP are too general and inappropriate 
to correspond to certain e-learning system realities. If we take the example of the 
element “Activity” (IMS LIP 6.1), which can take as value: work, service, education, 
training, and the military, considering that certain adaptations of our system relate to 
vocational training, this information loses its relevance. Then the solution is to define 
our own vocabularies and to define their equivalence in the IMS LIP model although 
such a correspondence is not always possible, and can lead to a loss of information or 
a redundancy. The definition of new elements also compelled us to choose new vo-
cabularies such as: 

• In the learner’s educational path: The type of contents used in the courses. 
• In the learner’s competences: The learner’s interest. 
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• In the learner’s diploma: Its name, the level associated to it and the name 
of the organization which delivered the diploma. 

• In the activity: The type of activity and its statute. 

Lastly, we chose to define at the end of each category, an element “Comment”. 
This element makes it possible to supplement the metadata carried in the category. It 
is not mandatory. It is used if one wants to add information or a remark to complete 
the category elements. 

In the following section, we show how this diagram is implemented and used in e-
learning systems as well as how useful it is to transfer learner data from one system to 
another. 

4.3   Utility and Usability of the Model 

4.3.1   The Use of the Model 
The way of implementing and using our model in e-learning systems is simple. To 
explain it, we will take the example of the SERPOLET system which seeks to ex-
change its learner data with another external system. 

To use our model, it is enough to define an API (Application Programming Inter-
face) which has a double role: the first consists in generating the XML file which 
respects this data model starting from the various learner data which are stored in 
various data bases of the SERPOLET system; The second role consists in making the 
reciprocal way, i.e. from the XML file provided by an external system and which 
respects our model, the API reads the data and dispatches them in the SERPOLET 
system data base. 

This principle is not new. We already used it in the implementation of the SCORM 
standard in the SERPOLET system. Indeed, it makes it possible to read the XML files 
which index teaching resources, as well as to read and to generate the file "imsmani-
fest.xml" which indexes the organization of these resources in a teaching SCORM 
module. It is also used to ensure the transfer of learner follow-up data between a 
SCORM module and the system data base. 

4.3.2   Usefulness of the Model 
To show the usefulness and the importance of this model for the exchange of learner 
data between e-learning systems, we present an example which shows a real case that 
we have met lately with the users of the SERPOLET platform. The example is as 
follows: An organization that uses the SERPOLET system wishes that a group of 
learners, registered in the SERPOLET system, take part in collaboration sessions in 
another LMS. The question is how to give learners access to the second system? 

Without a common model, the solution consists in defining all the technical pa-
rameters necessary for a very good data exchange. But this type of solution solves the 
problem only partially, and is both expensive and time-consuming because every time 
we need collaborations of this type with other systems it is necessary to define and 
develop a new exchange protocol. 

The use of a common data model is more economical, indeed. It makes it possible 
to have a common base of data exchange in similar situations. No development is 
required. There will be only the generation of the learner data in XML format by the 
first system. These XML file data will be exploited by the second system to dispatch 
them and to record them in its data base. 
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Let us note that there will always be a reason for one learner to follow or to sup-
plement his/her training with another e-learning system. Thus, the adoption of such a 
model makes it possible to save time and money, and it is well-known that price and 
quality factors take an increasing place in the choice and use of e-learning systems. 

5   Conclusion and Further Trends 

In this paper, we detailed a proposal for a learner data model used in e-learning sys-
tems. We tried to offer solutions to the issue of learner data interoperability between 
e-learning systems. 

The development of this proposal is the result of real uses and practices of the 
LMS. Indeed, the use of the SERPOLET system by public or private organizations, 
led to seek a whole set of adaptations and improvements in response to clients’ re-
quirements, in particular as regards interoperability at various levels. 

We consider that this model is open; It can be adapted for other external systems’ 
needs and for other types of users and not only for learners. It could also be re-used 
by the existing organizations of standardization to improve the existing standards, in 
particular IMS LIP [11]. 

About communication between learner data which are part of the general character-
istics of the model and more fine grained and evolutionary learner data, our view is as 
follows: As knowledge engineering shifted from a myriad of knowledge representa-
tion formats to a small set of W3C recommendations, the outputs of ITS learner mod-
els should shift from a one-system-one-learner-model paradigm to a learner metadata 
standard based representation. In such a perspective, the fine-grained topic overlay 
models used in ITS or AH should at least result in some data to update for instance a 
competency category or a learning goal category in a platform learner model, other-
wise they are lost for further learning experiences and we always start from scratch. 
We also need more discussion and agreement on several other topics such as: 

Which data have to be exchanged between learning systems and for what purpose, 
which data are “learning unit dependant”, which may be useful outside the unit, which 
data are domain dependant and which are not, which data are recorded for humans 
and machines, which data are recorded only for machine processing (this point is of 
growing importance for distance learning instructors who do not see their students 
and who need data about them in order to react efficiently to their requests), which 
data can be inferred, which data must be obtained from external sources (learner re-
cords, questionnaires, etc.). 

Our proposal is grounded on the analysis of the data exchanged within the 
SERPOLET implementations, and it should be compared with other similar analyses 
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Abstract. Intelligent Tutoring Systems (ITSs) are usually based on
similar fundamental structures. In contrast to this, software engineer-
ing techniques are seldomly used for realizing ITSs. In the last years,
some approaches tried to change this: pattern mining took place; meth-
ods covering the specifics of ITS project development have been deployed.
These approaches usually focus on a specific system type or on a certain
application domain. What is missing is a combination of all the different
approaches in a pattern language or a pattern catalogue for ITS. The
purpose of such a pattern catalogue is to provide pattern for different
types of software and to support the software development starting from
design and ending with the implementation. The first step towards a
pattern language is described in this paper.

1 Introduction

Intelligent Tutoring Systems (ITSs) can look back on a comparably long his-
tory and are usually based on similar fundamental structures, reflected in the
ITS architecture. This architecture consists: expert module, learner module, user
interface module, and steering/tutoring module (see e.g. [5], [27]). This archi-
tecture can be seen as a pattern in the broad sense [9]. In contrast to the quite
homogeneous usage of terms, the realization of the modules and the interpre-
tation of each module’s role and functionality in the ITS is heterogeneous [27].
In some ITSs, e.g. the realization of the expert knowledge module has moved
from the integrated expert system to a system module, which resembles a multi-
layer database. Consequently, the execution layer (former part of the expert
system) is then externalized and realized as an own module. The potentially
stand-alone expert system and the expert knowledge database are both called
expert knowledge modules. Thus, ITS development suffers from the negative
effects of homogeneous naming for heterogeneous functionality. This results in
hardly comparable ITSs. Re-use of existing systems or system components is in
most cases not possible.

In recent years, several approaches have been made towards establishing
uniformity in the development of teaching and training systems. Two main di-
rections of research are: the realization of standards, and the usage of software
engineering methods. Standards can be used at different levels of teaching and

M. Ikeda, K. Ashley, and T.-W. Chan (Eds.): ITS 2006, LNCS 4053, pp. 298–307, 2006.
c© Springer-Verlag Berlin Heidelberg 2006



Towards a Pattern Language 299

training system development. Examples are: standardized architectures like the
LTSA (Learning Technology system architecture) (see http://www.edutool.com/
ltsa), approaches for learning project management like ELM (Essen Learning
Model) [34], and XML (EXtensible Markup Language) descriptions for teaching
and training content like the Dublin Core Metadata (see http://dublincore.org).
The main advantage of standards is the predefinition of terms, which is a step
towards exchangeability. Main drawback is that the standard’s contribution re-
mains on the level of terms. Standards lack a specific description of how to realize
and implement the system parts.

Using methods of software engineering in teaching and training systems is
based upon the idea that software development is mainly an engineering science,
not an art – although the latter perspective usually describes how software de-
velopment is done in several different branches of computer science, and also in
the area of ITS. To organize work according to the engineering perspective has
some consequences: the development of software is based on techniques which
are clear, definite, and traceable, and which explicate different aspects of the
development process and of the result (i.e. the software).

This paper describes a first step towards a pattern language for intelligent
teaching and training systems. In the following section, related work is described.
The subsequent section is used to suggest a terminology for describing a gen-
erative pattern language. A snapshot of a generative pattern language is given.
Afterwards, two examples of ITS are given, which are developed based on soft-
ware engineering approaches. The paper closes with a discussion.

2 Methods and Terminology

Currently, the situation in e-learning research and development is the following:
systems for learning support that do not rely on methods of artificial intelligence,
like Web-portals (e.g. Postnuke, http://www.post-nuke.net) and platforms for
structured discussion forums (e.g. Future Learning Environment FLE3 [31]) are
usually developed according to software engineering techniques (e.g. modular-
ization, extensibility). Functional extensions by other developers can frequently
be found (e.g. [35], [7]). By contrast, complex AI-based systems are usually not
developed according to software engineering criteria.

ITSs and AIED Systems (Artificial Intelligence for Education) are usually
developed specifically for a certain application domain, and based on a cogni-
tive or pedagogical theory. Details of architecture descriptions, explication of
interfaces or background information about implementation details cannot be
found in most cases. Most of the systems are not extensible and not re-usable.
Utterances like ”AI kept fighting and losing against Software Engineering” [37]
reveal a lot about the feeling of rivalry between these fields.

From the engineering perspective, ITSs are complex software systems, which
should be conceptualized and developed based on software engineering. Advan-
tage of this perspective is a reduction of complexity in modules and compo-
nents of the system. Based on a good design it should be easy to integrate



300 A. Harrer and A. Martens

application domain experts. Usually experts of the application domain shouldn’t
need to know implementation details but should have insight in the specific de-
sign of parts, like e.g. the expert knowledge module. An appropriate software
design would separate between a application domain oriented specification (e.g.
domain knowledge) and technical aspects of implementation.

In software engineering there are several approaches which can support the
development of teaching and training systems.

– Reference architectures and architectural patterns are used to specify ba-
sic structure and relationships between the main components of a software
system. Reference architectures are e.g. the LTSA, system oriented verbal
descriptions [5], or student oriented descriptions [4]. Architectural patterns
are on a more abstract level, e.g. [8] and the example of a realization [22].

– Design patterns are used to describe typical solutions for recurring design
problems. They help to refine and complete system structures. [8] has intro-
duced design patterns in ITS research.

– Process patterns and Learning Design follow the idea to explicitly model pro-
cess oriented aspects and to make them re-usable. In ITS, implicit principles
(e.g. related to pedagogical principles) are transformed to explicit decla-
rations. This supports and facilitates the work of domain experts; resulting
concepts and designs can be re-used. Examples are an exchangable catalogue
of tutoring rules [14], and sequencing of learning activities in the Learning
Design [6].

– Ontologies, Component based design, Frameworks and Refactoring are futher
software engineering methods relevant for ITS, which are not discussed here
due to space limitations.

To combine the obove mentioned software engineering concepts in a pattern lan-
guage is a complex task. Thus, in the following, a stepwise approach is described.

A necessary step towards designing and implementing systems and subsys-
tems with a pattern oriented approach is to make the implicit relations between
different patterns explicit. These are:
– Patterns can be used to realize patterns
– Patterns complement patterns
– Patterns can be used alternatively
– Patterns have similarities and differences

A collection of patterns which explicitly describes these relations is called a pat-
tern language [38]. Pattern-oriented software development means to work step-
wise: Based on the requirements of a system to develop, a certain entry point is
selected, usually an architectural pattern. This first pattern provides a structure
but no details. Thus, a refining pattern is used, which meets the requirements.
Step by step, the system design will be refined by selecting subsequent patterns.
This procedure continues until all requirements are met or if no refining patterns
are available. For ITS currently only few approaches towards pattern language
development can be found: e.g. a pattern language for tutoring systems, based
on the layer decomposition [8], and the blended learning process pattern [10].
Both are specialized on a certain ITS aspect.
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3 Towards a Pattern Language for ITS

When developing a pattern language, the first step is to look for entry points.
The basic pattern underlying most ITS is the ITS architecture (e.g. [5], [27], [28]).
The elements of the architecture are described as models, modules or as compo-
nents (see [28]). In the following the term module is used to name the parts of an
ITS. A module is not necessarily a well defined and clearly structured model –
the term module is used to characterize one entity of a complete system. Accord-
ingly, an ITS consists of: expert module, learner module, user interface module,
and process steering module. In figure 1 in part I, the aggregation without la-
bel is used – usually only one instance of each module exists. Each module can
be concretised by a refining pattern (see figure 1, part II). The expert module
can be realized e.g. as pedagogical agent, as case-based expert knowledge mod-
ule, as expert knowledge model based on production rules. The learner module
can e.g. be specialized as CSCL (Computer Supported Collaborative Learning)
learner module [15], as cognitive tutor, which uses model tracing for evaluation
of learner behavior [1], as the simple learner profile, which has no further infor-
mation for correction or evaluation, as classical bug library [2], and as overlay
module [13].

User-
interface-
module

ITS

Learner-
module

Process-
steering-
module

Expert-
module ITS

Learner-
module

Process-
steering-
module

Expert-
module

User-
interface-
module

Pedag.
Agent

Case-
based

Production-
rules

CSCL
Learner-
module

Cognitive
Tutor
Model

Tracing

Learner-
Profile

Bug-
library

Overlay
Module

I II

Fig. 1. Part I: Modules of an ITS, Entry point pattern. Part II: Extension of the
Modules of an ITS.

The specialization of the process steering module is closer to the implemen-
tation level (see figure 2 – everything except the grey parts). The specifica-
tion of the process itself, which differs dependent on the process description,
is separated from the specification of the execution semantics, which should
be the same for different processes. The engine part describes the semantics of
the process steering module, i.e. how the steering process is realized and exe-
cuted. Examples are: Learning Design (LD) Engines (for example Coppercore
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http://www.coppercore.org), an Intelligent Distributed Learning Environment
(IDLE) Agent [15], or a Tutoring Process Model (TPM) interpreter [29]. The
specification part is given by the (formal) process specification. Examples are:
the LD-Documents [6] describing a learning scenario together with activities,
services and learning resources, to be used in a LD-Engine; the behavior of the
IDLE Agent according to the intended role of the agent in a learning community;
a formally described Tutoring Process Model (TPM), which can be refined, e.g.
as an adaptive TPM [29] or timed TPM [30].
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Fig. 2. Separation of Engine and Specification and Extension by General Software
Patterns

On the next level of refinement (now including the grey parts in figure 2),
general software patterns are integrated in the language. Figure 2 exemplar-
ily shows some patterns, which can be used for the design of the user inter-
face module: the Presentation Abstraction Control (PAC) pattern or the Model
View Controller (MVC) pattern (both in [3]). PAC uses for example the pat-
tern Chain of Responsibility [12] and the Publisher-Subscriber pattern [3]. The
Publisher-Subscriber pattern can also be used by the alternative MVC oriented
implementation. MVC would use the Singleton and the Factory pattern (both
in [12]). The Factory pattern also lends itself for the realization of the CSCL
learner module. For the realization of the process steering component a State
pattern [12] can be used to implement the state dependencies in the tutoring
process execution in an elegant way.
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4 Applications of the Pattern Language

To show the practical usefulness of our proposed pattern language two extended
examples are given. The first one is an analytical usage of the pattern language
to explore the structure of the medical ITS Docs ’n Drugs, while the other one
is a pattern-oriented extension of a pre-existing system towards an ITS.

Docs ’n Drugs - Case- and Web-Based ITS for Clinical Medicine
”‘Docs ’n Drugs - the virtual hospital”’ is a web-based ITS for training of clinical
medicine in a case-based way [22], [26]. The learner acts as physician who treats
patients. His activities range from different anamneses, body examinations, over
technical and laboratory examinations, to therapy. He has to decide about how
to proceed in a given situation and he has to record and continually actualize
a list of differential diagnoses. Since 2000 the system is part of the medical ed-
ucation at the University of Ulm, Germany (see http://www.docs-n-drugs.de).
Docs ’n Drugs has been implemented based on the classical ITS architecture
[29], see figure 1,I. The implementation of the system was based on the PAC
pattern (Presentation-Abstraction-Control) [21]. PAC describes a system based
on a set of interacting agents, each of which has presentation, abstraction and
control parts. In Docs ’n Drugs, ten agents have been found and described: The
expert module is realized consisting of two sub-modules: the medical knowledge
agent for the expert knowledge module, the case-based knowledge agent for the
pedagogical knowledge module. The learner module is part of the telecollabo-
ration agent, which is also responsible for the telecollaboration between case
authors. The process steering module is described by the tutoring process agent.
The user interface module is part of the execution coordinator agent. Addition-
ally, a repository access agent and an intelligent tutor agent have been identified.
The first agent provides an interface between external repositories and system
– this part would be an extension of the case-based realizaton of the Expert-
module in figure 2. The second agent is an additional feature of the system,
comparable to a pedagogical agent for guiding and supporting the learner (see
figure 2).

Using the PAC pattern as basic description for ITS development had the ad-
vantage of a clear and explicite structure. Docs ’n Drugs had been a project
of mid size, consisting of experts, e.g. artificial intelligence, media computer
science, computer grafics, and several medical experts. Separating the system
in several sub-parts which communicate via interfaces facilitates not only the
system design, but also the interaction of the different experts. The approach
showed one drawback: several levels of granularity regarding the module design
have been mixed in one approach. For example, the tutoring process agent has
a completely different functionality and structure than the medical knowledge
agent. This has led to the effect that most of the agents had to be refined in
a complex way (see [21]). Moreover, the PAC based approach has been quite
difficult to communicate to the non-computer scientists of the procject. A better
structured approach, like the usage of a pattern language, would shift parts,
which are in computer terminology, like e.g. agents, in the responsibility of
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computer scientists, whereas inter-project communication can take place at a
level which is easier to grasp independent of the developer’s expertise.

Cool Modes - Towards an ITS for Collaborative Modelling
Cool Modes [36] has been conceived as a collaborative synchronous application
for graphical modelling in different domains, e.g. concept mapping, mathematical
modelling, computational models like Petrinets and finite automata. The focus
was on graphical representational issues and collaborative processes conducted
by students in co-located classroom or distance scenarios. Tutoring functionality
was not available.

The user interface component of Cool Modes can be analyzed by using the
suggested pattern language: The graphical model created by students is sep-
arated into visual representation (view), internal data model (model) and the
components handling user input (control) – the Model-View-Controller architec-
ture pattern. For the synchronisation of the students’ multiple instances of the
application an event propagation mechanism (Java RMI) is used – an example
for the Publisher-Subscriber design pattern. To guarantee controlled instantia-
tion of graphical objects and uniqueness of a student’s identification, the Factory
and Singleton design patterns have been used.

After successful use of the application in teacher-supervised classroom sce-
narios [25], the support of remote and unsupervised scenarios became a topic of
interest. Possible modes of desired support are the sequencing of specific collab-
orative and/or individual work phases and direct feedback with respect to the
quality and completeness of the created models. The proposed pattern language
has been used to extend the application towards an ITS for graphical modelling
– e.g. by adding modules for student information, expert knowledge, and process
regulation (see figure 1). These models are realized as follows: For the student
model a logging mechanism [23] is used that captures all the raw information of
the collaborative user actions, e.g. time stamp, user id, type of action, targeted
object, and associated parameters. The student model has been realized as a
combination of CSCL Learner module and Cognitive Tutor Model Tracing [18],
two possible continuation patterns of the student module pattern. The expert
module is case based, as teachers and/or experts of a specific graphical domain
can specify relevant situations and configurations of graphical objects and their
relations [19]. Cases are situations directly targeted at specific tasks/problems,
but can be also more conceptual entities, e.g. conflicting argumentative struc-
ture, in a typed graphical discussion. In complex collaborative learning scenarios,
students often need some scaffold, e.g. what to do in a specific phase, which tools
to use, and which phases might follow each other. This is similar to pedagogical
control in an ITS with interventions, yet more specifically tailored to the needs
and specifities of collaborative learning. The IMS/LD specification [6] provides
a standardized vocabulary for the definition of (collaborative) learning processes
and implementations. Based on the pattern language a process regulation mod-
ule for Cool Modes has been conceptualized. The used refining pattern is LD
engine and LD document in figure 2. The pattern approach has then been com-
bined with a component based approach, using the existing Coppercore IMS/LD
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engine as a loosely coupled process regulation module (see [17]). The Cool Modes
example shows that the pattern language is useful for analytical purposes as well
as for the pattern oriented development and extension of ITS.

5 Discussion

The investigation of different teaching and training systems, e.g. ITS, AIED, and
CSCL systems, has revealed that methods of software engineering are seldomly
used. This can be the reason for the following three problems:

1. Re-usability of existing systems in different teaching and training domains
and also re-usability of system components is in most cases not possible.

2. System requirements have to be communciated. Communication is difficult
between different ITS research groups, and even more between different re-
searchers, e.g. software developers, experts of the application domain, and
pedagogical researchers.

3. Comparison of teaching and training systems often takes place by evaluation
of the learner’s satisfaction and the learner’s success. Aspects like re-usability
of components, performance, or way of implementation, all of which could
be used to compare systems in the same application domain and based on
similar didactical approaches, are not taken into account.

Promising regarding all three mentioned problem areas is the idea to combine
different software engineering approaches. Example architectures (e.g. reference
architectures, architectural patterns, and frameworks), implementation oriented
approaches from the field of software engineering (e.g. patterns, component based
design, and refactoring), and formal tutoring process descriptions can be com-
bined and related to each other. Together, all these different descriptions can
constitute a pattern language. An approach following this direction is described
in this paper. Starting with the classical ITS architecture as an entry pattern, ex-
amples of refining patterns are given for the expert module, learner module, and
for the process steering module. By separating engine and specification part, the
possibility to re-use the semantics of process execution arises. The combination
of specific ITS patterns with general software patterns is given.

Two examples for the practical application of this pattern based approach
with ITS systems have been sketched. In Docs ’n Drugs a pattern based approach
has been used for system design. In CoolModes a non-ITS system has been
evolved towards an ITS based on the pattern language.
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Abstract. This paper describes an approach to promote interoperability among 
heterogeneous agents that are part of an Educational Portal (PortEdu). We focus 
on a specific agent, the social agent, adding all the necessary functionality for 
him to interact with agents that aren’t fully aware of its context. The social agent 
belongs to a Multi-agent Learning Environment designed to support training of 
diagnostic reasoning and modeling of domains with complex and uncertain 
knowledge, AMPLIA. The knowledge of the social agent is implemented with 
Bayesian networks, which allows the agent to represent its probabilistic 
knowledge and make its decisions. However, to communicate with agents 
outside AMPLIA, it is necessary to express such probabilistic knowledge in a 
way that all agents may process. Such requirement is addressed using OWL, an 
ontology language developed by W3C to be used on the Semantic Web. 

1   Introduction 

The semantic web [7] represents the next step on Internet technology. Nowadays, the 
content of web pages is understandable by humans only. The purpose of the semantic 
web is to aggregate meaning to the pages, in a way that computer software may 
interpret its content. There are several technologies involved in this process, but the 
main one is the utilization of ontologies. 

Ontologies are expected to be used to provide means to explicate concepts and the 
relationships among them, allowing agents to interpret their meaning flexibly and 
unambiguously [6]. W3C (World Wide Web Consortium) is developing a stack of 
recommendations related to the Semantic Web in the effort of making the it a reality.  

Currently, the base of the stack is XML, which provides syntax for the web 
documents; following is XML Schema, a language for restricting the structure of a 
XML document; next is RDF, which offers a simple graph model consisting of nodes 
(resources) and relations (statements) between them, providing a small amount of 
built-in semantics for the data model; RDF Schema augments RDF providing the 
means to describe properties and classes of RDF resources; last is OWL (Web Onto-
logy Language), a semantic markup language which makes possible the description of 
classes, properties and their instances, besides that, it allows the definition of relation 
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among classes (joint, disjoint), cardinality (none, exactly one), equality, character-
istics of properties, among others. [8] [9]  

In this work, we apply OWL as the main mechanism to provide semantic inter-
operability between agents on different contexts. The domain in which these agents 
exists is an educational portal, Portedu [10], a web portal that provides access to 
educational contents and systems. It provides a platform for agent based educational 
systems and several services, among them an information retrieval agent that searches 
for information on local resources and the web considering the context of the search. 
Also present as a core service of Portedu is the user profile agent [10], responsible for 
maintaining user-related information. One of the educational systems present in 
portedu is AMPLIA. 

AMPLIA is an Intelligent Multi-agent Learning Environment designed to support 
training of diagnostic reasoning and modeling of domains with complex and uncertain 
knowledge [15]. As part of Portedu, AMPLIA may use the functionalities and services 
available in the portal and, most important, allow its agents to interact directly with 
agents from different intelligent educational systems. Besides, the agents may use the 
portal’s service discovery, agent management, communication facilities, etc.  

AMPLIA focuses on the medical area. It is a system that deals with uncertainty 
under the Bayesian network approach, where learner-modelling tasks will consist of 
creating a Bayesian network for a problem the system will present. The construction 
of a network involves qualitative and quantitative aspects. The qualitative part 
concerns the network topology, that is, causal relations among the domain variables. 
After it is ready, the quantitative part is specified. It is composed of the distribution of 
conditional probability of the variables represented.  

In this paper we describe how we applied OWL as the ontology language used by 
an AMPLIA’s agent, the social agent, in order to communicate with agents outside its 
domain. The rest of this paper is organized as follows: section 2 contextualizes where 
this research is applied, the social agent; section 3 presents the related research with 
this work; in section 4 it is presented our approach to enable a richer communication 
between social agent and other agents in the portal; section 5 presents our conclusions 
and future work. 

2   Social Agent  

The main goal of the social agent is to improve student’s learning stimulating his 
interaction with other students, tutors, professors, etc. At AMPLIA, Each user builds 
his own Bayesian network for a specific pathology. During this task, the social agent 
will recommend students to help other students. The social agent creates workgroups 
to solve tasks cooperatively. Besides, the agent uses the strategy of initiate a network 
construction to motivate students to interact with the environment. 

The social agent reasoning is based on individual level and group level.  

2.1   Individual Level 

The individual level has the student features. The information collected that is 
important to define the right student to recommend are: Social Profile; Acceptance 
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Degree; Sociability Degree; Mood State; Interest; Commitment Degree; Leadership 
and Performance. 

The Social Profile (SP) is built during the students’ interaction through a synchro-
nous mechanism (e.g. chat tool). The following information is collected during the 
students’ interaction: number of times that a student had the initiative to talk with 
another; number of times that a student answered a communication request; 
individuals with whom the student interacts or has interacted, and number of 
interactions and individuals with whom the student interacts regularly, and number of 
interactions. 

Based on Maturana [16] we defined the Acceptance Degree (AD), which measures 
the acceptance between students. Such data is collected through a graphical interface 
that enables each student to indicate his/her acceptance degree for other students. This 
measurement may also be considered from a point of view of Social Networks. As the 
AD is indicated by the students themselves based on their affective structures, the 
measurement can indicate different emotions [22], such as love, envy, hatred, etc. The 
average of all ADs received by a student influences his/her Sociability Degree (SD). 

The Mood State (MS) represents our belief in the capability of a student to play the 
role of a tutor if he/she is not in a positive mood state (although the student may have 
all the technical and social requirements to be a tutor). We consider three values for 
the MS: "bad mood", "regular mood" and "good mood". These states are indicated by 
the students in a graphical interface through corresponding clip-arts. 

After a helping session, a small questionnaire is submitted to the student who got 
assistance, with the purpose of collecting information about the performance of the 
tutor. The questions made are based on concepts from Social Networks and 
Sociometry, and may be answered by four qualitative values: "excellent", "good", 
"regular", and "bad". The questions are presented below: 

• How do you classify the sociability of your class fellow? 
• How do you classify the help given by your class fellow? 

The answer to the first question together with the average of the ADs of a student, 
form his/her Sociability Degree (SD). This grade indicates how other individuals see 
the social capability of this student. 

Based on [21], the agent’s preferences over world states S are expressed by a 
utility function U(S), which assigns a single number to express the desirability of a 
state. Furthermore, for each action a available to the agent, and for each possible 
outcome state S’ of that action, P(S’|E, a) represents the agent’s belief that action a 
will result in state S’, when the action is performed in a state identified by evidence E. 
The expected utility (1) of an action a is computed as follows 

U(A) = S’ P(S’|E, a)U(S’) (1) 

The socio-affective agent selects the action that maximizes this value when 
deciding how to act. The influence between nodes is shown in Figure 1. The arrows 
indicates the influence between the nodes, since it is Bayesian network used for 
decision making. 

The Interest feature is given by the initiatives taken for the user (which material it 
had access without being recommended, with which student he/she initiated an 
interaction). 
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Fig. 1. Decision network of student model 

The Commitment Degree is based on the consistency theory (theory of persuasion 
of Social Psychology) which claims that after the people to assume a public 
commitment, they probably will act in more consistent way with its commitment. The 
idea is to use this theory as strategy to motivate the students to collaborate with 
others. Thus, students who collaborate with other more actively (a quantitative 
measure of interactions can be made here, is not the ideal, but most viable at the 
moment) they will be inserted in groups with more frequency and will receive aid 
from better quality. 

Leadership occurs when a person becomes capable to modify the beliefs, attitudes 
and behaviors of other individuals, organizing them and guiding its action for 
objectives that start to desire to reach [17]. Leadership also is related to the 
personality of the person, the psychological attributes of the followers and to the 
situations where it unfolds the leadership process. We can identify a leader in the 
environment of learning for the relation between leaders, followers, tasks and 
situations.  

When a student behaves actively in the learning environment, he establishes many 
interactions and contributions as he posts solutions and helps other students. The 
agent records such information and verifies which student collaborated more actively 
in the network construction and which student had its work a lesser number of times 
modified. This fact can indicate the presence of a leader, therefore, they are people 
who lead the tasks and are accepted by the members of the group as a leader. The 
bigger the number of accepted contributions, greater the leader pointer. 

2.2   Group Level 

The group level takes into account the cohesion and the confidence (or trust) in a 
workgroup. The agent group reasoning is a probabilistic network, where confidence 
node influences the cohesion node, like group cohesion is based on individual 
confidence in a group. 

The group formation agent can decide who brings more benefits when joining. The 
confidence is defined as the belief of an agent in the attributes such as the 
trustworthiness, honesty and the competence of the actual trusted agent. The reputation 
of an agent defines an expectation on its behavior that is based on the comments of the 
agent or information on the last behavior of the agent in a specific context in data 
moment [18] [19]. Mechanisms on confidence and reputation can be used by agents to 
differentiate collaborative from the non-collaborative users. 
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Joined groups have a great productivity. The cohesion is the attractiveness that the 
group exerts for its members, that is if they desire to continue to participate, resisting 
the idea to abandon it [17]. The cohesion is analyzed using the sociometric test of 
Jacob Moreno [20]. We can define as group cohesion the solidarity and establishment 
of loyalty in a group and measure it for the amount of times that the same people 
choose to interact. 

3   Related Research 

Since internally the social agent uses a bayesian network to represent its knowledge 
and make its decisions, it is necessary to provide another representation of his 
knowledge that is understandable by all others agents. To obtain such interoperability, 
we use ontology as a bridge between the social agent internal representation and a 
representation that other agents may interpret. 

Before using an ontology as a bridge for the interpretation gap, it is necessary to 
represent social agent’s decision networks (Bayesian networks) in OWL. A 
probabilistic extension to OWL, called BayesOWL, is proposed in [1]. To support 
representation of uncertainty and the ability to reason on scenarios where only partial 
information about a concept is available it is proposed to incorporate Bayesian 
networks on OWL ontologies.  

The approach presented in [1] first augments OWL so that it may allow additional 
markups that can add probabilities to concepts, individuals, properties and its 
relationships. The second step is to define a set of translation rules to convert the 
probabilistic annotated ontology into a Bayesian network.  

BayesOWL was developed to be a methodology for automatic ontology mapping. 
In this context, the ontologies are translated into BNs and the concept mapping 
between the two ontologies are treated as evidential reasoning between the two 
translated BNs. Probability tables are automatically created during the translation in 
order to measure the similarity between concepts. 

The focus on ontology mapping limits the BayesOWL markups since it was not 
necessary to represent variables with states different than true or false. The reason for 
this is that the probabilistic knowledge associated with each ontology concept was 
used only for telling if two concepts from different ontologies were the same.  

Another approach to represent probabilistic knowledge through OWL is presented 
in [11], where it is defined PR-OWL, an extension of OWL to express probabilistic 
knowledge. This approach differs from the first one in the fact that it is based on 
Multi-Entity Bayesian Networks (MEBN). MEBN [28] combines Bayesian 
probabilities with First Order Logic. Accordingly to the authors, the use of MEBN 
logic to base PR-OWL allows the expression of a probability distribution over models 
of any finitely axiomatizable first-order theory.  

The use of MEBN logics as the fundamental semantics for OWL provides both 
expressiveness and flexibility in order to represent probabilistic knowledge. It allows 
the representation of the structural (graph) information of the model. As OWL-Full, 
the actual version of PR-OWL focuses on achieving the most expressiveness, as a 
consequence, in some cases there are no guarantees that a query will be traceable or 
even decidable. 
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Current implementation of PR-OWL provides an upper-class ontology in order to 
allow the development of probabilistic ontologies using RDF syntax, which is 
compatible with OWL. Although a Protégé plugin is under development, the lack of 
tools for MEBN logic and the need for standardization represents a drawback for 
short-term solutions but also points to a very interesting medium to long term 
solution, as it fits well (providing the formal foundation of a first-order logic) in the 
W3C model of standards. 

4   Applying Ontologies to Promote Interoperability 

The goal of this work was to provide means for the social agent to communicate with 
agents outside its original scope, the AMPLIA environment. To achieve this goal, we 
propose the use of semantic web technology. In this section we will present how 
OWL was applied in order to move towards our goal.  

In figure 2 it is shown the social agent’s architecture and its interaction with 
AMPLIA’s agents and other agents belonging to the PortEdu. The arrows indicates 
interaction among components (squares) and agents (circles). The components that 
make possible the communication with external agents are the Ontology Management 
Module and the External Communication Module. 

 

Fig. 2. The social agent architecture 

4.1   Ontology Management Module 

The OWL representation of the agent’s knowledge is obtained extending and adapting 
the structure presented in [1]. As seen on section 3, BayesOWL was developed to 
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solve the ontology mapping problem. Such focus leaded their approach to a practical 
but very specific solution. For our case, we used the core concepts of BayesOWL’s 
OWL extension, and added the support to represent multiple state variables and 
conditional probabilities tables.  

We used Protégé [25] to develop the core OWL ontology where all the concepts 
necessary for representing the social agent’s probabilistic knowledge are supplied. 
The classes defined in this ontology allow the translation from the agent’s bayesian 
networks to OWL. The main classes are: 

• Probability Information – a high level abstraction which is the superclass of 
Prior Probability, Conditional Probability and CPT (Conditional Probability 
Table) 

• Prior Probability – represents the probabilities of states whose nodes doesn’t 
have any parents. 

• Conditional Probability – represents a bayesian conditional probability. This 
class has two properties (a) and (b): State Probability (a), which defines the 
probabi-lity for every state of the node’s variable taking into account its (b) 
conditions; a Condition (b) is a concept that specifies a variable and a state of 
this variable in order to be used in conjunction with State Probabality to 
represent a Conditional Probality. 

In the ontology other concepts such as bayesian network node, conditional 
probability table, variable, state, among others, are defined, but the core functionality 
lies on the concept that defines the probability information. As stated earlier, our 
solution extends and adapts BayesOWL to our context, trying to provide a more 
generic approach for representing probabilistic knowledge in OWL. Besides the 
probabilistic information of the agent, this ontology may be used by experts to 
provide more information about AMPLIA’s domain to the other systems in PortEdu. 

With the concepts defined in our ontology we can now provide a representation of 
the agent’s networks in OWL. Every node of the network is processed and all 
information about it (parents, children, CPT, etc.) is converted to OWL creating 
instances of the pre-defined concepts of our ontology. 

The conversion of the Bayesian networks to the ontology is done using Jena [2] 
and the Hugin Java API [26]. The Hugin API is used to gather information about the 
bayesian network and Jena is used to create the instances based on the data collected. 
Jena is a semantic web toolkit for Java, it provides APIs for OWL, DAML+OIL and 
RDFS. Other features of Jena are the inference support for both RDF semantics and 
OWL semantics, as defined by W3C, and support for a query language SPARQL 
[27], that can be used on the results of RDFS or OWL reasoning. Using the OWL API 
we are able not only to easily update the agent’s ontology representation but also to 
provide direct support for other agents to make queries using RDQL.  

Although OWL is built on top of RDF, a query language on the RDF level, 
SPARQL, isn’t capable of considering the restrictions expressed in OWL, for 
example. There is no standard query language for the semantic web yet. OWL-QL [3] 
is a formal language and protocol for agents, whose knowledge is expressed in OWL, 
to use on query-answer dialogs. This query language is intended to be a candidate 
standard query language for OWL and is designed to be suitable for a broad range of 
query-answering services and applications. 
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Since the goal of this work is to provide an interoperable way for the social agent 
to communicate, it is also fundamental that the supported query language to be a 
standard, as OWL. As soon as a W3C standard or recommendation on query language 
is released we plan on updating our architecture. Since the agent implementation is 
modular, it won’t be a problem adding support for another query language. 

4.2   External Communication Module 

The external communication module provides the means to communicate with 
external agents. In our case, external agents are agents from Portedu and from others 
learning environments that are attached to the portal. Portedu is developed as multi-
agent system that complies with the FIPA standards, in order to promote 
interoperability dealing with the heterogeneous nature of the different learning 
environments that it supports. There is no standard on the content language used on 
the message. The developer is free to use the language that best suits his needs. In our 
case, to increase the interoperability, we use OWL. 

Thus, the communication module is capable to send and receive messages using 
FIPA ACL. It is responsible for receiving the queries from agents, parsing them and 
forwarding the content to the ontology management module. Upon receiving a 
response from the ontology module, already in OWL, a message envelope is 
assembled, accordingly to the FIPA ACL specification and the message is returned to 
its sender, following the message protocol. 

The implementation of the communication was made easy by using JADE [5], a 
middleware developed to facilitate the implementation of multi-agent applications 
that complies with the FIPA specifications. The architecture provides a names service, 
directory facilitator, message transport, parser services and a library of FIPA 
interaction protocols. All the mandatory components of a FIPA plataform are 
available. For agent development, JADE supplies the necessary Java APIs. 

5   Conclusions 

In this paper we aimed to increase the interoperability of the social agent making 
possible his communication with agents outside his domain. Such agents are part of 
an educational portal, Portedu, whose architecture is grounded on a FIPA agent 
platform. Such platform allows all agents from the educational systems to 
communicate with each other through FIPA ACL. The use of common language to 
exchange the messages already provides a significant level of interoperability, but the 
fact that the content languages doesn’t follows any standards can be a drawback. 

Our work proposed the use of OWL as the content language used by the social 
agent. OWL is the latest ontology language proposed by W3C towards the semantic 
web. The several tools available to work with OWL made it easy to provide several 
ontology related services, such as query processing and inference engine. Since the 
social agent’s knowledge is expressed using Bayesian networks, it was necessary to 
provide an alternate OWL representation, which enables our agent to communicate 
with a standard content language. 
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This demonstrates one application of the semantic web technology as to improve 
the interoperability on a multi-agent educational portal. Although being applied to a 
close heterogeneous domain, our approach to facilitate the interaction among 
heterogeneous agents may be applied on other contexts. 

OWL was not developed considering the possibility of modeling uncertain 
knowledge. Such limitation reduces the applicability scope of semantic web and is a 
very important issue to be addressed by standardization committees, such as W3C. 

Our approach for representing probabilistic information with OWL is very 
practical, further work needs to be done to provide solid semantic background to the 
model. A possible way is using PR-OWL, but more tools are necessary to develop 
both the multi-entity Bayesian networks and for the utilization of the extended OWL 
language.  
The utilization of OWL by the social agent is a first step towards a semantic 
educational portal, since it is feasible to consider adopting this ontology language as a 
standard on the portal, making possible, for example the development of students’ 
personal assistants that automatically gather information from heterogeneous sources 
(agents) and provide the student with educational resources accordingly to its current 
needs. Once all the agents present in the portal are able to communicate with one 
another, apply techniques to merge and exchange concepts [1] [23] [24] from its 
ontologies, the functionality of one specific educational system will increase due to 
the additional knowledge available to its agents. 
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Abstract. Previous studies have demonstrated the learning benefit of personal-
ized language and worked examples. However, previous investigators have 
primarily been interested in how these interventions support students as they 
problem solve with no other cognitive support. We hypothesized that personal-
ized language added to a web-based intelligent tutor and worked examples  
provided as complements to the tutor would improve student (e-)learning. 
However, in a 2 x 2 factorial study, we found that personalization and worked 
examples had no significant effects on learning.  On the other hand, there was a 
significant difference between the pretest and posttest across all conditions, 
suggesting that the online intelligent tutor present in all conditions did make a 
difference in learning.  We conjecture why personalization and, especially, the 
worked examples did not have the hypothesized effect in this preliminary ex-
periment, and discuss a new study we have begun to further investigate these 
effects. 

1   Introduction 

In a recent book by Clark and Mayer [1], a number of principles were proposed as 
guidelines for building e-Learning systems.  All are supported by multiple educational 
psychology and cognitive science studies.  We were especially interested in and de-
cided to experiment with two of the Clark and Mayer principles: 

Personalization Principle One:  Use Conversational Rather than Formal Style  

Worked Example Principle One: Replace Some Practice Problems with Worked Examples 

In contrast to most previous studies, however, we wished to test these principles in 
the context of a web-based intelligent tutoring system (ITS), rather than in a standard 
e-Learning or ITS environment or, as in even earlier studies, in conjunction with 
problems solved by hand. The key difference is that an intelligent tutoring system 
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provides more than just problem solving practice; it also supplies students with con-
text-specific hints and feedback on their progress.   In particular, we were interested 
in whether personalized language within an ITS and worked examples provided as 
complements to ITS-supported problems might improve learning beyond the gains 
from the ITS on its own with formal, impersonal feedback.  Furthermore, because we 
are interested in delivering intelligent tutoring systems over the Internet, we were 
interested in whether we could show results with a web-based ITS deployed in a  
distance learning environment. 

Until relatively recently, providing intelligent tutoring in an e-Learning environ-
ment was quite difficult to achieve, given the implementation complexity and compu-
tational overhead of the typical ITS.  However, advances in ITS authoring tools, an 
important area of ITS research [2], have started to overcome this obstacle. For in-
stance, authoring software developed in our laboratory, the Cognitive Tutor Author-
ing Tools (CTAT) [3], make it possible to deliver tutors on the web. CTAT builds on 
successful research and development of cognitive tutors, intelligent tutoring systems 
that have been shown to lead to significant improvements in learning of high school 
math [4] and are currently in use in over 2,000 schools across the U.S. Perhaps the 
most important contribution of CTAT thus far is its support for developing example-
tracing tutors, tutors that can be rapidly built by demonstration but are constrained to 
single-problem use1. On the other hand, these example-tracing tutors exhibit behavior 
that is very similar to full cognitive tutors and are lightweight enough to be deployed 
on the web.  Inspired by our newfound ability to rapidly deploy tutors to the web, our 
general aim is to explore how we can leverage CTAT and e-Learning principles to 
improve web-based learning.   

The Clark and Mayer personalization principle proposes that informal speech or 
text (i.e., conversational style) is more supportive of learning than formal speech or 
text in an e-Learning environment.  In other words, instructions, hints, and feedback 
should employ first or second-person language (e.g., “You might want to try this”) 
and should be presented informally (e.g., “Hello there, welcome to the Stoichiometry 
Tutor! …”) rather than in a more formal tone (e.g., “Problems such as these are 
solved in the following manner”).   

Although the personalization principle runs counter to the intuition that infor-
mation should be “efficiently delivered” and provided in a business-like manner to a 
learner, it is consistent with cognitive theories of learning.  For instance, educational 
research has demonstrated that people put forth a greater effort to understand informa-
tion when they feel they are in a dialogue [5].  While consumers of e-Learning  
content certainly know they are interacting with a computer, and not a human, per-
sonalized language helps to create a “dialogue” effect with the computer. E-Learning 
research in support of the personalization principle is somewhat limited but at least 
one project has shown positive effects [6].  Students who learned from personalized 
text in a botany e-Learning system performed better on subsequent transfer tasks than 
students who learned from more formal text in five out of five studies. Note that this 
project did not explore the use of personalization in a web-based intelligent tutoring 
setting, as we are doing in our work. 

                                                           
1  In [3] these specialized tutors were referred as “Pseudo Tutors.”  However, we have since 

renamed them more mnemonically as “example-tracing tutors.” 
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The Clark and Mayer worked example principle proposes that an e-Learning 
course should present learners with some step-by-step solutions to problems (i.e., 
worked examples) rather than having them try to solve all problems on their own.  
Interestingly, this principle also runs counter to many people’s intuition and even to 
research that stresses the importance of “learning by doing” [7].  

The theory behind worked examples is that solving problems can overload limited 
working memory, while studying worked examples does not and, in fact, can help 
build new knowledge [8].  The empirical evidence in support of worked examples is 
more established and long standing than that of personalization.  For instance, in a 
study of geometry by Paas [9], students who studied 8 worked examples and solved 4 
problems worked for less time and scored higher on a posttest than students who 
solved all 12 problems. In a study in the domain of probability calculation, Renkl [10] 
found that students who employed more principle-based self-explanations benefited 
more from worked examples than those who did not.  Research has also shown that 
mixing worked examples and problem solving is beneficial to learning.  In a study on 
LISP programming [11], it was shown that alternating between worked examples and 
problem solving was more beneficial to learners than observing a group of worked 
examples followed by solving a group of problems. 

Previous ITS research has investigated how worked examples can be used to help 
students as they problem solve [12][13].  Conati’s and VanLehn’s SE-Coach demon-
strated that an ITS can help students self-explain worked examples [14].  However, 
none of this prior work explicitly studied how worked examples, presented separately 
from supported problem solving as complementary learning devices, might provide 
added value to learning with an ITS and avoid cognitive load [8].  Closest to our ap-
proach is that of Mathan and Koedinger [15].  They experimented with two different 
versions of an Excel ITS, one that employed an expert model and one that used an 
intelligent novice model, complemented by two different types of worked examples, 
“active” example walkthroughs (examples in which students complete some of the 
work) and “passive” examples (examples that are just watched).  The “active” exam-
ple walkthroughs led to better learning but only for the students who used the expert 
model ITS.  However, a follow-up study did not replicate these results [16]. This 
work, as with the other ITS research mentioned above, was not done in the context of 
a web-based ITS. 

2   The Hypotheses and the Stoichiometry Tutor to Test Them 

Given the evidence about personalization and worked examples, our intent in the 
study described in this paper was to explore the following hypotheses:  

H1:  The combination of personalized language and worked examples, used 
in conjunction with a supported problem-solving environment (i.e., an 
ITS), can improve learning in an e-Learning system. 

H2:  The use of personalized language in a supported problem-solving envi-
ronment can improve learning in an e-Learning system. 

H3:  The use of worked examples in a supported problem-solving environ-
ment can improve learning in an e-Learning system. 
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We tested these hypotheses using a Stoichiometry Tutor developed with CTAT.  
Stoichiometry is the basic math required to solve elementary chemistry problems and 
is typically learned in the 10th or 11th grade in U.S. high schools.   Solving a 
stoichiometry problem involves understanding basic chemistry concepts, such as the 
mole, unit conversions, and Avogadro’s number, and applying those concepts in solv-
ing simple algebraic equations. 

*

 

Fig. 1. The Stoichiometry Intelligent Tutor 

The Stoichiometry Tutor and an example of a typical stoichiometry problem (a 
“personal” version used in the study) are shown in Figure 1.  To solve this problem 
the student must first express the goal, given a problem statement and an initial value. 
The student has requested a hint, which suggests that they should express the units of 
the result (i.e., grams or “g,” see the highlighted cell, further indicated by the box with 
an asterisk).   After providing the goal, the student must fill in the other terms of the 
equation to convert the given value to the goal value.  Each term, expressed as a ratio, 
is used to cancel the units and substance of previous terms.  The full solution to the 
problem in Figure 1, with cancelled terms highlighted, is: 

(0.58 mol AsO2- / 100 kL solution) * (1 kL solution / 1000 L solution) * (106.9 g AsO2- 
/ 1 mol AsO2-) = 0.00062 g AsO2- / 1 L solution 

The student is also asked to provide a rationale for each term of the equation (see 
the “Reason” field below each term in Figure 1).   So, for instance, the initial term in 
the equation of Figure 1 is a “Given Value,” since it is provided in the problem state-
ment. Notice that the problem statement and the hint contain first- and second-person 
pronouns (e.g., “Did you know the WHO recommended limit for arsenic in drinking 
water is …”) instead of more formal, impersonal language (e.g., “Suppose the WHO 
recommended limit for arsenic in drinking water is…”). The tutor also provides con-
text-specific error messages when the student makes a mistake during problem solv-
ing.  As with the problem statement and hints, there are personal/impersonal versions 
of all error messages.  
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The Stoichiometry Tutor was developed as an example-tracing tutor within CTAT 
[3].  In particular, after the graphical user interface (GUI) of Figure 1 was created, 
using the Flash programming language, problem solutions were demonstrated and all 
hints and error messages were added as “annotations” to the resulting behavior 
graphs, the knowledge structure that represents individual example-tracing tutor.  

3   Description of the Study and Results 

To test our hypotheses and the effect of personalized language and worked examples 
on (e-)learning, we executed a 2 x 2 factorial design, depicted in Figure 2.  One inde-
pendent variable was personalization, with one level being impersonal instruction, 
feedback, and hints and the other personal instruction, feedback, and hints.   The 
other independent variable was worked examples, with one level being supported 
problem solving only and the other supported problem solving and worked examples.  
In the former condition, subjects only solve problems; no worked examples are pre-
sented.   In the latter condition, subjects alternate between observation of a worked 
example and solving of a problem.  As discussed previously, this alternating tech-
nique has yielded better learning results in prior research [11]. 

 Impersonal Instruction,  
Feedback, and Hints 

Personal Instruction, 
Feedback, and Hints 

Supported Problem 
Solving Only 

Impersonal / Problem Solving 
(Condition 1) 

Personal / Problem Solving 
(Condition 2) 

Supported Problem 
Solving and Worked 

Examples 

Impersonal Worked  
(Condition 3) 

Personal / Worked 
(Condition 4) 

Fig. 2. The 2 x 2 Factorial Design 

If hypothesis H1 is correct, one would expect the subjects in Condition 4 (Personal 
/ Worked) to exhibit significantly larger learning gains than the other conditions, since 
this is the only condition with both personalized feedback and worked examples.   To 
confirm hypothesis H2, Conditions 2 and 4 should lead to significantly greater learn-
ing gains than Conditions 1 and 3 (i.e., a main effect for the personalization independ-
ent variable).   Finally, to confirm hypothesis H3, one would expect Conditions 3 and 
4 to exhibit significantly greater learning gains than Conditions 1 and 2 (i.e., a main 
effect for the worked examples independent variable).  

The study was executed at the University of British Columbia (UBC) as an op-
tional, online activity in two courses: Intro to Chemistry for majors and Intro to 
Chemistry for non-majors. Subjects were offered $20 Canadian for completing the 
study.   A total of 1720 students, primarily freshmen and sophomores, were enrolled 
in the chemistry-for-majors course and 226 were enrolled in the non-majors course. A 
total of 240 students started the study, and 69 fully completed it, with “completion” 
defined as trying at least one step in the final posttest problem.  Subjects were ran-
domly assigned to one of the four conditions of Figure 2.  
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The subjects first watched a video introducing the study and explaining how to 
use the web-based interface.  All subjects were then given an online pretest of nine 
stoichiometry problems. The pretest (and, later, the posttest) problems were solved 
using the web-based interface of Figure 1, with feedback and hints disabled.  Prob-
lems in the pretest (and the posttest) were presented to the subjects in order of diffi-
culty, from relatively easy to fairly difficult.  The subjects then worked on 15 
“study problems,” problems presented according to the different experimental con-
ditions of Figure 2. All of the worked examples in the study were solved using the 
tutor interface, captured as a video file, and narrated by a chemistry expert. During 
the solving of the 15 study problems, the subjects were also presented with various 
instructional videos to instruct them on stoichiometry concepts such as dimensional 
analysis and molecular weight.  After completing the 15 study problems, the sub-
jects were asked to take a posttest of nine problems, analogous in difficulty to the 
pretest. 

All individual steps taken by the students in the stoichiometry interface were 
logged and scored as correct or incorrect.  A score between 0 and 1.0 was calculated 
for each student’s pre and posttest by dividing the number of correct steps by the total 
number of possibly correct steps.  On the pretest there was a possibility of 231 correct 
steps; on the posttest there was a total of 222. 

To test for the effects of worked examples and personalization, a 2 x 2 analysis of 
variance (ANOVA) was conducted on the difference scores (i.e., post - pre)2. For this 
analysis, there were two between-subjects variables: personalization (personal prob-
lems, impersonal problems) and worked examples (worked examples, problem solv-
ing).  To test for the effect of time (i.e., the overall difference between pre and post 
across all conditions), a 2 x 2 x 2 repeated measure ANOVA was conducted. For this 
analysis, the within-subject variable was time (pretest = time 1, posttest = time 2)3.  

Prior to conducting the analyses, six subjects were deleted from the subject pool, 
four due to sparse pretest and/or posttest responses (indicating they did not seriously 
attempt to solve the test problems) and two because they were identified as univariate 
outliers. After data screening, N was adjusted from 69 to 63 (Cond. 1 = 16; Cond. 2 = 
16; Cond. 3 = 19; Cond. 4 = 12). 

The independence assumption underlying the ANOVA was not violated, as each 
participant was tested in only one of the two personalization conditions and in only 
one of the two worked problem conditions.  A two-way ANOVA of the pretest scores 
showed no significant differences between the four conditions, indicating that subjects 
had been successfully randomized. Descriptive statistics indicated that the posttest 
scores were slightly skewed.  This departure from normality influences the signifi-
cance of the ANOVA results, especially with a small sample size (N= 63).   

Table 1 shows the means and standard deviations of the pretest, posttest, and the 
difference scores across all conditions. Table 2 shows the result of the 2 x 2 ANOVA 

                                                           
2  We also conducted 2x2 ANOVAs using four other common pre/posttest calculations (i.e., (1) 

(post – pre) / (1.0 – pre), (2) (post-pre) / pre, (3) (post – pre) / ((pre + post) /2), and (4) If post 
> pre, then (post-pre) / (1.0 – pre) else, (post-pre) / pre [17]).  The results were very similar 
across all analyses, so only the difference score analysis is reported here. 

3  While we could have performed just a 2 x 2 x 2 ANOVA to test for the effects of all of the 
independent variables, the 2 x 2 ANOVAs provide a much clearer, more intuitive depiction of 
the effects of worked examples and personalization. 
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on the difference scores (N = 63).  As shown in Table 2, the main effect of personal-
ization is non-significant (p= .697). The impersonal conditions performed slightly 
better than the personal conditions (Mimpersonal = .1455 vs. Mpersonal = .1292). The main 
effect of worked examples is also non-significant (p= .828). The worked example 
conditions performed slightly better than the supported problem solving conditions 
(Mworked examples = .1401 vs. Msupported problem solving = .1365).  The interaction between 
problem solving and personalization is also non-significant, (p= .155).  

Table 1. Means & Std Dev. for Pretests, Posttests, and Difference Scores, i.e., (post–pre)   

 

Table 2. 2 x 2 ANOVA on Difference Scores 

 

Table 3 shows the results of the 2 x 2 x 2 ANOVA we conducted to assess the ef-
fect of time.  As can be seen, the effect of time is significant (p= .000). 

Because of the indeterminate results, we decided to further explore the data.   In 
particular, since we suspected that a large portion of our subject pool was relatively 
experienced in chemistry, we divided our subjects into three groups: “novices” (18 
who scored 71% or below on the pretest), “proficient” (22 who scored greater than 
71% but less than or equal to 84%), and “expert” (23 who scored equal to or greater 
than 84%). The novice group achieved the largest mean score gain from pre to post-
test by a wide margin (novice increase in mean: 29%, proficient: 12%, expert: 3%). 
We also ran a two-way ANOVA on the novice group and, while there was still no 
significant main effect of worked examples, the difference between the worked ex-
amples conditions and the supported problem solving conditions was greater than  that  
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Table 3. 2 x 2 x 2 repeated measure ANOVA 

 

of the population as a whole. Taken together, these findings provide some indication 
that worked examples may have had more effect on students with less expertise. 

Since we suspected that the lack of a worked examples main effect was due, at 
least in part, to subjects not fully watching and/or processing the worked examples, 
we also did an analysis of video viewing.   We found that percentage of subjects who 
fully watched the worked examples started at 48% for the first worked example, but 
dropped, in almost monotonic fashion, to 26% by the last worked example.   

4   Discussion of the Study Results 

Our hypotheses that personalization and worked examples would improve learning 
were not supported, as there were no significant main effects or a significant interac-
tion effect.  We were particularly surprised about the lack of effect from worked  
examples, given the substantial supporting body of research. Why might this have 
occurred?   We have three hypotheses.   

First, the subjects in our study may have had too much stoichiometry expertise, po-
tentially offsetting the working memory advantage afforded by studying examples.  
Previous research has shown that the more expert students are, the less they gain from 
studying worked examples and the more they gain from problem solving [18].  The 
students in the UBC chemistry class for majors, which likely constituted a larger 
proportion of the subjects in our study, would almost surely have had stoichiometry in 
high school.   In addition, because the study was optional and a small percentage of 
the possible subject pool actually finished the study (< 5%), it is also likely that the 
majority of the subjects who finished participated precisely because they were confi-
dent they already knew the material.  This conjecture is supported by the relatively 
high pretest scores across all conditions and an optional post-study survey in which a 
high percentage of the subjects claimed the material was not difficult.  

Second, worked examples have been shown to be most effective when the learner 
self-explains them [19] or tackles them as “completion” problems (i.e., the subject 
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observes part of the solution, then completes the problem on their own, see e.g., [1], 
pgs. 177-178).  Both approaches help the learner process solutions at a deeper level.  
The worked example videos in our study were only observed; the subjects were not 
prompted to self explain or complete them.   Also, as discussed above, a high percent-
age of subjects did not fully watch the videos. On the other hand, active processing of 
worked examples did not definitively lead to better results in the Mathan studies [15]; 
only the subjects who used the expert model ITS showed significant learning gains by 
actively processing examples and this result was not replicated in a second study.   

Third, and most intriguing with respect to worked examples employed in conjunc-
tion with intelligent tutors, it may be that the tutoring received by the subjects simply 
had much more effect on learning than the worked examples (or personalization).  As 
mentioned above, there was a significant difference between the pretest and posttest 
across all conditions.  Thus, the subjects did appear to learn, but the personalization 
and worked example interventions did not appear to make the difference.  Since we 
didn’t directly compare supported problem solving (i.e., with tutoring) with regular 
problem solving (i.e., without tutoring), we can’t definitively attribute the positive 
learning effects to tutoring.  On the other hand, the analysis we did on the 18 novice 
performers indicates that the worked examples may have had the desired effect on at 
least that class of subjects. 

Assuming the explanation of these results is not that tutoring “swamped” the ef-
fects of the other interventions, we have several hypotheses as to why personalization 
did not make a difference.  First, many of our subjects may have been non-native 
English speakers and thus missed the nuances of personalized English. We did not 
collect demographic information, but the UBC chemistry professor said “perhaps 
more than 50% of the students were non-native English speakers.”  Second, as with 
worked examples, the fact that our subjects were not novices may have made it diffi-
cult to get an effect.  Finally, perhaps our conceptualization and implementation of 
personalization was not as socially engaging as we had hoped.  In a recent study [20], 
Mayer and colleagues investigated the role of politeness in the conversational style of 
an on-screen tutor.  In a polite version of their system face-saving constructions were 
used such as, “You could press the ENTER key”, and in the direct version, the tutor 
used direct constructions such as, “Press the ENTER key.”  Students learned more 
with the polite tutor, suggesting that providing an on-screen agent with social intelli-
gence makes a difference. In other words, this study suggests that it is not just conver-
sational first and second person language, such as that employed by the stoichiometry 
tutor, that makes a difference, but the development of a real social relationship with 
the learner.  

5   Conclusions 

In this, our first experiment applying Clark and Mayer’s e-Learning principles to web-
based intelligent tutoring, our results were somewhat disappointing.  None of our 
three hypotheses, relating to the affordances of personalization and worked examples, 
was supported.  On the other hand, we have demonstrated that web-based tutoring can 
be effective, as shown by the significant learning gains across all conditions. In sum-
mary, because of the issues cited above, we view this as a preliminary study whose 
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purpose was to help us develop a workable methodology for testing the effects of 
personalization and worked examples. 

We are currently running a second experiment aimed at U.S. high school students, 
a pool of subjects that is arguably more appropriate for our stoichiometry materials. 
We have modified the worked examples, so that subjects must fully watch the videos 
and correctly answer several self-explanation questions before moving on to the next 
problem.  We conjecture that this will increase the effectiveness of the examples but, 
as witnessed by the mixed results of the Mathan studies, it is not certain this will 
make a difference.   With respect to personalization, we did not make changes to the 
study problems, since we believe a more appropriate subject pool of (mostly) native 
English speakers may lead to different results. 
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Abstract. When a tutoring system aims to provide learners with accurate and 
appropriate help and assistance, it needs to know what goals the learner is 
currently trying to achieve, what plans he is implementing and what errors he is 
making. That is, it must do both plan recognition and error detection. In this 
paper, we propose a generic framework which supports two main issues (i) the 
detection of learner's unexpected behavior by using the Hollnagel classification 
of erroneous actions and (ii) a recognition process based on a task model 
METISSE that we propose. This model, which is used to describe the tasks the 
learner has to do according to pedagogical goals, allows learner's unexpected 
behavior to be detected. The solutions proposed are generic because not 
dependent on the domain task, and they do not relate to a particular device. 

1   Introduction 

The general context of this work is the design of Interactive Learning Environments 
(ILE). More precisely, we are interested in Learning By Doing (LBD) activities [1], 
that aim at enabling learners to develop skills related to procedural tasks in the 
vocational training area. For example, the training of train drivers of the SNCF  
(the French National Railway Company) to handle the switches on high speed train 
tracks.  

In the ILE, the learner who carries out a given task produces an activity. We 
propose to analyze this activity in order to advise, help, and provide the learner with 
appropriate and relevant guidance during the task achievement. An important 
requirement guides this work, which consists in proposing a generic solution. 

The main issues of this work are how to represent the tasks the learner has to do, 
how to implement errors detection during the task achievement, and to define a 
generic framework that fully supports the first two issues. The goal pursued in this 
framework is to characterize learners' failure situations in order to make the tutoring 
system able to (a) determine and provide the learners with the most appropriate 
assistance and feedback, and (b) to provide a human trainer with relevant information 
on learners’ activity and failure situations. 

In this paper, we propose an approach based on a plan recognition process, which is 
based on a tutoring-oriented task model METISSE that we propose in order to describe 
the tasks the learner has to do according to pedagogical goals. This process allows 
unexpected learners' behavior to be detected by using the Hollnagel classification of 
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erroneous actions [2] [3]. The solutions proposed are generic because they are not 
dependent on the domain task and do not relate to a particular device. 

This work has been done in the context of the APLG project (Atelier Pédagogique 
Logiciel Générique, i.e. Computer-Aided Training Virtual Environment Engineering) 
[4]. APLG concerns the design and development of the next Virtual Environment for 
Learning (VEL). Its objective is to provide the instructional designers with generic 
customizable functions in order to assist the learner with pedagogical functions; and 
the trainer to prepare the pedagogical scenario and manage the learning situations. 

We begin by addressing the two core issues of this work, namely the need to have 
the appropriate formalism to support the description of tasks in order to identify the 
learners’ unexpected behavior. Then, we present a generic framework based on task 
modeling and plan recognition. Last, we discuss the next developments of this work. 

2   Task Modeling and Error Detection  

All the learning tasks the learner has to do throughout his course is called the 
prescribed task. It is described by taking into account the set of all possible 
solutions/paths. A scenario is an instance of the prescribed task. It corresponds to the 
trainer's choice about the tasks the learner has to do at a given time of his course. 

2.1    Task Modeling 

Instructional designers and trainers need a formalism to describe the entire set of 
possible (or at least acceptable) actions for achieving a task. Formalisms and models 
to describe human operator activity and tasks have been already developed in various 
other fields of research. In particular, we have considered the model MAD* [5] 
developed in ergonomics. Two main arguments are in favour of this interest. The first 
is that MAD* enables us to represent the hierarchical dimension of planning in the 
human activity. In the vocational training area, the prescribed tasks are often 
"codified" in hierarchical procedures aiming at orienting actions and defining what 
must be done to meet task requirements [6]. The second is that MAD* meets our 
requirement of generics, it does not relate to a particular device. Although MAD* has 
several advantages, we believe it suffers from a drawback. MAD* does not allow 
describing several ways to carry out a given task. Although it proposes alternatives, 
these depend only on world objects. To describe alternatives depending on teaching 
strategies, we adapt MAD* to the learning domain by integrating the task/method 
paradigm (§ 3.1). 

2.2   Error Detection  

The "human error research" has provided a large set of models to explain and/or 
predict the occurrence of errors in human behavior. Although these approaches have 
mostly applied to task performance in the context of critical systems, they could serve 
as a framework for monitoring errors during task performance in learning situations. 
In particular, Hollnagel [2] [3] proposed a clear distinction between manifestations, 
i.e. observable actions, and causes leading to the production of these actions. He 
proposes the term "erroneous actions" to describe a certain type of action without 
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implying anything about the cause. To highlight this distinction, Hollnagel uses the 
terms phenotype to refer to patterns of erroneous action that are observable, and 
genotype to refer to patterns in the underlying causal mechanisms that lead to 
phenotypes. The phenotypes are structured in simple (concerning one single action), 
and complex (covering complex sets of actions) phenotypes (Fig. 1). 

 

Fig. 1. Hollnagel classification of phenotypes of erroneous actions (from [2]) 

This classification is relevant to our work for many reasons. First, it fits tasks 
having a hierarchical decomposition with time and ordering constraints and particu-
larly to the task model METISSE that we propose and which is described below. 
Second, this classification is based on observable actions. The system did not make 
any assumptions about causes of erroneous actions. The part of the training process 
that addresses causality can be left to the human trainer who may nevertheless need 
relevant information on the type of erroneous actions. Third, erroneous actions are 
clearly described and the classification is easy to implement satisfactorily. 

3   Our Approach 

3.1   The Task Model METISSE 

We propose METISSE (Modèle de dEscription de Tâches pour l'assIStance et le Suivi 
de l'apprEnant), a tutoring-oriented task model for describing the tasks the learner has 
to do according to prescribed pedagogical goals. METISSE is based on the 
ergonomics task model MAD* [5] adapted to the learning area by integrating the 
Task/Method paradigm [7] [8]. METISSE describes the prescribed task in terms of 
Tasks and Methods which correspond respectively to declarative (what to do) and 
procedural (how to do it) characteristics of a task. A task can be achieved by several 
methods, and achieving a task with one method or another can influence the 
accomplishment of the remaining tasks. The primitives Task and Method of 
METISSE are defined by several items (Fig.2). We detail some of them and give 
examples of their use for feedback or error detection.  
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Fig. 2. Task and Method Items 

3.1.1   The Primitive Task 
•  The task Objective is used for explanations to provide the learner with, and the task 
expected results are used to compare them to the learner's results; 
•  Each task has four attributes: option, interruption, time, and significance. Option 
indicates whether the task is optional or not. Concretely, this attribute enables us not 
to take into account an optional task when it is omitted by the learner. Interruption 
indicates if the task can be interrupted or not during execution. For example, an 
external event such as an emergency signal can trigger the execution of a particular 
task which can interrupt the current one if it is interruptible. Time, which has three 
slots start, end, and duration, indicates the time window associated with the task. This 
attribute provides information to compute temporal interdependences between tasks 
and also to evaluate the tasks' duration. Finally, the significance attribute indicates the 
importance of the task compared to the others. An example of feedback rules using 
this attribute is {"If a task Ti has a Main significance" and "the learner made many 
errors when performing it" and "Ti has some subtasks with less significance"} then 
{propose to the learner a simplified version of Ti by deleting these subtasks}. The aim 
of this feedback is to lead the learner to turn his attention to what is most important. 

•  The task conditions are constraints on the world objects and on time. They are of 
four types: execution (when the task can be achieved), triggering (when the task has 
to be achieved), specific (for optional tasks), and stop (for iterative and repetitive 
tasks) conditions. These conditions are used to detect errors such as when a task is 
carried out by the learner while its conditions are not fully satisfied. 
•  The Associated Methods with their preferences are a list of the methods that can 
achieve a given task with their preferences. Top-level tasks are associated with one or 
several methods called decomposition methods that split them into subtasks, 
recursively, until these subtasks are sufficiently simple to be directly tackled by 
operational methods. Each Associated Method has two types of preferences: the first 
relates to the realization of the task, classifying its methods by order of performance; 
and the second relates to pedagogical or teaching preferences. These preferences are 
defined and set by trainers. 

3.1.2   The Primitive Method 
The primitive Method is defined by the Results it produces; the Input Context, which 
corresponds to the conditions under which the Method can be achieved; and a 
Favorable Context, which describes when the Method is particularly relevant. For 
example, we can use this item to induce the learner to perform the task with a given 
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method by ensuring that its favorable context is created. The Input Context, 
Favorable Context and Results of methods are expressed as features of world objects. 

There are two Types of methods. Operational methods can directly carry out a task, 
they describe actions. Decomposition methods split tasks into subtasks; they consist of 
a constructor and a list of subtasks. A constructor specifies dependencies and time 
order of subtasks. There are five constructors: SEQ (sequence), PAR (parallelism), 
SIM (simultaneity); AND; and OR. 

Task and Method primitives of METISSE use world objects in some of their items. 
To describe these objects, we use a model composed of three elements (class, 
instance, attribute) and organized them hierarchically. 

3.2   The Plan Recognition Process Uses the Task Model METISSE 

To infer the plans the learner is implementing, we use a recognition process entirely 
based on the prescribed task description done with METISSE. We use a keyhole 
recognition [9] and we assume holes in the sequence of observable actions [10]. We 
make this assumption because of two linked reasons. First, VEL are considered as 
open environments where learners can carry out actions which are unrelated to the 
prescribed task and which are not considered for interpreting their behavior. Second, 
we do not assume that the task description is exhaustive; there may be unobservable 
actions with some effects that influence the rest of the task accomplishment. 

Task Model METISSE

Method

Task

Use

World Objects

The recognition Process

Complete Plan Library

Partial Plan 
Library

Task Model METISSE

Method

Task

UseUse

World Objects

The recognition Process

Complete Plan Library

Partial Plan 
Library

 

Fig. 3. Plans use the task model METISSE which uses the world objects 

To interpret the learner actions, plans (defined below) are derived from tasks and 
methods (task model), which use the world objects (Fig.3). To consider all plans, we 
"mark" those belonging to the scenario during the recognition process; that is why 
there are two libraries: partial and complete libraries. 

3.2.1   Plan: Definition, Type and Conditions 
A Plan is the association of a task with one of its methods. There are as plans as 
methods for a given task. Plans are of two types: simple plans are associated with 
operational methods, and composite plans with decomposition methods. Each plan 
has two types of conditions: Pre-Conditions and Post-Conditions which are expressed 
according to task and method conditions, and task and method results. 

3.2.2   Plan: States 
In order to make plans traceable during the learner activity, we characterize them by 
states indicating their development during the recognition process. We identified two 
kinds of states: conditional and dynamic states. 
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The conditional state relates to the conditions of activation, triggering, and 
realization of a plan, i.e. provides information on the satisfaction of its Pre-
Conditions and Post-Conditions. For example, we can detect that a plan is started by 
the learner whereas its Pre-Conditions are not satisfied; or that a plan has to be carried 
out by the learner immediately, for example if the office intruder alarm system is 
triggered, an emergency procedure should be performed. We can also detect that a 
plan is not started or is not completely carried out by the learner whereas its results 
are already produced. This situation may occur if the learner obtained an expected 
result by following an "unknown" way or after observable effects of unobservable 
actions. 

The dynamic state consists of three aspects. The first relates to the plan itself. It 
indicates when the learner starts, continues, suspends, or finishes a given plan. For 
example, a simple plan becomes finished if the learner carried out the corresponding 
action. There is a difference between a plan which is finished (carried out by the 
learner) and a plan which has its Post-Conditions satisfied. The second aspect 
provides information about two particular relations which can exist between two or 
several plans: conflict and concurrence. A conflict arises when there is ambiguity 
regarding how to interpret some given actions. In other words, two or several plans 
are conflictual when they become active or finished following the same observed 
action. A concurrence arises when the learner uses two or several methods to carry 
out the same task, i.e. two or several plans are concurrent if they become active, 
pending or finished and being associated with the same task. Plans can be conflictual 
and concurrent at the same time. We consider plans as autonomous entities having a 
local vision, thus conflict and concurrence situations are detected by their respective 
managers, which have a global vision (§ 3.3.2). The last aspect provides information 
about errors that plans can detect. This aspect is detailed in local plans' analysis. 

3.3   The Different Stages of the Plan Recognition Process 

When an event occurs in the VEL, due to learner’s actions or world’s changes, the 
recognition process proceeds as follows (1) the first stage is done locally for each plan 
and consists in updating plans’ states. The simple plans are the first to treat provided 
data because they correspond to observable actions. Analysis continues by bottom-up 
spreading of local analyses from simple plans towards their parent until reaching the 
root plans. Composite plans define their state by taking into account the local analysis 
of all their child plans; (2) the second stage is the global analysis and consists in 
identifying and solving conflict, concurrence and errors which have appeared during 
the last stage. The three problems are treated by their corresponding managers; (3) the 
last stage consists in sending the interpretation results. The candidate plans (supposed 
to be followed by the learner) are classified according to the heuristics used by the 
managers. Consequently, the outcomes of the recognition process can be one or 
several plans. Another process, currently still in progress and out of the scope of this 
paper, will use specific knowledge to disambiguate and decide which plans are more 
plausible, and to decide what assistance can be proposed. This process will influence 
the progress of the recognition process since the remaining plans (not considered) will 
be reinitialized and updated. 
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3.3.1   The Local Analysis of Plans 
To make their analyses, simple and composite plans follow the same general process. 
They update their state and inform their parent even if their state doest not change. If 
they detect potential errors, according to the Hollnagel classification, they inform the 
error manager as being erroneous. But to do these analyses, simple and composite 
plans do not focus on the same knowledge. 

Local Analysis of Simple Plans 
A simple plan compares directly the observed action to the action defined in its 
method following the algorithm illustrated by Fig. 4. 
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Fig. 4. Simple plan's analysis 

Before going further, we precise that we use a hierarchy of actions (with the world 
objects hierarchy) in order to detect some execution errors due to similarities of 
actions, such as correct actions performed on wrong objects or unexpected actions on 
correct objects. Three elements compose this hierarchy: ActionClass, Action and 
ActionEvent. ActionClass allows modeling actions disregarding their context, with 
generalization and specialization links. For example the ActionClass "Move" can be 
applied to any world object having "Movable" attribute. An Action corresponds to an 
operational method in the task model, for example "Take the left key". An 
ActionEvent is an occurrence of an ActionClass targeted on a world object, for 
example "Press Emergency button". We remain aware that interpreting the learner's 
actions in a fine way may imply fastidious work in terms of knowledge repre-
sentation. But we believe that (i) a small number of disjoined ActionClass hierarchies 
may involve many detections of conflict; (ii) a high number may involve several 
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detections of erroneous actions. A good balance between these two solutions depends 
on what erroneous actions the instructional designer want to detect.  

So a simple plan is carried out without errors if before the occurrence of the Action 
Event its Pre-Conditions are satisfied, it was inactive, its Action and the ActionEvent 
are the same and targeted at the same object, and its Post-Conditions are satisfied 
after this action; else it considers itself as erroneous and informs the error manager. 

Local Analysis of Composite Plans 
Composite plans correspond to abstract tasks, i.e. not directly related to the 
observable actions. When an event occurs in the Trace, they wait until all its child 
plans finish their local analyses. 
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Fig. 5. Composite plan's analysis 

To do its analysis, each composite plan needs two lists: expected child plans and 
finished child plans lists. The first list represents the various child plans that the 
learner can follow at time t+1. It is defined by the constructor of its associated 
method. The second list represents the child plans already carried out by the learner. 
To make its analyses, a composite plan follows the algorithm of Fig. 5. For example, 
if the plan concerned by the action does not belong to the child plans list of the 
composite plan, then a possible error exists. Two interpretations are possible: 

- the learner intended to carry out the plan but, at a given time, followed an unrelated 
one. It may be an error of "Jump forward", "side tracking", "capture", or "branching". 
 - the learner temporarily suspended the execution of the plan and followed another 
one. It is typically the case of parallel tasks (PAR constructor) of a higher level. 

In both cases, a learner's unexpected behavior can be identified by the error manager, 
which has a global vision of all plans. 

3.3.2   The Global Analysis of Plans 
Plans have a local thus limited vision. To identify problems of conflict, concurrence 
and error appearing during plans' analysis, it is necessary to have managers with a 
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global vision. These managers focus on different knowledge to classify the candidate 
plans likely to give the best interpretation of a learner's behavior. They deal with their 
respective problem in parallel by taking into account the previous analyses. Before 
underlining the managers’ heuristics, we point out that there are two types of conflict. 

•  The plans are associated with different tasks and methods: the conflict is situated at 
the action level in the sense that the ActionEvent of the Trace is close to two or 
several simple methods. For example, the two tasks [Press button1] and [Press 
button2] correspond to two different simple plans of the plans library and have the 
same ActionClass. When the learner presses button1, he may carry out the first task 
correctly or the second in an erroneous way (he did not press the correct button). We 
do not presuppose that the action corresponds to the learner's intention. 
•  The plans are associated with the same task and the same method. In this case the 
conflict relates to the parent plans. For example, "Press on the button of the elevator's 
door" belongs to two plans "Go up on the third floor" and "Leave the building". 

To classify candidate plans, conflict and concurrence managers use some heuristics. 
The Scenario heuristics puts in order of priority the plans of the scenario, i.e. those 
belonging to the partial plans library. The Learner's activity heuristics allow plans to 
be classified by taking into account the effective activity of the learner disregarding 
what is considered prescribed. They include heuristics based on rate of completion 
(ratio between finished child plans and total child plans); rate and type of erroneous 
actions; satisfaction of Pre-Conditions of the next expected child plan (anticipation of 
what the learner may do in the next step). The Relevance heuristics, which is the most 
significant heuristics of the concurrence manager is based on the favorable context of 
methods. The plans having the favorable context of their method satisfied are better 
classified than others. 

4   Conclusion 

The main issues of this work are characterizing learners’ unexpected behavior, and 
specifying the appropriate model to support the description of the prescribed task for 
this purpose. In order to assess what the learner is doing and to interpret his behavior, 
we propose an approach of plan recognition process based on the prescribed task 
model. This model is described with METISSE, a tutoring-oriented formalism we 
propose. This process also uses the Hollnagel classification which provides a 
structured way of modeling a space of possible errors and which is adapted to 
METISSE. The proposed approach is generic because it is not dependent on a domain 
task and does not relate to a particular device. 

Currently, the framework which supports the two main issues is implemented and 
our work is progressing in two directions. First, modeling and implementing feedback 
rules corresponding to situations where learners find themselves in failure. These 
rules are used by the tutoring system to provide learners with accurate and appropriate 
assistance. They are expressed thanks to a high-level exploitation of the task model 
(preferences of methods, significance of tasks etc). These rules also use other 
knowledge; learner's profile (preferences, learning style, frequent errors etc), tutorial 
tactics and pedagogical strategies which can be implemented, and knowledge about 
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the target vocational training domain. The second direction concerns the way the 
tutoring system provides the human tutor with appropriate information about the 
learner's activity. As said before, the part of the training process that addresses 
causality about the learner's unexpected behavior can be left to the human trainer who 
may nevertheless need relevant information on the type of erroneous actions. 
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Abstract. In tutorial systems, effective progress in teaching the problem-solving
target is frequently hindered by expressive sloppiness and low-level errors made
by the student, especially in conventionalized expressions such as formulas. In or-
der to improve the effectiveness of tutorial systems in teaching higher-level skills,
we present a fault-tolerant formula interpreter that aims at finding plausibly in-
tended, formally correct specifications from student statements containing formal
inaccuracies. The interpretation consists of local changes based on categorization
of errors, a fault-tolerant structure building, and testing contextually-motivated
alternations. The error interpretation component is intended to enhance the anal-
ysis component of a tutorial system that teaches mathematical proving skills.

1 Introduction

Teaching problem-solving skills is among the most challenging goals of tutorial
systems. Application areas in formal domains include algebra word problems (Ms.
Lindquist [5]), elementary geometry [9], electrical engineering [15], and qualitative
physics [8]. In practice, effective communication about the problem-solving target is
frequently hindered by expressive sloppiness and low-level errors made by the student,
especially when specifying formulas. When the given task merely consists in building
a single formula as, for example, in the Ms. Lindquist system, interpreting errors can
be grounded in expectations about the solution. However, when there is considerable
degree of freedom in constructing steps towards a solution, handling errors adequately
is more delicate. It requires revealing the probably intended and possibly correct speci-
fication, as well as addressing the error according to the tutorial strategy pursued – just
reporting it, explicitly asking the student for correction, or producing a contextually-
adequate hint.

In order to improve the effectiveness of tutorial systems in teaching higher-level
skills, we present a fault-tolerant formula interpreter that aims at finding plausibly
intended, formally correct specifications from student statements containing formal in-
accuracies. Ingredients of this interpretation are local changes based on categorization
of errors, a fault-tolerant structure building, and testing contextually-motivated alterna-
tions. We have performed elaborations for some fragment of elementary set theory.

This paper is organized as follows. We first describe the tutorial scenario in which
this work is embedded and briefly present the collected data. We motivate formula error
categories and methods for their detection. We follow with a presentation of our fault-
tolerant formula analyzer. We describe an algorithm that handles the categories of errors
and generates hypothesis of intended specifications. Finally, we present an evaluation.

M. Ikeda, K. Ashley, and T.-W. Chan (Eds.): ITS 2006, LNCS 4053, pp. 339–348, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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2 Our Tutorial Environment and Data

The work described in this paper is part of the DIALOG project1 [2]. The goal of the
project is (i) to empirically investigate the use of flexible natural language dialog in
tutoring mathematics, and (ii) to develop a prototype tutoring system that incorporates
the empirical findings. The experimental system will engage a student in a dialog in
written natural language to help him/her understand and construct mathematical proofs.

We envision a modular system architecture, by use of the proof system ΩMEGA [10].
For tutorial purposes, ΩMEGA has been adapted to support proofs in a human-adequate
form [12]. Interaction with ΩMEGA is mediated by a Proof Manager (PM) [3]. The task
of the PM is to communicate with the proof system to check consistency and validity
of (possibly ambiguous) interpretations of student utterances within the proof context,
and to build and maintain a representation of the constructed proof. Moreover, based
on feedback from ΩMEGA, the PM evaluates proof-relevant parts of the utterances with
respect to completeness, correctness, and relevance, where correct proof steps may not
necessarily be relevant in that they do not contribute to the progress in finding the proof
solution. This categorization is an integral part of our tutorial strategies [11].

Table 1. Examples of flawed formulas from the corpus

Example Formula Error Category
(1) P ((A ∪ C) ∩ (B ∪ C)) = PC ∪ (A ∩ B) 3
(2) (p ∩ a) ∈ P (a ∩ b) 2
(3) (x ∈ b) �∈ A x ⊆ K(A) 2
(4) P ((A ∩ B) ∪ C) = P (A ∩ B) ∪ P (C) 1
(5) (A ∩ B) ⊆ P (A ∩ B) 1
(6) if A ⊆ K(B) then A �∈ B 2

To investigate phenomena characterizing written computer-mediated tutorial dialogs,
we collected a corpus of tutor-student dialogs in a Wizard-Of-Oz experiment in the
domain of naive set theory [4, 14]. An overview of language phenomena observed in
the corpus is presented in [1]. In Table 1, we present examples of flawed formulas from
our corpus. In (1), a structural error is shown: not only a space between the operator
symbol P and the identifier C, but also parentheses are missing. (2) is an example of a
typographical error, where an operator symbol p has been used in place of an identifier
b. In (3), the types of arguments of the main operator are invalid. In (4), a stronger
assertion of set inclusion (⊆) rather than equality is expected. Finally, (5) and (6) are
examples of commonly confused relations of subset and membership.

In our experiment, it turned out that resolving these errors sometimes required con-
siderable effort through entering longish clarification subdialogs, since an error was
spotted, but not specifically investigated. Therefore, we are looking at methods for han-
dling these situations on a somehow higher level, which requires tentatively resolving
errors, if possible, so that more emphasis can be given to problem-solving issues.

1 The DIALOG project is part of the Collaborative Research Center on Resource-Adaptive Cog-
nitive Processes (SFB 378) at University of the Saarland http://www.coli.uni-sb.de/sfb378/.
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3 Categories of Errors and Associated Correction Attempts

We aim at finding a corrected and possibly intended version of a flawed formula by
applying purposeful changes to a that formula. An essential factor in choosing such
changes lies in the correctness status of the formula with respect to the statement that
embeds it and the task environment. In our scenario, two interpretation components
contribute to assessing the role of a formula in a complementary way: 1) the formula
analyzer, and 2) the Proof Manager. The formula analyzer delivers one of three results:

1. It reports a structural (i.e., syntactic) error (error category 3) if it is impossible
to build an analysis tree on the basis of the constructors defined – pre- and infix
operators with given arity, variables and constants.

2. It reports a type (i.e., semantic) error (category 2) if it succeeded in building an
analysis tree which contains a type mismatch according to operator definitions.

3. It reports no error if it succeeded in building an analysis tree that is also correct
regarding the type requirements.

Only for well-formed formulas consulting the Proof Manager is meaningful. Again,
three results are possible: 1) the formula may simply express a wrong statement (error
category 1), 2) the formula is correct in principle, but it does not contribute to the task
at hand, and 3) the formula is correct and also relevant for solving the given task.

A distinction between the cases assessed as correct or relevant is of no interest for
our purposes (they count as error category 0), and it is up to the embedding tutorial
strategies to deal with them. In all other cases, attempts are undertaken to remedy the
error by applying local and contextually justified modifications to the formula. These
changes are intended to address merely typing errors or conceptual inaccuracies, so that
the result can be assessed at the problem-solving level. We structure the task of testing
changes according to the error category reported (see above), aiming at changes that
achieve an improvement of at least one category level. To constrain the application of
meaningful changes, we assume a context consisting of a set of identifiers (i.e., variables
and operators), together with type and arity information (the latter only for operators).

Replacement rules and their associated error categories are illustrated in Table 2
with examples taken from our corpus. While we conjecture that some of the rules are
of a more general use than only for our application domain, elementary set theory, the
concrete elaborations and examples are focused on the observations from our corpus.

Table 2. Replacement rules attempting to remedy errors

Replacement Rules Error Categories Examples (set theory)
dual operators 1 ∩ ⇔ ∪, ⊂⇔⊃

stronger/weaker operators 1 ⊃⇔⊇, ⊆⇔=
confused operators 1,2 ⊂⇔∈, K ⇔ P
confused identifiers 1,2 a ⇔ b, P ⇔ b

delete character 2 Pc ⇒ P , Pc ⇒ c
insert parentheses 3 Pc ⇒ P (c)

insert a blank 3 Pc ⇒ P c
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Typical errors of category 3 are missing separators, and unintended omissions or
additions of characters. To keep the number of applicable changes manageable, we
only deal with character deletions, when the result is a known identifier, but not with
additions of characters. Similarly, we insert a blank as a separator, provided this replaces
an unknown by two known identifiers. Typical errors of category 2 are confusion of
identifiers, whose repair requires changing variables, of operators, or replacements of
variables by operators or vice-versa. In all cases, type compatibility typically restricts
the applicable changes considerably. Finally, typical errors of category 1 also include
confusions of identifiers, but with the same type for variables, and with the same arity
and type restrictions for operators. Moreover, some conceptual relationship, such as
duality, or extended/restricted strength must exist between the operator present and the
replacement candidate, to motivate the replacement as simulating a mental confusion.

4 Formula Analysis

The formula analysis procedure is part of the input interpretation component [6, 13]
whose task is to interpret the content of the student utterances and to produce a repre-
sentation that can be further analyzed by ΩMEGA in the context of the given task. For-
mula analysis is part of the input pre-processing procedure. It consists of three stages.
Firstly, mathematical expressions are identified within word-tokenized text. Secondly,
the identified sequence is verified as to syntactic validity and, in case of a parentheses
mismatch, a correction procedure is invoked. Finally, the expression is parsed.

Identification of mathematical expressions. The tagger has access to a list of opera-
tion and identifier symbols relevant in the given context (e.g. in the context of naive
set theory, characters P and K stand for power set and set complement respectively).
Identification of mathematical expressions is based on simple indicators: single charac-
ter tokens (including parenthesis), multiple-character tokens consisting only of known
relevant characters, mathematical symbol unicodes, and new-line characters.

Syntactic analysis. Once a candidate string is identified, “chains” of formulas are sep-
arated into individual segments. For example, formula x ∈ B �⊆ K(b) is split into
x ∈ B∧B �⊆ K(b). Next, parentheses match is verified. In case of a mismatch, missing
parentheses are inserted while observing the following preferences: (i) provide paren-
theses for operators that require bracketed arguments (in our domain, e.g. K or P ), (ii)
avoid redundant parentheses (i.e. double parentheses around the same substring). For
example: the string P ((A∪B)∩ (B ∪C)) = P (C ∪ (A∩B) is corrected in two ways:
P ((A∪B)∩(B∪C)) = P (C∪(A∩B)) and P ((A∪B)∩(B∪C)) = P (C)∪(A∩B),
while the sequence (A ∪ C) ∩ (B ∪ C)) is corrected uniquely: ((A ∪ C) ∩ (B ∪ C)).

�∈
∈ [

() : +
type : −

]

x b

A

Fig. 1. Tree representation of the sequence (x ∈ b) �∈ A



Handling Errors in Mathematical Formulas 343

Parsing. Syntactically correct candidate sequences are parsed by a tree-building algo-
rithm. It has access to a list of known operators and operator precedence. For unbrack-
eted operators of the same precedence, all possible bracketings are considered (e.g.
A ∪ C ∩ B will be interpreted as ambiguous between (A ∪ C) ∩ B and A ∪ (C ∩ B)).
Additionally, for every tree node, the procedure stores information on whether the sub-
tree headed by the given node was bracketed in the original string, and whether the
types of arguments are consistent with the expected types. The output of the parser is
the formula tree with nodes marked as to type compatibility and bracketing where ap-
plicable. For example, Figure 1 shows the tree obtained for the sequence (x ∈ b) �∈ A.
The feature structure associated with the ∈ node represents the record stored with the
formula tree for this node. In this case, the record () : + indicates that the substring as-
sociated with the subtree headed by the node was bracketed, while the record type : −
indicates that the node is not of compatible type as an argument of the higher node.

5 Formula Modifying Algorithm

In this section, we describe our method for building formulas with modifications that are
promising to remedy errors reported in the analysis of the original formula. In a nutshell,
modifications to the original formula are made according to appropriate applications
of operators considered suitable to remove the reported error, and the resulting new
formulas are categorized by consulting the formula analyzer and, if needed, the Proof
Manager. Since the latter may be an expensive step, care is taken that more promising
alternatives are tested with priority. This process is continued iteratively, but it can be
terminated if subsequent calls to the Proof Manager are getting too costly.

The algorithm produces an ordered list of hypotheses which are candidates for rep-
resenting the intended specification. The ordering among these hypotheses is done by
three criteria, the first one dominating the others, whose counts are accumulated:

1. the error-related category of the modified formula,
2. the number of operators applied to obtain the currently considered formula, and
3. the structural similarity of the obtained formula to formulas in the context, which

we approximate by simply counting the number of operators and variables appear-
ing in the formulas compared (multiple occurrence counting as frequently as they
occur). The context is a set of formulas consisting of the goal expression, the pre-
vious proof step, and possible follow-up steps, according to the Proof Manager.

The schema of the algorithm Generate-Hypotheses is illustrated in Figure 2. The
procedure is invoked if the formula analyzer has assigned an error category to the for-
mula to be evaluated. It has two parameters: the original Formula, including results
obtained by the formula analyzer, and a set of formulas representing the Context.

The procedure consists of three parts. First, suitable operators for producing modified
formulas are chosen – operators associated with the category of the error observed, for
categories 1 and 2. For errors of category 3, the original Formula already contains the
results of the first two parts of the procedure since applications of these operators are
already carried out within the pre-processing stage of the formula analysis component,
so that the second part can be skipped when dealing with this error category.



344 H. Horacek and M. Wolska

In the second part, the chosen operators are applied to the formula, possibly at mul-
tiple places, but operators addressing category 2 errors only at positions marked as
erroneous. All new formulas resulting from one such operator application are collected
as Hypotheses, excluding results considered Trivial (e.g., an equation with identical
left and right sides, and applications of idempotent operators to identical arguments),
and their error category is determined by consulting the formula analyzer: Parse.

In the third part, available hypotheses are assessed in a two-pass evaluation. In the
first one, the similarities to the formulas in Context are computed and for formulas
of error category 1 a subsequent call to the Proof Manager is made. Since the latter
can be expensive, all formulas created by applying operators are ordered according to
contextual similarity, prior to invoking the Proof -Manager. The Proof -Manager
goes over the newly created formulas one after the other, starting with the one(s) ranked
highest, so that the procedure can be stopped anytime if resources are exhausted – this
criterion is encapsulated in the abstract condition < Limit >. The procedure terminates
when the problem appears to be solved, that is, the category of some modified formula
is superior to the category of the original one, when no more operators can be applied
(including all category 3 formulas), or when resources are exceeded. If one of these
cases is present, the ordered list of Hypotheses is returned; otherwise, applying the
selected operators is repeated interactively to the newly created formulas.

The procedure can accommodate several kinds of limits on the resources involved:

– a maximum number of modified formulas created; since only a rather limited set
can be reasonably dealt with in the embedding discourse,

– a limit on the number of calls to the theorem prover,
– a time limit (a sort of an alternative to the preceding criterion),
– a limit on the number of errors, that is, operators to be applied.

6 Evaluation

In this section, we present the results of a quantitative evaluation of the algorithm for
errors of categories 1 and 2 (semantic and logical errors; cf. Section 3). We performed
the evaluation on a sample of formulas from the corpus study, and on a larger set of for-
mulas into which errors of particular categories were introduced in a principled fashion.

There are a number of examples in which the applicable modifications are quite
restricted. This is typically the case for errors of category 2 and 3 when the formula
analysis algorithm can determine the nature of the error. For formula (1) in Table 1, we
get two interpretations depending on whether PC is separated by inserting parenthe-
ses (2 alternatives), or flagged as a type error. In the latter case, replacing PC by any
type compatible identifier yields error category 1. The same holds for the parenthesis
insertion with narrower scope, P (C), but the other alternative, P (C ∪ (A ∩ B)) yields
no error and wins. Formula (2) is even simpler since only replacing the first occurrence
of P flagged as a type clash is subject to being changed. Only replacements by A and
B yield no error, B winning over A since it gets a better context agreement count. For
attempting to correct formula (5), many operators are applicable. Changing one of the
variables gives lower agreement scores than changing one of the operators into its dual
counterpart – among all these choices, only replacing = by ⊇ yields a correct assertion.
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Evaluation data In order to assess the performance of our method, we have conducted
a test by applying the procedure to a sample of erroneous formulas. We have built this
sample from two sources: (i) a set of erroneous formulas from our corpus (Sample 1),
(ii) a set of formulas obtained by systematically introducing errors to valid formulas,
according to our error categories and the associated replacement rules (Sample 2).

The choice of these sources is motivated by two complementary factors. The first
part of the test sample is intended to provide an insight into the effectiveness for errors
that occurred in practice, but this sample is rather small. Hence, the second part is build
to support the evaluation in quantitative terms, to illustrate the average behavior of the
algorithm over a larger set of related errors.

Sample 2 of erroneous formulas was obtained in the following way: Firstly, we ex-
tracted from the corpus 71 valid formulas that occurred in proof contributions evaluated
by the tutor as correct. Then, for each of these formulas we generated a set of “muti-
lated formulas” by systematically changing the operators and identifiers according to
the replacement rules (cf. Figure 2). For practical reasons, we introduced at most two
errors into one formula to make the correction task manageable. For example, for the
valid formula A ∩ B ⊆ P (A ∩ B), the “mutilated formulas” produced include:

– dual operator errors: A ∪ B ⊆ P (A ∩ B), A ∩ B ⊆ P (A∪B);
– confused operators errors: A ∩ B ∈ P (A ∩ B), A ∩ B ⊆ K(A ∩ B), A ∩ B ⊆

P (A ∩ P ) (two errors);
– confused identifiers: A ∩ P ⊆ B(A ∩ B), A ∪ P ⊆ P (A ∩ B) (two errors),

X ∩ B ⊆ P (A ∩ B) (where X stands for an arbitrary identifier not in context to
simulate a typographical error).

From the resulting set of “mutilated formulas”, we built Sample 2 for evaluation by
randomly selecting 100 in which the number of operators is between 3 and 10, so that
formulas in this set are of “interesting” complexity – neither completely trivial nor an
extremely involved instance of a formula.

Results. In all tests, we limit the calls to the theorem prover to ten at most since this
is the most expensive part of the algorithm; we prefer this qualitative criterion over a
time limit since this abstracts from particularities of the system used for searching a
proof. The results demonstrate that obtaining or at least guessing the formula intended
can be quite delicate. With very few exceptions, all erroneous formulas turned out to be
ambiguous with respect to possible corrections – only a few unambiguously corrected
formulas were found in Sample 1, all of them being very simple formulas in which only
one change of an incorrect operator was applicable.

For such a list of hypotheses, the success of the procedure crucially depends on

1. how likely it is that the intended modification is at least found, but not necessarily
identified as the most likely interpretation, and

2. how much effort it takes to generate these hypotheses and to filter out the intended
one among the candidates considered.

The first issue can be answered in dependency of the allowed maximum number of
calls to the Proof Manager – if the rank of the intended interpretation within the list of
candidates generated is not worse than this maximum number, a successful identifica-
tion is achieved. In Sample 2, this was the case in 64% of all formulas examined. The
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Generate-Hypotheses (Formula,Context)

1. Collect operators suitable to cure the category of error observed
case <Category of original Formula > of
3 : Hypotheses ←<List with all alternative analyzes collected in Formula >

goto Evaluate-and-check-validity
2 : Operators ← OperatorsCategory2
1 : Operators ← OperatorsCategory1

end case
Hypotheses ←<Analysis result of the original Formula >

2. Iteratively apply operators to the original formula
Iterate:

forall < Hypotheses not yet modified>, Operators do
New-formulas ←<Apply Operator to formula in Hypothesis >
forall < New-formulas > do

if not Trivial(< New-formula >) then
Parse(< New − formula >)
Hypotheses ← Hypotheses ∪ <Results of parsing New-formula >

end if
end forall

end forall

3. Determine whether a continuation is required/affordable

Evaluate-and-check-validity:
<Evaluate the new formulas in Hypotheses according to Context >
<Sort Hypotheses according to their evaluation score>
forall < Hypotheses not yet modified> do

while not < Limit > do
if <Category of Hypothesis > = 1 then

if < Proof -Manager analysis the formula in Hypothesis as correct> then
<Category of Hypothesis >← 0

end if
end if

end while
end forall
<Sort Hypotheses according to their evaluation score>
if not <Category of the best Hypothesis is superior to original category>

and not < Limit > and <New modified formulas built>
and not <Category of the original Formula > = 3 then

goto Iterate
end if
return Hypotheses

Fig. 2. Pseudo-code of the algorithm for building modified formulas and ranking them
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Table 3. Results of hypothesis generation for Sample 2

Minimum Maximum Mode
Hypotheses generated 5 38 18

Position of target formula in hypothesis list 1 18 14

second issue is illustrated in Table 3, which summarizes the effort required to generate
the corrections in terms of the number of generated hypotheses and the position of the
intended formula in the list of hypotheses. Mode is the modal number, i.e. the value that
occurs most frequently. It is important to note that the first position on the list does not
imply that a unique solution is found since multiple candidates may obtain the same
final rank.

The results show that automating formula correction is a non-trivial task. While for
an objective sample of complex formulas with errors (three to ten operators, up to two
errors per formula), the algorithm was able to place the intended formula in the top ten
hypotheses in 64% of the cases, there is no guarantee that further evaluation of the top
candidates by the Proof Manager yields a unique candidate.

7 Conclusion and Further Research

In this paper, we presented a fault-tolerant formula interpreter that aims at finding plau-
sibly intended, formally correct specifications from student statements containing for-
mal inaccuracies. We have done this by testing the consequences of local changes based
on a categorization of errors. This task is carried out by a fault-tolerant structure build-
ing, and testing the task contribution of contextually-motivated alternations of origi-
nal, partly flawed specifications. While we have tried to keep the overall approach as
domain-independent as possible, concrete elaborations are tailored to a fragment of
elementary set theory for which, informed by analysis of a corpus obtained in Wizard-
of-Oz experiments, we have already developed other tutorial components.

The error analysis is intended to enhance the input interpretation component of our
tutorial system that teaches mathematical proving skills. This integration is intended to
make it possible to handle errors by more specific tutorial methods, prominently con-
centrating on higher-level goals even in the presence of formal inaccuracies. To obtain a
qualitative view of the algorithm’s performance, we plan further analysis of the results
along two perspectives: (i) firstly, we need to inspect the top ten generated hypotheses
for each formula in terms of their correctness status evaluated by the Proof Manager,
(ii) secondly, we investigate tutorial dialog strategies with respect to erroneous formulas
based on the corpus data. Finally, we plan a comparative quantitative evaluation of the
algorithm presented here with our previous Best-First approach presented in [7].
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Abstract. The provision of intelligent, user-adaptive, and effective feed-
back requires human tutors to exploit their expert knowledge about the
domain of instruction, and to diagnose students’ actions through a po-
tentially huge space of possible solutions and misconceptions. Designers
and developers of intelligent tutoring systems strive to simulate good
human tutors, and to replicate their reasoning and diagnosis capabili-
ties as well as their pedagogical expertise. This is a huge undertaking
because it requires an adequate acquisition, formalisation, and opera-
tionalisation of material that supports reasoning, diagnosis, and natural
interaction with the learner. In this paper, we describe SLOPERT, a
glass-box reasoner and diagnoser for symbolic differentiation. Its expert
task model, which is enriched with buggy rules, has been informed by
an analysis of human-human tutorial dialogues. SLOPERT can provide
natural step-by-step solutions for any given problem as well as diagnosis
support for typical student errors. SLOPERT’s capabilities thus support
the generation of natural problem-solving hints and scaffolding help.

1 Introduction

The European project “Language-enhanced, user adaptive, interactive e-learning
for Mathematics (LeActiveMath)” aims at developing an innovative third gener-
ation e-learning system for high-school and university-level self-learners. One of
the most prominent features of LeActiveMath is its exercise subsystem that sup-
ports students solving problems in the domain of calculus. The LeActiveMath
project explores two approaches to implement this subsystem; a more traditional
approach where professional math tutors pre-author interactive exercises; and a
cutting-edge research approach that aims at dynamically generating exercises.
The traditional approach is quite labour-intensive because exercise authors have
to write-down a large number of possible dialogues for a given task. They have to
anticipate students’ correct and incorrect answers, and provide suitable dialogue
continuations for them. The cutting-edge research approach does not rely on
explicit representations of dialogue. It aims at providing an exercise player that
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can generate future interactions dynamically by exploiting two main knowledge
sources: a reasoning and diagnosis engine for the interpretation of student in-
put, and a response system, powered with conversational expertise and tutorial
feedback strategies, for the generation of system response.

To better understand effective one-to-one human tutoring in the domain of
calculus, in particular, symbolic differentiation, we collected and analysed a cor-
pus of one-to-one dialogues between professional math teachers and students.
Our data analysis aims at identifying our tutors’ conversational, domain, and
pedagogical expertise. In this paper, we focus on modelling observed tutors’
problem solving and diagnosis expertise. We describe how we encoded this ex-
pertise in SLOPERT to provide glass-box reasoning and diagnosis services for a
dialogue manager to generate human-like feedback to student input.

2 Background

Our research focuses on the operationalisation of human tutoring in the domain
of symbolic differentiation: what types of input (and errors) do students produce,
and what kind of scaffolding and feedback do tutors generate to help learning?

Sinus Rule d
dx

sin(x) = cos(x)

Logarithmic Rule d
dx

log(x) = 1
x

Power Rule d
dx

[xn] = n · xn−1

Constant Multiple Rule d
dx

[c · f(x)] = c · d
dx

[f(x)]

Sum Rule d
dx

[f(x) ± g(x)] = d
dx

[f(x)] ± d
dx

[f(g)]

Chain Rule For Power Functions d
dx

([f(x)]n) = n · [f(x)]n−1 · d
dx

[f(x)]

General Chain Rule d
dx

[f(g(x))] = d
dg

[f(g(x))] · d
dx

[g(x)]

Fig. 1. Differentiation rules; c is any real number, f(x) and g(x) are any functions

We collected a corpus of one-to-one tutoring in this domain.1 Students were
given teaching material on the rules of symbolic differentiation (see Fig. 1). They
were made familiar with the overall subject in their normal course of studies.
During a computer-mediated session a tutor gave differentiation problems to
students and then provided feedback on their problem solving steps.

Figure 2 displays three consecutive fragments of one tutor-student interaction.
In the first fragment, we find the student (S) solving the task given by the tutor
(T) in T-1 without tutorial intervention. In S-2a, the student first rewrites the
original problem statement into a form that allows him to apply the chain rule
for power functions in S-2b. In S2c, the student then simplifies the resulting
term by identifying the common factor 2 in the term (6x5 + 2), extracting it,
and multiplying it with − 5

2 all in one step. Then, in S-2d, the student asks the
tutor for feedback, which the tutor provides in T-3a.
1 Collected by Kaska Porayska-Pomsta, Helen Pain and Manolis Mavrikis as part of

the LeActiveMath project, using tools developed by Porayska-Pomsta and Mavrikis.
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T-1 Try the following one: 5√
(x6+2x)

S-2a: 5(x6 + 2x)− 1
2

S-2b = − 5
2 (x6 + 2x)− 3

2 (6x5 + 2)
S-2c = −5(x6 + 2x)− 3

2 (3x5 + 1)
S-2d i think thats right ut im not too

sure
T-3a That’s very good. You really have

got to grips with the chain rule for
algebraic expressions.

T-3b Let’s move on to other functions.
Try to differentiate log(x2 + 6x − 1).

S-4 im not sure what you get when you
differentiate log. It is ex?

T-5 No. I’ll tell you: d
dx

log(x) = 1
x

S-6 im still not sure how to do this one
T-7 First you need to identify the func-

tions in the composition (f(g(x))). By
the way, you really need to remember
what the derivative of log is...

S-8 i still dont know what to do
T-9a Think about the example that you

read in the beginning.
T-9b Try to identify z again and then y

as a function of z.

S-10 z = x2 + 6x − 1 im not sure about
what y is

T-11 That’s good so far. Now think
where z appears in the expression

S-12 y = logz
T-13 Yes. That’s right. Now can you

put it all together?
S-14 1

x2+6x−1 (2x + 6)
T-15a Yes. That’s it. We could write

that as 2(x+3)
x2+6x−1

T-15b Now let’s try one with trig func-
tions. Try 1

sin3x
Remember that the

derivative of sin is cos
S-16 (sin3x)−1 −(sin3x)(3cos2x)
T-17 Think of sin3(x) as (sin(x))3

S-18 3(sin(x))2(cosx)
T-19 That’s much better. Now can you

solve the original problem (which is
a little different)?

S-20 (sin(x))−3 = −3(sin(x))−2(cosx)
T-21 Almost. Remember that the

derivative of x−n is −nx−n−1.
T-22 I think you know the answer:

−−3cos(x)
sin4x

S-23 yes that is what i was thinking [...]

Fig. 2. Consecutive human-human tutorial dialogue fragments (not spell-corrected)

The tutoring dialogue becomes more interesting with a problem that involves
the log function, introduced by the tutor in T-3b. The student is unsure how
to build a derivative for terms that contain logarithmic functions, and makes
an incorrect guess in S-4. In T-5, the tutor acknowledges the incorrect answer
with the provision of negative feedback, and the corrected answer. However, the
student is still stuck, and in T-7 a hint is given that presents the problem in
a more abstract form. Apparently, the student does not realise that the general
chain rule applies and utters S-8. After reminding the student in T-9a of pre-
read material, the tutor elaborates T-7 by sketching two sub-tasks in T-9b. The
student gets the first subtask solved in S-10, and tutorial help in T-11 provides
more scaffolding to get the student solve the second subtask. In the remaining
sub-dialogue, the student then combines the results of the sub-tasks to obtain a
solution for the overall task in S-14, which the tutor simplifies in T-15a.
In the third fragment, the tutor presents a term with a trigonometric function in
T-15b. The student, however, rewrites the problem statement into a form that
is correct, but not adequate for subsequent problem solving. In S-16, the student
also applies the general rule for power functions to the inappropriately rewritten
term (with errors). In T-17, the tutor, recognising the student’s confusion, hints
toward the correct interpretation of the original term by providing the proper
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reading for its denominator sin3x. In S-18, the student adopts the term sin(x)3

as new problem and solves it. In T-19a, the tutor then asks the student to solve
the original term. The student’s answer in S-20 contains a common error in
applying the power rule for negative exponents. In T-21, the tutor then restates
the power rule in terms of x−n, and then, corrects the student’s answer in T-22.
Instead of giving instructions to the student, our tutor(s) used hints to get the
student to construct the knowledge and solve the problem. Whenever the student
is stuck, the tutor hinted at the next possible step towards solving a given prob-
lem. In T-7, for instance, the tutor hinted at the form of the problem instead of
providing the proper term reading; and in T-9b and T11, the tutor hinted at
the substitution variables z and y and their relation, instead of just giving away
this substitution step. Remedial advice depends on adequate analysis of student
error. The student’s inappropriate rewriting in S-16, i.e., is recognised and re-
mediated with the proper reading of the problematic sub-term. The student’s
error in S-20 is addressed by pointing the student to a version of the power rule
that is specialised to polynomials with negative exponents.

3 Formalising Expert Reasoning

The mathematical notation of differentiation rules (c.f. Fig. 1) can be easily
translated into the syntax of a symbolic programming language like PROLOG.
A possible encoding of the Sinus Rule is derive(Var, sin(Var), cos(Var)).

The predicate derive has three parameters: the term to differentiate (second
argument) with respect to a variable (first argument), and the result (third
argument). To compute the derivative of sin(x) with respect to x, we write

?-derive(x, sin(x), Result). (note the query prompt “?-”)

PROLOG answers this query with “Result = cos(x)”; this query unifies with
the aforementioned PROLOG rule by instantiating the variable Var with x.

Now consider the encodings of the general power rule and the sum rule:

derive(Var, X^N, (N*(X^N1))*XP) :- N1 is N - 1, derive(Var, X, XP).
derive(Var, A+B, A1+B1) :- derive(Var, A, A1), derive(Var, B, B1).

The first rule, or clause, has two parts, or subgoals . First, N1 is assigned the value
of subtracting 1 from N; and second, a recursive call computes the derivative XP of
some term X wrt. Var. Instantiations that result from the evaluation the subgoals
are transported to the third argument of derive, which contains the result of the
computation, namely, (N*(X^N1))*XP. The sum rule has two parts, too. Here,
all computation happens in the recursive calls.

Example. The query ?- derive(x, 5*(x^6+2*x)^(-0.5), Answer) succeeds
and results into the following instantiation of the variable Answer:

Answer = 5*(-0.5*(x^6-2*x)^(-1.5)*(6*x^5+2*1)).
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This answer is unsatisfying for two reasons. First it is not “tidied-up”; the stu-
dent’s answer in S-2a and S-2b has a simpler and more readable expression;
and second, PROLOG only returns the result of the computation, not any inter-
mediate steps. It thus behaves similar to a black-box computer algebra system
whereas a glass-box approach would be more useful for tutoring.

Extended Representation. There is a simple but elegant way to extend our rep-
resentation to add to the result of the computation its computation process:

derive(X,sin(X),cos(X), [sinRule(sin(X) = cos(X))]).
derive(X,X^N,(N*(X^N1)),[powerRule(deriv(X^N)=(N*(X^N1)))]) :-

freeof(X, N), N1 is N - 1.
derive(X,A+B, A1+B1, [sumRule(deriv(A+B)=deriv(A)+deriv(B)),Rules]) :-

derive(X, A, A1, R1), derive(X, B, B1, R2), append(R1, R2, Rules).

In this representation, derive has four arguments, where the fourth is a de-
scription of the rule (or the relevant parts thereof). The effects of this change of
representation can be seen by executing the following PROLOG query:

?-derive(x, 5*(x^6+2*x)^(-0.5), Answer, Explain).

While Answer has still the same value, the new parameter Explain now contains
the solution graph that shows each of the rules that were used to compute Answer:

d
dx

5(x6 + 2x)− 1
2

const. mult. rule
��

5 ∗ d
dx

(x6 + 2x)− 1
2

general power rule ��
− 1

2 (x6 + 2x)− 3
2 ∗ d

dx
(x6 + 2x)

sum rule ��
d

dx
x6

power rule
��

+ d
dx

2x

const. mult. rule��
6x5 2 ∗ d

dx
x

linear rule ��
1

The richer representation enables the problem solver to communicate (parts
of) its problem solving strategies. It supports, for example, the generation of
feedback given in T-5, T-15b, and T21, where the tutor cites derivation rules.
However, our representation is still not sufficient to simulate our tutor’s feedback
T-7, T-9b, or T-11. This is because our PROLOG-based rule representation is
still not explicit enough to inform the generation of such feedback. The tutor’s
help ”identify the form of the statement”, for instance, is implicit in PROLOG’s
unification mechanism. We now extend our rule representation to give a more
detailed and explicit account of the tasks involved in computing derivatives.

Extended Representation II. Fig. 3 describes our task model for building deriv-
atives. Its design has been informed by an analysis of our human-human tuto-
rial dialogues. The graph consists of framed nodes (describing tasks or goals)
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Initial task: Compute derivative of y = f(x)
y = 5√

x6+2x

Rewrite y to recognisable form ȳ
��

Compute derivative of ȳ

ȳ = 5(x6 + 2x)− 1
2

Identify the form of term ȳ
��

Compute derivative of ȳ
with recognised form f(g(x))

Identify inner layer of ȳ
��������������

Identify outer layer of ȳ
�������������

Compute derivative dz
dx

of inner layer z
z = x6 + 2x

Differentiate inner layer
�������������

Compute derivative dȳ
dz

of outer layer ȳ

ȳ = 5z− 1
2

Differentiate outer layer
������������

Do combine result
dȳ
dx

= dz
dx

· dȳ
dz

with dz
dx

= 6x5 + 2 and dȳ
dz

= −5 · − 1
2 · z− 3

2

Combine result
��

Do Tidy-Up Result
(6x5 + 2)(−5 · − 1

2 · z− 3
2 )

= (6x5 + 2) · (−5 · − 1
2 · (x6 + 2x)− 3

2 )

Tidy-Up result
��

End of task with tidied-up Result
y = −5(3x5+1)

(x6+2x)
3
2

Fig. 3. Task model for building derivatives (with term rewriting)

and labelled arcs (describing actions). We have complemented the generic task
model with a specific problem instance, namely, “compute the derivative of
y = 5√

x6+2x
”, which is solved within the root’s child nodes.

We have extended our representation to encode the task model for the general
chain rule: the body of the derive clause now contains a more detailed imple-
mentation (substitutions, decompositions into separate problems for inner and
outer layer, combination of results etc.), and the last argument of the clause head
now contains the relevant explanation for it (where unification and notation is
made explicit). As a result, PROLOG now returns the derivative of an input
term and a solution graph that contains all expert problem solving steps neces-
sary to support tutoring. Our enriched representation can now be exploited, for
instance, to mimic the interesting scaffolding feedback of our human tutor in the
second dialogue fragment. The respective solution graph now contains the nodes
that identify the form of the statement in terms of inner and outer layer, i.e.,
identify form(log(x2 + 6x − 1), [inner layer(x2 + 6x − 1), outer layer(log)]) that
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specify the necessary substitutions (i.e., z = x2 ∗ 6x− 1, y = log(z)), and that
compute the sub-derivatives (e.g., log rule(deriv(z,log(z))=z^-1)). In T-5,
our tutor cites the general rule for differentiating log functions, thus abstracting
from the specific rule application in the solution graph. In T-7, the tutor then
exploits the solution graph’s first action. A tutorial dialogue manager could use
this node to generate hints of increasing specificity. Its generation component
could exploit and verbalise this information varying lexicon, grammar, and di-
alogue move type, e.g., ”First, you have to identify the term.” (declarative),
”Identify the form of the term!” (imperative), or ”How about identifying the
form of the term?” (rhetorical). Also, the specificity of the hint could be varied,
e.g., “Identify the functions in the compositions f(g(x))”, “Identify the inner
and outer layers of the given term!”, “We first need to identify the form of the
term. The inner layer is x2 + 6x − 1. What’s the outer layer?”.

The generation of a more specific hint is useful when prior scaffolding fails. We
observed also cases where tutors jumped to the next node of a solution graph, as
for instance, our tutor in T-9b. There are also cases where our tutor interleaves
positive feedback with scaffolding help. To support a machine tutor with the
generation of such advanced feedback (e.g., in T-11 and T-13), further anno-
tation of the solution graph is needed. Whenever a student answer is diagnosed
as correct, the respective node is marked as visited(diag); whenever a hint
needs to be generated, the first non-visited node (encountered through graph
traversal) is selected, exploited, and then marked as visited(hint).

4 Formalising Buggy Reasoning

Our student in Fig. 2 makes many correct moves, but creates a few errors as well.
We observe, for instance, the application of an incorrect basic rule for building
the derivative of log in S-4; a mis-interpretation of the form of the problem
statement in S-16; and the application of an erroneous power rule in S-20.
These errors are quite common among our subject population. Other typical
misconceptions from our corpus are summarised in Tab. 1. In our corpus, we
observed tutors to give corrective or scaffolding help based on their diagnoses. To
simulate such behaviour, we complement expert reasoning with buggy reasoning.

Fig. 4 depicts our enriched representation. To distinguish expert from buggy
rules, we add a new first argument to derive. Also, a buggy rule may have

Table 1. Typical student errors in symbolic differentiation

Missing inner layer (chain rule) d
dx

(x3 − 3x)5 �→ 5(x3 − 3x)4

Wrong exponent (chain/power rule) d
dx

(5x3 − 6)−3 �→ −3(5x3 − 6)−2(15x2)
Missing exponent (chain/power rule) d

dx
(x3 − 3x)5 �→ 5(x3 − 3x)(3x2 − 3)

Incorrect basic rule (sinus rule) d
dx

sin(x) �→ −cos(x)
Missing bracketing (op. precedence) d

dx
(x3 − 3x)5 �→ 5(x3 − 3x)43x2 − 3

Erroneous transformation (rewriting) 1
(5x3−6)3 �= (5x3 − 6)− 1

3
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derive(expert,X,X^N,N*(X^N1),[powRule(deriv(X^N)=N*(X^N1))]) :-
freeof(X, N), N1 is N - 1.

derive(buggy,X,X^N,N*(X^N1), [powRule(deriv(X^N)=N*(X^N1)),wrongPow(N1)]) :-
N < 0, freeof(X, N), N1 is N + 1.

derive(buggy,X,X^N,N*X, [powRule(deriv(X^N)=N*X), missingExpTerm(N-1)]) :-
freeof(X, N).

derive(buggy,X,X^N,X^N1,[powRule(deriv(X^N)=X^N1),missingFactor(N)]) :-
freeof(X, N), N1 is N - 1.

Fig. 4. Buggy rules for symbolic differentiation in PROLOG.

additional conditions, and always has a description of its “buggyness”. The first
buggy rule is only applicable for negative exponents. The fact that students add
1 instead of subtracting it is encoded in the rule’s fifth argument wrongPow(N1).

We can exploit our enriched rule representation to diagnose student error.
When we ask PROLOG to construct a (potentially buggy) solution graph with
the provision of both input and output term, we target PROLOG’s search:

?- derive(RuleType, x, x^(-4), (-4*(x^(-5))), Explain)
=> RuleType = expert

Explain = [powerRule(deriv(x^(-4))=(-4*(x^(-5))))]
?- derive(RuleType, x, x^(-4), (-4*(x^(-3))), Explain)
=> RuleType = buggy

Explain = [powerRule(deriv(x^(-4))=(-4(x^(-3))), wrongPow(-3)]

The symbolic differentiation of x−4 only requires the use of the power rule.
When the student answers −4 · x−5, only the expert rule for power functions
fires, and PROLOG returns its description. When the student answers −4 ·x−3,
the buggy rule that covers wrong powers for negative exponents is applicable,
and its argument Explain is instantiated appropriately. A machine tutor could
then use this information to produce remedial feedback of various specificity, for
instance, “There is something wrong.”, or “Check the power!”, or T-21.

5 Evaluation

We encoded all the expert rules of differentiation, including the detailed task
model presented in Fig. 3, and many buggy rules, including those of Tab. 1
The resulting PROLOG program, called SLOPERT, can automatically com-
pute a wide range of differentiation problems. It can generate an expert graph
that provides natural step-by-step solutions. It can use buggy rules to diagnose
student answers, with potentially multiple errors. We have also implemented a
graph traversal that can trace through the space of possible solutions. Annota-
tion has been added to mark nodes of the graph as visited, either because they
were used for the generation of hints or for the diagnosis of student answers.

Our tutors generated hints at any stage during the student’s problem solving.
Hints varied from vague (“there is a common factor”) to specific (“The expression
5(x3 − 3x)4(3x2 − 3) has a common factor of 3”). Sometimes, more specific
hints followed vague hints, and sometimes, the first hint given was very specific.
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SLOPERT supports the generation of such hints. It can exploit its expert model
to generate solution graphs that contains all necessary intermediate steps. How
much of the nodes’ information should be given to the student is a different
matter, and should be answered by the pedagogical module of the ITS, which
may take into account other information than problem state and error diagnosis.

Our students seem to be quite familiar with the differentiation rules. In most
cases, the chain rule was applied correctly, and at once. When errors were made,
they were usually of the type shown in Tab. 1. Students who applied the chain
rule step by step (i.e., similar to our task model in Fig. 3), usually made nota-
tional errors. They were confused with the use of the x’s, y’s, and z’s in the dx no-
tation. Sometimes, dz/dx and dȳ/dz were computed correctly, but the result was
incorrectly combined (wrong bracketing, oversights with “back-substitutions”).
Most turns occurred when students performed algebraic transformations, either
to rewrite terms to forms that allow for the application of derivation rules, or
simplifying terms that resulted from the application of such rules.

Given a student’s attempt to solve a differentiation problem, SLOPERT can
search the solution graph for a node that matches the student’s answer. A dia-
gnosis of student input is successful if the input term matches the contents of
the graph’s root node, or the content of any node in the root’s subgraph. The
notion of matching is complex, however. Reconsider the first dialogue fragment
in Fig. 2. In S-2a, the student succeeds in rewriting the original statement.
SLOPERT cannot confirm the correctness of the step by itself, since it only has
rules for symbolic differentiation. Therefore, we have interfaced SLOPERT to
the PRESS algebra system [3]. Fortunately, PRESS can transform the tutor’s
initial term to the one given by the student, so that the student’s contribution
can be judged as correct. The interpretation of S-2b is trickier as the student
correctly applies the general power rule and does some tidying-up, simplifying
5·− 1

2 ·(x6+2x)−
3
2 (6x5+2) to − 5

2 (x6+2x)−
3
2 (6x5+2). SLOPERT’s solution graph

only contains the first expression, which is semantically equal to the student
term, but syntactically different. Asking PRESS to simplify it is of only limited
help, since it results into a term that is closer but syntactically different to
S-2c. It will be thus necessary to extend the PRESS simplification rules in a
manner similar to our approach. This will allow PRESS to generate step-by-step
solutions for algebraic transformations, and to diagnose errors in this process.

6 Related Work and Conclusion

Instead of giving instructions to the student, (our) tutors use hints to get the
student to construct the knowledge. Research shows that hints facilitate active
construction of knowledge [4, 7]. Problem solving hints can help students retrieve
information and then to use it to make an inference and solve the problem [6].

We found off-the-shelves computer algebra systems of only limited use to
inform hinting and the provision of other effective remedial feedback in intelligent
tutoring systems. While these expert reasoning engines can solve a vast number
of math problems, their algorithms are optimised for generality and efficiency,
and thus, rarely mirror or mechanise human/student problem solving behaviour.
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SLOPERT follows the footsteps of the BUGGY project [2], which started
with studying students doing simple algebra, e.g., subtraction. Procedural net-
works were devised to represent each mislearned procedural skill independently.
Resulting diagnostic models reflected students’ understanding of the skills and
sub-skills involved in a task. To reproduce erroneous student behavior, buggy
variants of individual sub-skills were added to the procedural network. BUGGY
then correctly diagnosed student errors like “the student subtracted the smaller
digit in each column from the larger digit regardless of which is on top”.

The Cognitive Tutors of Carnegie Learning are based on cognitive models of
student problem solving following the ACT-R theory of learning [1]. Production
rules capture students multiple strategies and their common error. They describe
how a problem solving goal is rewritten to another goal, in a correct or buggy
fashion. A model tracer exploits a system of production rules to follow students
through their individual approaches to solve a problem. It uses and updates
estimates of how well the student knows each (correct and buggy) production
rule. This allows for the generation of feedback that is sensitive to the problem
solving context. The authoring of production rules usually involves a huge in-
vestment from math tutors, as we can also confirm. Moreover, huge rule sets
have a detrimental effect on the performance of the model tracer algorithm. Tu-
toring systems based on model tracing thus tend to provide immediate feedback
to keep the student on track of recognised problem solving paths.

BUGFIX proves that remedial feedback does not have to be immediate feed-
back. Henneke’s work provides an efficient implementation of a diagnosis algo-
rithm that can consider several billion different student calculations for a given
task, without keeping the student waiting [5]. BUGFIX also separates domain
from pedagogical expertise. A separate tutoring module could exploit its diag-
nostic capabilities to generate well-informed remedial feedback.

Conclusion. The feedback of our tutors often depended on the problem solv-
ing state and the diagnosis of student actions with respect to correctness, and
possibly, goal-direction. To mimic this behaviour, an intelligent tutoring system
needs access to deep reasoning and diagnosis facilities. AI researchers can con-
tribute to the design and implementation of algorithms that search the space
of possible solutions efficiently. Pedagogical experts can inform the design of
expert and buggy rules, and provide feedback strategies. The separation of do-
main expertise from pedagogical expertise can help studying, formalising, and
operationalising effective human tutorial feedback. This research reported in this
paper contributes to this approach of designing intelligent tutoring systems.
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Abstract. Students often use available help facilities in an unproductive 
fashion. To improve students’ help-seeking behavior we built the Help Tutor – 
a domain-independent agent that can be added as an adjunct to Cognitive 
Tutors. Rather than making help-seeking decisions for the students, the Help 
Tutor teaches better help-seeking skills by tracing students actions on a 
(meta)cognitive help-seeking model and giving students appropriate feedback. 
In a classroom evaluation the Help Tutor captured help-seeking errors that were 
associated with poorer learning and with poorer declarative and procedural 
knowledge of help seeking. Also, students performed less help-seeking errors 
while working with the Help Tutor. However, we did not find evidence that 
they learned the intended help-seeking skills, or learned the domain knowledge 
better. A new version of the tutor that includes a self-assessment component 
and explicit help-seeking instruction, complementary to the metacognitive 
feedback, is now being evaluated. 

1   Introduction 

Not only that teaching metacognition holds the promise of improving current learning 
of the domain of interest, but also, or even mainly, it can promote future learning and 
successful regulation of independent learning. However, considerable evidence shows 
that metacognitive skills are in need of better support. For example, while working 
with Intelligent Tutoring Systems (ITS), students try to game the system [6] or do not 
self-explain enough [1].  

Recently, several researchers have explicitly incorporated metacognitive support 
into ITS. Conati et al. [8] and Aleven et al. [1] scaffold self-explanation; Baker et al. 
reduce harmful gaming [6]; Bull et al. [7] and Zapata-Rivera et al. [17] encourage 
reflection using open learner models; and Gama offers a metacognitive suite in the 
form of scaffolding self-evaluation, planning and reflection [10]. While many of these 
components indeed improve learning, they do not focus directly on improving the 
subset of metacognitive skills that relates to help-seeking. Also, as far as we know, so 
far there was no evaluation of transfer of metacognitive skills from ITS to other 
learning environments. 
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1.1   Help Seeking Behavior 

In this paper we focus on supporting metacognitive skills that regulate help-seeking 
behavior. The need for effective help-seeking strategies is apparent in many aspects of 
learning, formal or otherwise. The ability to seek help efficiently has been shown to 
contribute to learning [5; 12], and was correlated with better learning while working 
with ITS [16]. 

However, students’ help-seeking behavior is often faulty (for an overview, see [4]). 
Students have a tendency both to overuse and under-use help: they avoid using help 
when they need it, but when they do seek help, they typically ask for more than is 
actually required [2].  

In the current work we try to improve general help-seeking skills by building the 
Help Tutor, a domain-independent plug-in agent that can supplement a tutoring 
system such as a Cognitive Tutor. In this paper we describe a classroom evaluation 
study we conducted with the Help Tutor, having the dual goals of (a) assessing its 
effectiveness with respect to improving students’ help-seeking behavior, skills and 
their learning of domain-specific skills and knowledge, and (2) learning about the 
requirements for and characteristics of a successful metacognitive tutoring system.   

1.2   The Cognitive Tutor 

The Geometry Cognitive Tutor (see Figure 1) is part of the Cognitive Tutors 
curriculum, a family of ITS commonly used in high schools around the United States 
[11]. The main window of the tutor is the Scenario window, which presents the 
problem and includes the main interaction with the student (on the left). The tutor 
scaffolds the solution process for the student by outlining the steps that are required to 
reach the final answer.  

In the upper-right-
hand corner students 
can see an estimation of 
their knowledge level. 
The Cognitive Tutor 
estimates the student’s 
knowledge-level on the 
target set of cognitive 
skills using a Bayesian 
knowledge-tracing alg-
orithm [9].  

The Geometry Cog-
nitive Tutor has two 
main help-seeking me-
chanisms: on-demand 
contextual hints, and a 
glossary. The on-dem-
and contextual hints 
provide multiple levels 
of information that Fig. 1. The Geometry Cognitive Tutor 
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students can browse. The first level is typically very general, intended to remind the 
student of their current goal. Intermediate hints are increasingly more specific.  The 
last (or "bottom-out") hint is very close to the answer. An example of an intermediate-
level hint is shown in figure 1. The second help resource is the Glossary, which 
resembles a searchable information source (such as the internet, or a dictionary). The 
Glossary contains all relevant definitions and theorems. However, searching it and 
applying its content require some available cognitive capacity and ability to transfer 
the general information to the problem, much like using many real-life information 
sources.  

2   The Help Tutor 

When designing the Help Tutor, we chose to leave all help-seeking related decisions 
to the students. While insisting on help or preventing it can be beneficial for learning 
specific domain knowledge in the short-term, it will likely not improve students’ 
ability to deal with situations of uncertainty or knowledge gaps in the future. Thus, 
the goal of the Help Tutor is to teach students to be better help-seekers by offering 
advice, and not by limiting students to only a certain behavior [3]. 

Similar to the Cognitive Tutor itself, the Help Tutor supports learning-by-doing, 
i.e., it teaches help-seeking skills by letting students practice them and then giving 
appropriate feedback. The Help Tutor is a plug-in agent that is added to an existing 
Cognitive Tutor, and the student interacts with it during the normal course of 
interaction with the Cognitive Tutor. In the Help Tutor, students’ actions are traced 
using a metacognitive help-seeking model, in addition to the existing domain-level 
cognitive model [2]. When a student performs a help-seeking error she receives 
immediate and tailored feedback, in the form of a help-seeking error message. 

The Help Tutor is comprised of two conceptual components - detection and 
intervention [3].  

Detection: The help-seeking model, which is used to trace the student’s behavior, 
determines what the preferred action is at each moment, so the assistance-level the 
student gets should fit her zone of proximal development [15]. The model often 
allows for more than one correct action. For example, a student working on a step for 
which she is estimated to have a high skill level is expected either to attempt the step 
with no help or to search the glossary, while the same student, on a step for which she 
has a low estimated skill level, is expected to ask for an elaborated hint.  

The model is implemented using eighty production rules. It marks deviations from 
the set of recommended actions as help-seeking errors, which can be categorized in 
five families: 

- Help abuse – the use of hints or Glossary in an inappropriate manner (for 
example, by ‘drilling down’ hints quickly to the bottom-out hint). 

- Try-step avoidance – the use of hints when the student seems sufficiently skilled 
to solve the step on her own. 

- Try-step abuse – trying to solve in an inappropriate manner (e.g., by guessing 
repeatedly) 
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- Help-avoidance – trying to solve a step when the student should have asked for 
help (e.g., after making multiple errors on that step). 

- General errors – other errors (e.g., the student exhausted all hints and performed 
high number of errors, and is still trying instead of consulting with the teacher).  

An earlier version of the model was shown to be somewhat domain independent, 
when compared against two different Cognitive Tutors [13]. However, while it 
correlated with learning, it produced a much-too-high error rate – of all students’ 
actions, 64% in one dataset and 73% in the other were classified as errors. In order to 
be effective, the current model should reduce the help-seeking error rate drastically, 
while maintaining its correlation with learning.  

Intervention: The other component of the Help Tutor is the help-seeking error 
messages, which include only domain-independent metacognitive content for several 
reasons: to encourage students to focus more on the metacognitive feedback (and not 
be distracted by the cognitive one), to help students generalize the help-seeking skills, 
and to make the Help Tutor reusable with different Cognitive Tutors. 

The help-seeking messages follow few principles:  

- Emphasizing the usefulness of effective help seeking behavior (e.g., “it could be 
that another hint will do the trick for you.”) 

- Reinforcing correct use of the tools (e.g., “no need to hurry so much. Take your 
time and read the hint carefully.”)  

- Being positive and informal (e.g., “could be a good time to give it a try.”) 

In order to avoid repetitiveness in the messages displayed to students, each error can 
elicit several different instances of the same message. The Help Tutor messages use 
the existing hint-window mechanism, and are distinguished from regular hints in their 
font (color and type) and timing (proactive vs. reactive).  

3   Evaluation 

3.1   Experimental Design 

We evaluated the Help Tutor with 60 students from four classrooms in two high 
schools in the Pittsburgh area - one urban and one suburban.  The students worked 
with the tutor for six periods. Within each school, the participating classes were 
taught by the same teacher, and all students were accustomed to the Cognitive Tutor, 
as they use it regularly in their Geometry classes.  

Half of the students in each class worked with a version of the Geometry Cognitive 
Tutor with the Help Tutor (Help condition), and the other half worked with the 
Geometry Cognitive Tutor alone (Control condition). Students were counterbalanced 
between conditions based on their previous achievements in the Cognitive Tutor 
class.  No instruction on help seeking was given in advance.  

Students worked with the tutors twice a week. During the other three weekdays 
students had classroom lectures with their Geometry teachers, which focused on 
different topics. Due to scheduling considerations at one of the schools, only students 
in one school completed pre- and post-tests before and after the study (30 students). 
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For the other school we have only the log-files of the students while interacting with 
the tutors. 

3.2   Assessment Design 

In order to evaluate the Help Tutor appropriately, we defined three objectives for the 
Help Tutor in this study, each of which depends on the previous one. 

- Capture poor help-seeking actions: The Help Tutor should identify faulty 
behaviors, while not interrupting the student’s workflow too frequently. Also, the 
model’s conclusions should preferably be generalizable across learning 
environments. 

- Help students improve their help-seeking behavior: assuming that the Help 
Tutor successfully captures help-seeking errors, the intervention should 
eliminate, or reduce, these errors.  

- Improve learning: The Help Tutor should improve learning. Fewer help-seeking 
errors should translate to better performance on the posttest. Overall, students 
should learn the domain knowledge better, as well as become better help-seekers. 

In order to assess how well the Help Tutor met these objectives, we included multiple 
assessments:  

- Students’ help-seeking 
behavior in the tutor 
was assessed using log 
files analysis.  

- Procedural help-see-
king knowledge was 
assessed also outside 
the tutor’s environ-
ment, using a paper 
test with embedded 
help-seeking reso-
urces. Each problem 
included three types of 
hints, counterbalanced between test forms: a problem statement only (No Hint), a 
problem statement with an open and free hint (Open Hint), and a problem 
statement with a hint covered by a sticker (Covered Hint). Students were told that 
removing the sticker costs 10% of their score on that specific item (see figure 2).  

- Students’ declarative help-seeking knowledge was assessed using questionnaire 
items. Students were asked five multiple-choice questions, which described 
situations to which the students were supposed to respond, e.g.: 

 
1. You tried to answer a question that you know, but for some reason the tutor says that
your answer is wrong. What should you do?

[ ] First I would review my calculations. Perhaps I can find the mistake myself?
[ ] The Tutor must have made a mistake. I will retype the same answer again.
[ ] I would ask for a hint, to understand my mistake.  

Fig. 2. Embedded hints in pre- and post-tests. From left to 
right: No Hint, Covered Hint, and Open Hint conditions. 
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3.3   Results 

Overall students performed 59,034 actions with the tutor during the study, an average 
of approximately 1,000 actions, or 350 steps, per student. A typical tutor problem 
consists of 6-10 steps. 

Although there was a significant improvement in scores from pre- to post- test, it 
was rather small: on average, students improved from 36% on the pretest to 41% on 
the posttest (F(2,28)=6.4, p=0.015). Also the log-files from the interaction with the 
tutor reveal rather little learning. On average, students mastered only 6 of all 49 skills 
that were practiced during that period. 

As seen in figure 3, students scored significantly better on test items with 
embedded hints, compared to the No-Hint condition (t(29)=2.1, p=0.04). Students 
revealed hints on 24% of the Covered Hints problems.  

Table 1. Help-seeking error rate and correlations with posttest scores, controlling for pretest  

 Help-seeking 
errors overall 

General 
Errors 

Help 
Avoid-

ance 

Help 
Abuse 

Try-Step 
Avoid-

ance 

Try-Step 
Abuse 

Error rate 17% 1% 5% 6% 6% <0.5% 

Correlation 
with learning -0.42** -0.34* -0.41** -0.17 -0.27 -0.10 

* - marginally significant (p<0.1); ** - statistically significant (p<0.05) 

Objective 1: Capturing erroneous help-seeking actions. The Help Tutor identified 
17% of the actions as help-seeking errors (table 1). Higher frequency of help-seeking 
errors was negatively correlated with posttest scores (controlling for pretest scores). 
This is a significant improvement from the old model, which as noted before, 
captured about 70% of the actions and yielded similar correlation with learning. 

Students’ help-seeking per-
formance as assessed by the 
Help Tutor also correlated with 
both declarative and procedural 
help-seeking knowledge out-
side the tutor environment. 
Scoring high on test items with 
embedded hints (controlling for 
score on items with no hints) 
was correlated to performing 
better help-seeking actions 
while working with the Help 
Tutor (r=0.5, F(2,27)=10, 
p<0.01). In other words, the 
same students who had better 
help-seeking skills while working with the tutor (according to the Help Tutor) also 
had better help-seeking procedural knowledge, as measured by comparing their scores 
on paper-test items with hints to those with no hints (figure 3). 

0.1

0.2

0.3

0.4

0.5

0.6

0.7

No Hint Covered Hint Open Hint
Hint type

fewer HS errors
more HS errors
all students

 
Fig. 3. Better use of hints during the posttest correlates 
with better help-seeking behavior in the tutor 
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Also, students who made fewer help-seeking errors in the tutor scored significantly 
higher on the help-seeking multiple choice declarative knowledge questionnaire (78% 
vs. 59%, t(28)=2.2, p=0.04), showing that they were aware of the correct use of help. 

Objective 2: Helping students improve their help-seeking behavior. In order to be 
effective, the Help Tutor feedback should reduce the rate of help-seeking errors 
students make. This objective was only partially met: on the face of it, the difference 
in help-seeking error rate between the Help and Control groups is not significant: 16% 
vs. 19% (F(2,57)=2.5, p=0.12). However, when examining students’ help-seeking 
errors more closely, we find that the Help Tutor had a different effect on different 
actions: When asking for hints, students working with the Help Tutor made 
significantly fewer help-seeking errors (see Table 2). However, errors can also be 
made when trying, for example, when students try too fast, or avoid needed help. 
There was no improvement in the rate of such errors while working with the help-
tutor. Perhaps the low rate of errors related to try-step does not leave much room for 
improvement on these errors (Controlling for school, the interaction between 
condition and action is significant (F(3,54) =21.0, p<0.0001)).  

When looking at the context of the actions, the Help Tutor was effective only after 
a hint (F(3,53)=7.0, p=0.02). 

These analyses show that the 
Help Tutor influenced students’ 
behavior mainly during or 
following hint requests, and not 
as much on other actions. This 
can be best viewed when 
looking at the depth of hints 
students are viewing: The 
overall number of steps on 
which students asked to see 
hints was indifferent to the Help 
Tutor  (14% for the Help group 
vs. 17% for the control group, 
not significant). However, the 
ratio of bottom-out hints (where 
students drill-down to the 
bottom-out hint) to all hints 
dropped drastically following 
the use of the Help Tutor: from 72% in the Control group to 46% in the Help group 
(F(3,53)=35, p<0.0001).  

Objective 3: improve learning. Besides improving the help-seeking behavior, the 
Help Tutor should promote learning in both dimensions: learning of the domain 
knowledge, and learning of the help-seeking skills. While we observed overall 
learning from pre- to post-test, we were not able to identify any effect of the Help 
Tutor on learning (t(28)=0.1, p=0.95). Both groups improved from 36% on pretest to 
41% on posttest. 

While the error-rate on actions involving hints was lower for the Help group,  
we did not see any evidence for metacognitive learning with time – that is the  

Table 2. Help seeking error rate per action type and 
context, and rate of drilling down to bottom-out hint 

  Contro
l group 

Help 
group 

Try-step 9% 9% 
Hint 45% 33%** Action 

type (first hint)  
(following hints) 

(27%)
(52%) 

(17%)* 
(37%)** 

On first action 9% 8% 
After an error 18% 18% Context 
After a hint 40% 31%** 

% drilling down to  
bottom-out hint 

72% 46%** 

* p < 0.01; ** p < 0.001  
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help-seeking error rate was lower in the Help group throughout the study and did not 
have a significant learning effect. This finding suggests that rather than learning the 
help-seeking skills, students only followed suggestions. To evaluate this we looked at 
the frequency with which the Help Tutor’s recommendations were followed. In this 
analysis we looked at the subset of actions that were performed after the Help Tutor 
displayed a message advising the student to act differently. We compared the actions 
of the Help group students to those of the Control group students in similar situations 
(i.e., situations in which the Help Tutor, if was used by this group of students, would 
have recommended them to act differently). The Help group students followed the 
Help Tutor recommendation when it advised them to ask for a hint (t(44)=2.5, 
p=0.02), but did not follow Try-Step recommendations any more than they would 
have done anyhow (as evaluated by the Control group).  

There was also no improvement of help-seeking declarative knowledge. The 
differences between groups were not significant, and changes from pre- to post-test 
were not significant either: the Help group changed from 60% to 64% (t(16)=0.7, 
p=0.5); the Control group changed from 64% to 73%. (t(12)=1, p=0.3). 

4   Discussion 

The Help Tutor was successful in improving behavior - it captures hint usage errors, 
which are correlated with poorer learning, and reduces their rate significantly. Even 
more encouraging is the environment-independent nature of the tutor - the erroneous 
behavior the Help Tutor captures in the Cognitive Tutor environment is negatively 
correlated to successful hint-usage in the paper-and-pencil test and to declarative 
help-seeking knowledge. However, the Help Tutor did not yet achieve its broader 
goal, i.e., improving all help-seeking related actions, including faulty try-steps 
attempts, helping the students learn transferable help-seeking skills, and improving 
learning.  

It appears that the Help Tutor achieved positive effects mainly because students 
followed its advice, and not because they assimilated the help-seeking principles. One 
possible explanation is the timing of the Help-Tutor messages. We did not expect 
students to be attentive after a successful completion of a step at the domain level, so 
the Help Tutor does not interfere in these instances. As a result, the Help Tutor 
interfered when students may have been consumed with problem solving, and thus 
were less likely to give the messages sufficient attention. The student might have used 
the Help-Tutor messages in the local scope in which they were given, to assist them in 
the domain level and did not internalize the rule or principle governing the specific 
situation. Hence, the student did not learn to evaluate her own needs and to regulate 
her learning. More reflective feedback at the end of the problem-solving process or 
before starting to solve might have been helpful.  

5   Conclusions and Future Work 

In this line of research we built a model of desired help-seeking behavior and used it 
to create the Help Tutor, which provides students with feedback on their help-seeking 
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behavior in addition to any other feedback that the tutor provides. The results of the 
study show that the Help Tutor successfully captured help-seeking errors that were 
negatively correlated with learning, and furthermore, were correlated to differences in 
help usage in a paper and pencil test. Students who worked with the Help Tutor 
reduced their errors in using hints, as compared to students who used the regular tutor, 
but did not reduce their errors in faulty solution attempts, and did not learn better 
help-seeking techniques over time. We hypothesize that this might be due to 
inadequate preparation prior to working on the problems and a lack of a reflective 
process after the domain-problems were solved. 

We have re-designed the Help Tutor based on the findings from this study. First, 
conceptual instruction on help-seeking is provided to students by the teacher using a 
short video in advance. The instruction focuses on successful help-seeking principles, 
and adopting positive dispositions towards help seeking. We have also incorporated 
self-assessment into the Help Tutor, which encourages students to reflect upon their 
needs for assistance [14]. In addition, we have attempted to improve the model by 
allowing it to catch more Try-Step errors. One last change is the scope of the study. 
To emphasize the domain-independent nature of help-seeking behavior, the current 
evaluation stretches across two different units of the Geometry Cognitive Tutor class.  
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Abstract. Past research on the timing and content of feedback on student 
learning in computer-based learning environments has shown that directed or 
corrective feedback helps with immediate learning, whereas guided and 
metacognitive feedback help in gaining deep understanding of the domain and 
developing the ability to transfer  this knowledge. Feedback becomes important 
in discovery learning environments, where novice students are often over-
whelmed by the cognitive load associated with learning and organizing new 
knowledge while at the same time monitoring their own learning progress. We 
focus on feedback mechanisms in Betty’s Brain, a teachable agent system in the 
domain of river ecosystems. Our goal is to help improve students’ abilities to 
monitor their agent, Betty’s knowledge, and, in the process their own learning 
and understanding. Our studies demonstrate the effectiveness of guided 
metacognitive feedback in preparing students for future learning. 

1   Introduction 

For the last five years we have been designing, implementing, and evaluating 
computer-based learning environments called Teachable Agents (TAs) that are based 
on the learning by teaching paradigm. In the TA paradigm, students learn science and 
math by teaching a computer agent through well-structured visual representations that 
help them organize their knowledge and thinking. The TA, using artificial intelligence 
techniques, reasons with the facts and relations it is taught to answer questions and 
solve problems. The TA can also illustrate its reasoning using graphics and animation, 
and this provides valuable feedback to the students. One of our TAs, called Betty’s 
Brain, has been successfully used to teach about river ecosystems in 5th grade science 
classrooms [5]. This paper discusses the effectiveness of feedback mechanisms that 
we have built into the Betty’s Brain system to help students with their assessment and 
learning tasks. 

The cognitive science and education research literature supports the idea that 
teaching others is a powerful way to learn [4]. The literature on tutoring has shown 
that tutors benefit as much from tutoring as their tutees [7]. Beyond preparing to 
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teach, the act of teaching taps into three aspects of learning interactions – structuring, 
taking responsibility, and reflecting [3]. Whereas preparation to teach involves 
significant amounts of learning and organizing [3], our studies have found that for 
novices, a great deal of learning can occur through assessment and reflection during 
teaching [5, 13]. The feedback students receive by observing their TA’s performance 
helps them discover what to prepare, and how to structure what they are learning to 
ensure the agent can understand and apply what it has been taught. However, 5th grade 
students, who are both domain novices and novices in teaching practices, often do not 
possess the skills to monitor their own knowledge. As a result, they often fail to 
analyze relevant pointers to errors and omissions in their knowledge. We focus on 
explicit feedback mechanisms that help improve students’ abilities to monitor their 
agent’s, and as a result, their own learning in a way that improves their understanding 
and problem solving capabilities. Feedback in the Betty’s Brain environment comes 
from a Mentor agent who answers student’s queries, and Betty who demonstrates the 
use of metacognitive learning strategies while being taught by the student. 

This paper focuses on the impact of directed versus guided feedback on student 
learning in TA environments. The results of an experimental study run in a 5th grade 
science classroom are discussed in terms of the students’ immediate learning abilities 
and their preparation for future learning [12]. 

2   Betty’s Brain 

Our TA, Betty, shown in Fig. 1, is taught using a concept map representation [10]. 
Students teach her about entities, such as fish and algae, and their relations, (e.g., fish 
consume dissolved oxygen, algae replenish it) as they pertain to river ecosystems. 
Once taught, Betty uses qualitative reasoning methods to reason through chains of 
links [5], which helps her answer questions, such as “if macroinvertebrates increase 
what happens to bacteria?” Learning by teaching is implemented as three primary 

components: (i) teach Betty 
using a concept map, (ii) query 
Betty with your own questions 
to see how much she has 
understood, and (iii) quiz Betty 
with provided tests to see how 
well she does on questions you 
may not have considered. These 
activities are usually embedded 
within a larger narrative (e.g., 
teach Betty so she can pass a 
test to join a science club) [5]. 

When asked, Betty explains 
her answers using text and 
animation. Students reflect on 
Betty’s answers and revise their 

own knowledge as they make changes to the concept maps. Details of the Betty’s 
Brain system are summarized in [5]. Our work has demonstrated that one of the 
primary benefits of learning by teaching a TA is the need to structure knowledge in a 

Fig. 1. Betty’s Brain – Interface 
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compact and communicable format so that the student-teacher may develop important 
explanatory structures for the domain. The fact that TAs have independent 
performance and can show their reasoning based on how they have been taught also 
helps students (and teachers) assess their teaching. This should provide metacognitive 
and self-assessment opportunities for students that can lead to superior learning and 
transfer. 

To help novice students with their learning and teaching tasks, we built additional 
resources into the environment: (i) domain resources organized as searchable 
hypertext so that students can look up information as they teach Betty, (ii) a concept 
map tutorial that provides students information on causal structures and how to reason 
with these structures, and (iii) a Mentor agent, Mr. Davis, who provides on-demand 
feedback about learning, teaching, and domain knowledge (“Ask Mr. Davis”). The 
Mentor also provides feedback immediately after Betty takes a quiz.  

An experimental study conducted in a 5th grade science classroom has demon-
strated that learning-by-teaching with metacognitive support for self-regulated 
learning helps students develop better learning strategies, and better prepares them for 
future learning on related topics, even when this learning happens outside of the 
support provided by the TA environment [5]. Students were divided into groups to 
work on three versions of the system: (i) Intelligent Tutoring System (ITS), where the 
Mentor asked students to create a concept map that would correctly answer a set of 
test questions, (ii) Learning by Teaching (LBT), where students taught Betty to help 
her pass a test so she could become a member of the school Science club, and (iii) 
Self-Regulated Learning (SRL), where students taught a Betty persona that 
incorporated metacognitive learning strategies [11, 15]. All three groups had access to 
identical resources on river ecosystems, the same quiz questions, and similar access to 
the query feature and the Mentor agent. The differences in performance for the three 
groups in the main study were not significant (we studied the quality of the concept 
maps students generated and the quiz scores). However, in a preparation for future 
learning task, where all students had to construct a concept map to answer questions 
about the land-based nitrogen cycle (a topic they had not studied before), the SRL 
group created maps with more concepts and links than the ITS and LBT groups. The 
effects of teaching self-regulation strategies had an impact on the students’ abilities to 
learn a new domain [5]. These results were very encouraging, and prompted us to 
study metacognitive feedback in a more systematic way. 

3   Previous Studies on Feedback 

A number of researchers have studied the effects of timing and content of feedback 
provided by computer-based tutors and pedagogical agents on student learning and 
problem solving performance. With their Lisp Tutor, Corbett and Anderson [8] found 
that students who received immediate feedback (the tutor intervened as soon as 
students made errors and forced them to correct the error before they could move on) 
went through the tutoring lessons faster than students who had to ask the tutor for 
feedback. However, the latter group made lesser errors in post-test debugging and 
code generation tasks. This study demonstrated that immediate error feedback helped 
with immediate learning, but there were indications that providing students with more 
control (on-demand feedback) led to better retention and deeper understanding. 
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Aleven and Koedinger [1] performed studies on students’ help-seeking behavior 
with a Cognitive Tutor for Geometry that provided on-demand help at multiple levels 
of detail, starting with general strategies relevant to a problem solving step to specific 
hints, which explicitly outlined the correct solution to the step. In initial studies, the 
researchers found that most students did not know when to ask for help and when 
prompted, they quickly clicked down to the most detailed hint. Students with higher 
pretest scores made fewer errors, asked for less hints, and did better on post tests. 
However, it was not clear that feedback helped students improve their overall 
learning. In later work [2], they incorporated self-explanation, where the students 
were required to explain their problem solving steps. In addition to error feedback, the 
system provided self-explanation hints centered on general strategies related to the 
current problem. Students showed deeper learning when the tutor required them to 
explain their steps. Students in the explanation condition spent more time on the 
system than students who were not required to provide self-explanations, but they 
needed fewer problems to achieve predetermined mastery levels for skills.  

Moreno [9] used feedback as a mechanism for decreasing the cognitive load of 
novice students using software agents in discovery-based multimedia environments. 
Her study included: (i) a guided learning environment, where the agent provided 
explanatory feedback and (ii) a directed learning environment, where the agent 
provided corrective feedback. Her guided discovery hypothesis centered on the belief 
that learning occurs when learners actively construct a coherent knowledge 
representation by meaningful interactions with resource materials, converting the 
information extracted into representations, and integrating new information into 
existing representations. Typically, discovery learning results in high cognitive load 
for students with low prior knowledge, making it hard for them to learn. Her studies 
showed that the guided feedback group found the instructional material easier to 
follow, made significantly fewer errors on post-test questions, and was much better 
than the directed feedback group at transfer tasks that involved novel situations. 

These studies support our early findings with the Betty’s Brain system. On-
demand, guided feedback is very likely to lead to better learning and transfer in 
discovery learning environments, where students are involved in the construction of 
knowledge. However, the complexity of the constructive discovery and problem 
solving tasks may overwhelm students who have low prior knowledge of the domain. 
The resulting frustration may distract the students and cause them to abandon their 
learning tasks. In the remainder of this paper, we discuss three versions of the Betty’s 
Brain system designed to compare the differences between directed and guided 
feedback and study the effects of the content of guided feedback on students’ 
understanding of domain knowledge and their preparation for future learning. 

4   Different Forms of Feedback in Betty’s Brain 

For the three versions of Betty’s Brain, we started with the previous LBT and SRL 
versions of the system. The LBT system is designed to provide directed or corrective 
feedback. Betty provides answers to queries and explanations of how she derived her 
answers using text, speech, and animation when asked by the student [5]. The Mentor 
provides feedback after Betty takes a quiz by overlaying the part of the expert map 
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used to answer the quiz questions on the concept map the student created to teach 
Betty. For every incorrect answer, the Mentor looks to see if the concepts in the quiz 
question appear in the student’s map. If they do not, the Mentor suggests that the 
student study these concepts in the resources. Otherwise, the Mentor looks for the first 
(i) missing expert concept, (ii) missing expert link, and (iii) incorrect expert links, in 
that order, to generate the appropriate feedback content. Like the Cognitive Tutors, 
the Mentor is designed to provide hints that range from general (e.g., “read about 
algae and dissolved oxygen”) to specific (“you are missing a link between algae and 
dissolved oxygen in your concept map”).  

Our SRL system feedback is designed to teach students a set of comprehensive 
skills that includes setting goals for learning new materials and applying them to 
problem solving tasks, deliberating about strategies to enable this learning, 
monitoring one’s learning progress, and then revising one’s knowledge, beliefs, and 
strategies as new materials and strategies are learnt. Betty’s persona in the SRL 
version incorporates self-regulation [5] and metacognitive strategies [13]. For 
example, when the student is building the concept map, she occasionally responds by 
demonstrating reasoning through chains of events. She may query the user, and 
sometimes remark (right or wrong) that the answer she is deriving does not seem to 
make sense. The idea of these spontaneous prompts is to get the student to reflect on 
what they are teaching, and perhaps, like a good teacher, check on their tutee’s 
learning progress. At times, Betty may directly suggest to the students that they need 
to query her to ensure that she can reason correctly with the current concept map. At 
other times, Betty refuses to take a quiz, because she feels that she has not been taught 
enough, or that the student has not given her sufficient practice by asking queries.  

In addition to comparing directed versus guided feedback, we were also interested 
in determining how the content of the feedback provided by the TA would affect the 
students’ learning behaviors. Feedback content can be categorized as either cognitive 
or affective. Cognitive feedback is based on beliefs, thoughts, and rational arguments 
 

Table 1. Example patterns of behavior andBetty’s SRL-C and SRL-A responses 

Pattern Cognitive Response Affective Response 
If after four 
questions, Betty 
has not been 
queried on an 
unlinked 
concept 

Excuse me. You taught me a concept, but 
didn’t teach me any relationships between it 
and other concepts. Please teach me more, and 
ask me questions to make sure I understand 

Hey, I’m confused and I 
don’t understand what 
you taught me. Please 
teach me more, and ask 
me some questions. 

If quiz and 
causal query 
but no update 

Hey, you haven’t taught me anything new 
since my last quiz. My score will surely be 
the same. Teach me something, and ask me 
some questions to make sure I understand, 
before you send me to take another quiz 

Hey! You’re making me 
do really hard things 
and I don’t like it. 

If no resource 
access and no 
improvement 
on previous 
quiz score 

Excuse me. I like what you are teaching me, 
but it may not help me pass the quiz. I would 
like to be better prepared when I take it 
again. Could you check the resources and 
teach me about what you find there? Thanks. 

Excuse me, but that 
quiz is very difficult. I 
really don’t want to take 
it now. Can we do 
something else? 
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that are related to a problem-solving task while affective feedback is based on feelings 
or emotions that arise when performing a task [14]. Cognitive feedback is directed to 
helping the student develop better skills whereas affective feedback more likely 
invokes empathy and feelings for the agent. Both kinds of feedback may promote 
better learning among students, even if they are for different reasons. 

To study the differences between affective and cognitive feedback, we created two 
versions of the SRL system that take their cues from the same set of patterns, but 
provide either cognitive or affective feedback. Several examples of the two kinds of 
feedback are illustrated in Table 1. The SRL-Cognitive (SRL-C) feedback is more 
content-directed, and students are provided with hints that help them apply 
metacognitive strategies to improve their learning, monitoring, and debugging tasks. 
The SRL-Affective (SRL-A) feedback is triggered by the same patterns as the SRL-C 
system, but Betty’s responses are emotional and based on her feelings. The next 
section presents the experimental study we conducted to compare the effectiveness of 
the different kinds of feedback on student learning. 

5   Experimental Study and Results 

This new study, conducted with two 5th grade classrooms, was designed to compare 
the effects of the different types of feedback. 37 students from the two classrooms 
were divided into the three groups (SRL-C, SRL-A, and LBT) using a stratified 
sampling method based on standard achievement scores in mathematics and language. 
The students worked with Betty’s Brain for seven 45-minute sessions. Their goal was 
to successfully teach Betty about river ecosystems and get her to pass three quizzes 
(answer all questions correctly). Approximately 10 weeks later, the students were 
given the transfer test, where they again taught Betty about a new domain: the land-
based nitrogen cycle. The students worked for three sessions and this permitted us to 
determine which group was better prepared to learn in situations where scaffolds and 
feedback from their previous environments were removed. We measured student 
learning along two dimensions: (1) Students’ performance in creating concept maps 
and (2) students’ learning behaviors (in the form of quiz attempts, queries, and 
resource accesses). We believed that students previously in the SRL-C condition 
would demonstrate the best performance for future learning, and students in LBT 
condition with directed feedback would perform better than the students in the SRL-A 
condition, who received no useful feedback. 

Experimental Results 
Students’ activities on the TA systems in the main and transfer study were recorded in 
log files, along with Betty’s and Mr. Davis’ feedback. The students’ concept maps 
were also saved at the end of each session. In evaluating the students’ concept maps 
we considered both “expert” and “relevant” concepts and links. Concepts and links 
that appeared in the expert map were labeled as “expert.” However, other concepts 
and links that corresponded to a correct understanding about the domain (though they 
were not required to answer quiz questions) were coded as “relevant.” The set of 
expert and relevant concepts and links are called “valid.” 
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Table 2 summarizes the average number of expert and valid concepts and links for 
each condition at the end of the final session. Overall, the LBT group had more expert 
links in their maps than the two SRL groups. However, the SRL-C group had more 
valid links than the LBT and SRL-A groups. We believe that the directed feedback 
focused on the quiz questions directed the LBT students only to the missing expert 
concepts and links in their maps. The metacognitive feedback for the SRL-C group 
was more general, and focused students on acquiring knowledge from the resources 
and organizing it into their concept maps. We believe that learning such behavior 
would promote better abilities to learn on one’s own. 

Table 2. Means and standard deviations (sd) of the number of  concepts and links in the final 
concept map for the main study. (Differences were not statistically significant).  

Main study SRL Cognitive 
Mean (sd) 

SRL Affective 
Mean (sd) 

LBT 
Mean (sd) 

Expert concepts 9.23 (1.7) 9.15 (1.8) 8.27 (2.2) 

Valid concepts 21.69 (11.0) 18.00 (9.9) 14.27 (6.2) 
Expert links 5.38 (3.0) 5.62 (3.9) 7.18 (4.7) 
Valid links 18.15 (10.5) 14.92 (12.6) 13.36 (8.0) 

To study this, we performed a similar analysis on the transfer test concept maps. 
All students used identical barebones systems with no feedback. Analysis of the 
expert concepts and links produced no statistically significant differences. However, 
the SRL-C group had more valid concepts and links than the other two groups, and the 
differences in the number of valid concepts was statistically significant (see Table 3). 
This demonstrates the effectiveness of metacognitive, guided feedback in preparation 
for future learning. 

Table 3. Means and standard deviations (sd) in students’ final concept map by group for the 
transfer test concepts and links. Significant differences are indicated. 

Transfer test SRL Cognitive 
Mean (sd) 

SRL Affective 
Mean (sd) 

LBT 
Mean (sd) 

Expert concepts 6.54 (1.9) 5.31 (2.7) 6.09 (4.1) 

Valid concepts 14.69ab (5.5) 10.23 (4.9) 10.27 (5.6) 
Expert links 1.923 (1.4) 2.25 (2.7) 3.80 (5.0) 
Valid links 10.85 (7.6) 8.5 (6.5) 9.3 (6.9) 

a Significantly greater than SRL-A, p < .05; b Significantly greater than LBT, p < .05 

In addition to evaluating students’ performance, we also monitored their behaviors 
in the main study and the transfer test. Analyzing the student log files revealed 
differences between the three groups that can be attributed to the differences in 
feedback they received. We focus on quiz attempts, queries asked, and resource 
accesses as they demonstrate the students’ abilities to monitor their learning and seek 
new information. We computed the average counts of each behavior across all 
sessions in both the main study and the transfer test. 
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Correlations were computed to see if the behavior patterns could be linked to 
improvements in the students’ concept maps on a session by session basis. The 
number of new valid links added in each session for each student was compared 
against the number of times the specific actions were performed for that session. 
These pairs were aggregated for each group, and a Pearson’s r test was performed to 
determine the significance of the association between the two sets of variables. 

Figure 2a shows that the SRL-A group made a much larger number of quiz 
attempts when compared to the SRL-C group in all of the main study sessions. Asking 
Betty to take a quiz allowed the students to monitor Betty’s progress and their own 
teaching and learning. However, making Betty repeatedly take quizzes showed that 
the student resorted to a trial-and-error pattern. To avoid this behavior, we created an 
SRL behavior pattern (see Table 1) where Betty refuses consecutive quiz attempts if 
the concept map is not updated and the student has not queried Betty between the quiz 
attempts. The number of quiz attempts refused shows an even larger difference 
between the two SRL groups (Figure 2d and Table 4). Although Betty refuses to take 
a quiz in exactly the same situations for both SRL groups, the SRL-C group seemed 
to avoid the trial-and-error strategy and focus on more systematic and effective 
learning methods. Interestingly, when the SRL patterns and feedback were removed 
in the transfer test, the SRL-C group continued to use the quiz feature more 
effectively than the SRL-A group (see Figure 3a). The difference in quiz attempts, 
combined with the fact that the SRL-C students were more successful in adding valid 
links to their concept maps in the transfer test, shows that they effectively used the 
quiz feature even when the scaffolding and feedback were removed. 

Table 4. Means, standard deviations, and statistical significance for the main study counts 

Main study SRL Cognitive 
Mean (sd) 

SRL Affective 
Mean (sd) 

Quiz attempts refused (session 2) 1.77 (1.4)a 3.54 (2.2) 
Quiz attempts refused (session 3) 1.92 (1.8)a 4.15 (3.3) 

Quiz attempts refused (session 4) 4.31 (4.8) 10.54 (10.0) 
Quiz attempts refused (session 7) 4.08 (3.9)a 9.33 (6.8) 

a Significantly less than SRL-A, p < .05 

Main study SRL Cognitive 
Mean (sd) 

SRL Affective 
Mean (sd) 

LBT 
Mean (sd) 

Queries (session 6) 7.00 (6.0) 12.92 (9.1)ab 3.73 (3.8) 

Queries (session 7) 6.62 (6.7) 16.17 (13.7) ab 4.00 (4.6) 

a Significantly greater than SRL-C, p < .05; b Significantly greater than LBT, p < .05 

Main study SRL Cognitive 
Mean (sd) 

SRL Affective 
Mean (sd) 

LBT 
Mean (sd) 

Resource accesses 
(session 5) 

4.92 (4.6) 1.92 (2.2)ab 5.00 (3.2) 

Resource accesses 
(session 6) 

5.08 (3.3) 2.00 (2.6)a 3.55 (2.7) 

a Significantly less than SRL-C, p < .05; b Significantly less than LBT, p < .05 
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Fig. 2. Number of quiz attempts (a – top left), queries (b – bottom left), and resource accesses 
(c – bottom right) by session for the main study.  Quiz attempts refused per session (d – top 
right) for the two SRL groups (the LBT system does not have SRL patterns). 

In support of this claim, the correlation analysis showed that only the SRL-C group 
demonstrates a significant correlation between quiz attempts per session and number 
of added valid links for that same session. This correlation is negative, indicating that 
the students who were successful in adding valid links did not have to repeatedly use 
the quiz feature (Pearson r=-0.247, n=91, p=0.009). This behavior persisted in the 
transfer test. 

Figure 2b shows that the SRL-A group used the query feature excessively in the 
later sessions. In particular, sessions 6 and 7 show a statistically significant difference 
between the use of the query feature between groups (see Table 4). Since the query 
feature is an important mechanism for monitoring Betty’s knowledge, and, therefore, 
the student’s teaching performance, the SRL Betty prompts the student to query her 
from time to time. This occurs most often after Betty refuses to take a quiz because 
the student has not checked to see if she has learnt what she was taught. Whereas the 
SRL-C group seemed to realize the role of the query feature in monitoring Betty’s and 
their own knowledge, it is clear that the SRL-A group were generating queries just to 
get Betty to take the quiz. This group had many more quiz attempts refused, despite 
their efforts to use the query feature to get Betty to take the quiz. In the transfer test, 
there is no significant difference in the number of queries asked by the groups (see 
Figure 3b). This further supports the fact that the SRL-A group did not understand the 
role of queries. A correlation analysis for the main study showed that both the SRL-C 
and LBT groups exhibited a positive correlation between queries asked per session 
and number of added valid links for that same session (Pearson R for SRL-C: 
r=0.196, n=91, p=0.031; for LBT: r=0.226, n=77, p=0.024). This did not hold for the 
SRL-A group. 



 The Role of Feedback in Preparation for Future Learning 379 

Quiz attempts by session (Transfer Test)

0

2

4

6

8

10

12

14

16

1 2 3

Session

Q
u

iz
 a

tte
m

p
ts

SRL Cog

SRL Aff

LBT

Queries by session (Transfer Test)

0

2

4

6

8

10

12

14

1 2 3

Session

Q
u

er
ie

s SRL Cog

SRL Aff

LBT

Resource access counts (Transfer Test)

0

2

4

6

8

10

12

1 2 3

Session

R
es

o
u

rc
e 

ac
ce

ss
es

SRL Cog

SRL Aff

LBT

 

Fig. 3. Number of quiz attempts (a – left), queries (b – middle), and resource accesses (c – 
right) for all three groups across all sessions for the transfer test 

Finally, examining students’ resource accesses across the three groups reveals an 
interesting pattern in the students’ behavior. The key to successfully teaching Betty 
hinges upon extracting information from the resources and transferring it into the 
concept map structure. The correlation analysis for the resource accesses per session 
and number of added valid links for that same session showed a positive correlation 
for all groups, although the data is statistically significant only for the SRL-A and 
SRL-C groups (Pearson R for SRL-C: r=0.319, n=91, p=0.001; for SRL-A: r=0.260, 
n=88, p=0.007; for LBT: r=0.099, n=73, p=0.202). This supports the obvious claim 
that the amount of resource use is directly related to the quality of the student’s 
concept map. However, Figure 2c shows that the SRL-A group’s resource accesses 
showed a significant drop from session 4 on (see Table 4). This suggests that Betty’s 
affective explanations may have been more of a hindrance than a help for the SRL-A 
students, and their enthusiasm for teaching Betty may have dropped because of their 
lack of success. It is interesting to see the LBT group with no metacognitive 
prompting used the resources more often than the SRL-A group, despite the fact that 
they received corrective feedback from the Mentor. 

6   Conclusions 

The results from this study demonstrate the performance and behavioral differences in 
learning that can be associated with the different types of feedback provided by our 
TA system. Although directed or corrective feedback may allow the student to 
quickly achieve immediate goals set by the learning environment, like earlier work 
[9], we have demonstrated that guided metacognitive feedback better prepares the 
student for learning even when the student is removed from the learning environment. 
This was illustrated in the transfer study, when the students from the three different 
conditions were asked to learn a new domain in an environment with no scaffolding 
and very little feedback.  

We have also demonstrated that the presence of guided feedback based on 
metacognitive cues is not enough. Students have to be explicitly taught the 
metacognitive strategies, and be given enough opportunities to practice them like  
the main study. The differences between the SRL-C and SRL-A groups indicate that 
the type of feedback received has a significant effect on learning outcomes. Students 
receiving cognitive content feedback were better able to learn from the teachable 
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agent’s metacognitive behaviors, but it is clear that the SRL-A students did not learn 
even though feedback was given in the same situations for both groups. 

There are other issues in the learning by teaching framework with computer-based 
Teachable Agents that may contribute to student learning. One issue is the social 
aspect of the teaching process that very likely contributes positively to the student’s 
motivation, and therefore, enhances his or her ability to learn. A second issue has to 
do with the notion of shared responsibility. In the TA environment, the agent knows 
only what the student has taught her. On the other hand, the student typically knows 
little of how to reason with causal structures, but learns by observing the agent answer 
questions and explain her answers. This results in a significant decrease in the 
student’s cognitive load during initial learning. Last, there is the issue of the student 
monitoring their agent’s knowledge, as opposed to their own (though, in reality it is 
their own knowledge). This again may result in a reduction of cognitive load, since 
the student is not problem solving and debugging their problem steps at the same 
time. (They would have to do this if they were generating a self-explanation for a 
problem they had solved). In future work, we would like to bring together all of these 
issues in redesigning our learning environments with guided, metacognitive feedback 
to provide better mechanisms that enable learning with deep understanding. 
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Abstract. A major issue in Intelligent Tutoring Systems is off-task student be-
havior, especially performance-based gaming, where students systematically 
exploit tutor behavior in order to advance through a curriculum quickly and eas-
ily, with as little active thought directed at the educational content as possible. 
The goal of this research was to explore the phenomena of off-task gaming be-
havior within the Assistments system. Machine-learned gaming-detection mod-
els were developed to investigate underlying factors related to gaming, and an 
analysis of gaming within the Assistments system was conducted to compare 
some of the findings of prior studies.  

1   Introduction 

Intelligent Tutoring Systems (ITS) have been shown to have a positive effect on stu-
dent learning [1], however these effects may be negated by a lack of student motiva-
tion or student misuse. One area of research examining these issues involves studying 
student “gaming” of the system, especially recognition of gaming behavior [2]. A 
student is gaming if they are attempting to systematically use the tutor’s feedback and 
help methods as a means to obtain a correct answer with little or no work, in order to 
advance through the curriculum as fast or easily as possible. Student gaming has been 
correlated with substantially less learning [3]; therefore it is of particular importance 
to understand in order to maximize tutor effectiveness.   

One objective of this research was to apply existing methodologies of gaming be-
havior detection to the Assistments mathematics ITS [4]. These methods involved the 
construction of machine-learned models to identify gaming behavior. Although gam-
ing behavior has only two hallmark appearances (help abuse and systematic guessing 
and checking), there may be various hidden factors at work: some students are 
harmed by their gaming while others are not. Machine learning has been shown to be 
able to differentiate between these two types of gamers [2].  

Additionally, previous work by Baker et al [2][3] has resulted in documentation of 
the phenomenon of gaming within ITS and theories about why students game. Our 
second objective was to corroborate or contradict those findings by profiling the typi-
cal gaming student in the Assistments system and exploring the relation of gaming 
behavior with student learning, and then comparing the results of the studies. 
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2   Detection of Gaming 

If tutoring software is outfitted with a model that can reliably identify gaming behav-
ior, then intervention strategies can be developed and deployed with reasonable assur-
ance that they are invoked under appropriate circumstances. Rather than manually 
constructing a model by authoring rules based on the surface features of gaming (sys-
tematic guessing and checking or requesting help until answers are directly supplied), 
machine-learning methods were employed to identify the underlying hidden variables 
that lead students to game and illustrate how they are affected by their behavior. A 
prior study by Baker et al has shown that gaming behavior can be reliably detected 
with machine-learned models [2], and in the course of constructing a model for the 
Assistments system we adapted those methods for general verification of their find-
ings, to determine if gaming behavior has the same causes, appearances, and resulting 
effects in different tutoring systems. 

The methodology used was essentially a four-step process: (1) classroom observa-
tion of students using the tutoring software, (2) dataset creation based upon those 
observations to be used by machine-learning algorithms, (3) the construction of clas-
sifiers (prediction models) using the datasets, and (4) analysis of the results. 

2.1   Classroom Observation 

Students were observed using the Assistments ITS in real classroom sessions. Each 
observation was a triplet of observation time, student identity (alias), and recorded 
behavior. Observation was conducted as unobtrusively as possible, with students 
unaware that surveillance was taking place (students treated observers as assistant 
teachers and displayed no knowledge of being systematically observed). Observations 
were taken from a modest distance to (1) minimize student self-consciousness and 
awareness of being watched, (2) allow the observer flexibility in positioning them-
selves within the environment to maximize line of sight, and (3) allow the simultane-
ous observation of groups of students. For consistency purposes, each observer was 
given an instruction sheet on how to conduct observations. Groups of students were 
observed for approximately 20 to 30 seconds per student; so a group of 3 students 
would have been observed for 60 to 90 seconds. The possible variation of observation 
times was left to the observer depending on the consistency or deviation in the stu-
dents’ behavior in order to get a representative measurement. A numerical code from 
Table 1 (adapted from measurements in [3]) was recorded for each student per obser-
vation period. During a given observation period, a student might exhibit multiple 
behaviors. In that case, rather than record all the behaviors, observers were instructed 
to give priority where gaming behavior was given the highest priority, followed by 
the three on-task behaviors (sorted by least engaged to most engaged), followed by 
the remaining two off-task behaviors (sorted by most active to least active). 

To ensure that this methodology was not subjective to observer bias, an inter-rater 
reliability study was performed. Two observers (one of which was the first author) 
were provided with the observation instructions and then observed two classes, with 
students observed in the exact same order and at the exact same time. The two ob-
servers made 71 observations each. The consistency across all six numerical behav-
iors was 77% (57 out of 71 observations  matched). The  consistency  across  the  three 
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Table 1. Measurement Definitions 

Category Observation Definition Priority 
A - On Task 1 On Task with the Tutor 4 

A - On Task 2 
On Task with Paper or Teacher (in-
cluding talking about the problem) 

3 

A - On Task 3 
On Task, but talking while working 
(subject matter of conversation is 
irrelevant) 

2 

B - Off Task 4 Off Task and Talking 5 

B - Off Task 5 
Off Task and Inactive (including web-
surfing, staring into space, sleeping, et 
cetera) 

6 

C - Gaming 6 
Gaming (guessing-and-checking or 
bottom-out-hinting) 

1 

alpha-encoded categorical behaviors was 97% (69 out of 71 observations matched), 
while there was 100% agreement in the identification of gaming behavior. Since our 
classifier was aimed purely at the identification of gaming behavior, as opposed to 
distinction between all behaviors, these results have a suitable level of consistency. 

Overall, 850 observations were recorded, spanning 8 classes that lasted approxi-
mately 50 minutes each. Those 8 classes consisted of experienced users of the Assist-
ments system, who had been using it biweekly for the entire 2004-2005 academic 
year. 

2.2   Dataset Creation 

The Assistments system automatically logs all user actions and events except mouse 
movements. From these logs we can distill information such as a student’s number of 
attempts (including whether the attempt was correct or incorrect, or if it was the first 
attempt on a given problem), numbers of hint requests (including bottom-out hint 
requests that directly supply the correct answer), and action response time in millisec-
onds. Actions were joined to the recorded classroom observations by user identifica-
tion and time to create training instances for the machine-learning algorithms. 

Given the length of time spent observing particular students, it is not clear which 
actions should be matched with a particular observation. To resolve this issue, actions 
were joined to observations using an “unsupervised action filter” based on a variable 
“time window.” Informally, a time window is defined as a dilation of time around a 
recorded observation time. Not being sure what size time windows are reasonable, 
five sizes were utilized: 30 seconds, and 1, 2, 4, and 6 minutes. For example, given a 
2-minute time window, all actions made between 1 minute before and after each ob-
servation were included in the generation of the training instances. The filter is con-
sidered “unsupervised” because no attempt is made to filter in or out actions based on 
their applicability to the recorded observed behavior. 
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Using the observations and action logs, a number of datasets were generated via 
unsupervised action filtering using time windows. The datasets had 1430 attributes 
and 1 classification value (gaming, true or false). The six observation types in Table 1 
were rolled up into either gaming is true (observation #6) or gaming is false (all other 
observations). Machine-learning algorithms are dependent on relevant attributes, so 
the selection of attributes is an important exercise. We adapted the attributes of Baker 
et al [2] to the particulars of the Assistments system and variable time windows. For 
an observation within a particular time window, the attributes were as defined: 

• Actions: the total number of all actions. 
• Attempts: six attributes for the total number of all attempts, correct attempts, 

incorrect attempts, correct first attempts, and incorrect first attempts. 
• Attempt Time: five attributes for the sum, minimum, maximum, average, and 

standard deviation of all attempt times in milliseconds. Also four Boolean at-
tributes were included indicating whether attempt times were slow, extra-
slow, quick, or extra-quick, which were calculated by comparing the student 
response time with the average response time of all students on the given 
problems (and plus or minus the standard deviation of all student response 
times for the extra-slow and extra-quick attributes). 

• Hints: two attributes for the total number of hint requests and bottom-out 
hint requests. 

• Hint Time: five attributes for the sum, minimum, maximum, average, and 
standard deviation of all hint request times in milliseconds. Also four Boo-
lean attributes were included indicating whether hint request times were 
slow, extra-slow, quick, or extra-quick, which were calculated by comparing 
the student response time with the average response time of all students on 
the given problems (and plus or minus the standard deviation of all student 
response times for the extra-slow and extra-quick attributes). 

• Problems: two attributes for the total number of top-level problem questions, 
and the total number of follow-through helping questions. 

• User-Interfaces: two attributes for the total number of questions that featured 
a multiple-choice user-interface and another for the total number of questions 
that featured a textbox user-interface. 

• Replays: the total number of times a problem was “replayed” by the Assist-
ments tutor runtime [5] (this generally indicates that the student tried to exit 
the system and the runtime had to “replay” the students actions on a given 
problem to reconstruct the tutors agenda exactly for the given problem). 

• pmpKnow: “poor man’s prior knowledge,” the probability that the student 
possesses the prior knowledge required to answer the given question cor-
rectly. Prior knowledge in ITS is often determined by knowledge tracing, 
however the Assistments system currently lacks dynamic knowledge model 
tracing, so as a substitute we use the poor man’s version: the student’s per-
cent correct across all previous problems. Also four Boolean attributes were 
included indicating whether the prior knowledge was high, extra-high, low, 
or extra-low in comparison to the average prior knowledge of all students 
and in combination with the standard deviation of that average (for the extra-
high and extra-low variables). 



386 J.A. Walonoski and N.T. Heffernan 

• Problem-Difficulty: four attributes for the minimum, maximum, average, and 
standard deviation of problem difficulties for all problems encompassed 
within the observation time window. Problem difficulty is a number between 
0 (easy) and 1 (hard) that is the percent correct on first attempt by all previ-
ous students. The combination of these values would hopefully represent the 
range of difficulty during the observation. 

• Ratios: six attributes representing the following ratios: the number of at-
tempts per problem, the number of correct attempts per problem, the number 
of incorrect attempts per problem, the number of hints per problem, the num-
ber of bottom-hints per problem, and the number of replays per top-level 
problem. 

• Pair-wise Interaction Effects: 1378 attributes representing the quadratic ef-
fects between any two of the attributes listed above. For example, the total 
number of hints times the average problem difficulty. The list of pair-wise 
interaction effect attributes is comprehensive (all the original attributes have 
a pair-wise interaction effect attribute with every other original attribute, in-
cluding itself). 

2.3   Machine-Learning Algorithms 

We used 12 different algorithms from the WEKA machine-learning system [6] on our 
datasets to generate models including decision tree methods, lazy methods (k-nearest 
neighbors), locally weighted learning, Bayesian methods, a neural network, a proposi-
tional-logic rule learning algorithm (PRISM) [7], as well as logistic regression. A 
large number of algorithms were used out of curiosity because each has advantages 
and disadvantages (which are outside of the scope of this document) that could poten-
tially reveal different kinds of relationships within the data. Some of the algorithms 
generate human-readable rules while others produce mathematical models that are 
often difficult to interpret by humans. The results were then examined for (1) classifi-
cation accuracy, (2) accuracy of the confusion matrices, and (3) reasonable rules, 
especially those that might corroborate or contradict expected findings based on pre-
vious studies, or other interesting results. 

2.4   Results and Discussion 

None of the algorithms used significantly outperformed any of the others (according 
to statistical tests automatically performed by WEKA). Therefore, choosing a final 
model rested on a selecting a classifier that generated reasonable rules that corrobo-
rated both the surface-level hallmark characteristics of gaming and the findings of 
previous studies. 

The classifier that was ultimately selected as our preferred model was generated 
using the J48 decision tree algorithm (based on Quinlan’s C45 algorithm [8]). Al-
though other algorithms had faster classification times or higher accuracies, this 
model was chosen because across all training and testing folds it produced reasonably 
clean confusion matrices, generated human-readable rules that upon interpretation 
seemed to corroborate findings from past studies.  
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Several of our resulting rules offered further support to the hypotheses of Baker et 
al [2][3] that suggest that one cause of gaming is low prior knowledge combined with 
problem difficulty. Other rules could be interpreted in such a way as to identify the 
class of “gamed-not-hurt” students, which supports the Baker et al distinction be-
tween students whose learning is affected by gaming and those who are not. Finally, 
results at the four and six minute intervals suggests that using longer time windows 
does not adversely effect the detection of gaming, and in fact improves as those stu-
dents who game tend to make a habit of it and identifying them becomes easier and 
easier as they continue their off-task behavior. 

After being selected as the preferred model, the J48 algorithm was rerun using 
leave-one-out cross-validation (LOOCV) as the testing method. This involved gener-
ating our model 850 times, each time using 849 of the 850 instances for training pur-
poses and leaving out one different instance for testing, and then using the model to 
predict whether the 850th instance was gaming or not. This process was repeated for 
each of the datasets (one for each time window). 

While most of the models resulting from LOOCV had 100% classification accu-
racy, averaging out the results of all models results in about 96% accuracy. Given the 
low rate of observed gaming (19 out of 850 observations, ~2.2%), the effectiveness of 
the models becomes questionable. Analysis of the confusion matrices helps our un-
derstanding of how the models perform. On average, the models tend to correctly 
identify non-gaming instances about 98% of the time, while correctly identifying 
gaming instances only about 19% of the time. Although this is not ideal, if we con-
sider that gaming is much more harmful to learning than other behaviors [3] and it is 
such an infrequent behavior, then 19% of gaming instances may seem better than 
what might be expected from chance alone. So, while the model accuracy leaves 
something to be desired, we are at least satisfied in the general reasonability of the 
resulting “rules” given what is known about gaming behavior. 

Ultimately, results of our final model were satisfactory since construction of the 
datasets and models verified some of the underlying hidden variables that lead stu-
dents to game (e.g. low prior knowledge), and the generated rules were human-
readable and reasonably captured the hallmark surface-level characteristics and other 
known causes of gaming behavior. Although we would like to improve the accuracy 
and strength of our final model, it could be outfitted as-is into the Assistments system 
to dynamically detect gaming behavior and trigger various intervention strategies, as a 
post-tutoring reporting device, or as an objective evaluator of various intervention 
strategies within controlled experiments. 

3   Gaming Within the Assistments System 

The last portion of this research was a general examination of gaming behavior within 
the Assistments system. This examination made use of a prima facie algorithm (as 
opposed to the machine-learned model) that calculates how frequently individual 
students gamed based on surface-level features of hint abuse and guessing-and-
checking only. If a student asks for a hint on, or answers incorrectly (possible guess), 
any step within a given problem three consecutive times, then they are assumed to be 
gaming that problem. When a problem is gamed, a possibly-gaming index is increased 
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by one. If an entire problem is completed without any step being gamed, then the 
possibly-gaming index is reduced by one. If at any time the possibly-gaming index is 
above three, any further identified gaming increases a student’s total-gaming-score by 
one. 

3.1   Assistments System Survey Responses 

A survey was administered to students who had been using the Assistments system 
throughout the 2004-2005 academic year on a biweekly basis. The survey consisted of 
32 Likert-scale questions and some open response items. Gaming scores were calcu-
lated for those students who completed the entire survey using the prima facie algo-
rithm. Depending on where a students average score fell in relation to the overall 
average and the overall standard deviation, they were classified as very-high, above-
average, below-average, or very-low gamers. Out of 365 students, 53 were very-high 
gamers, 91 were above-average, 179 were below-average, and 42 were very-low 
gamers. By analyzing the distribution of responses by gaming-classification we con-
structed the following profile: 

• Mathematics: Students who gamed were more likely to believe that they 
were not good at math and less likely to believe they could do well at math if 
they worked hard. Students who gamed often said they were less likely to do 
homework in math class, and the more students gamed, the less they said 
they liked math class. The less a student gamed the more they were likely to 
strongly agree that they would use math in a job when they grew up. Stu-
dents who gamed often were much more likely than other students to 
strongly agree that their parents thought it important for them to do well in 
math, which may explain the performance-based motivation behind some 
gaming. 

• Computers: Even though students who gamed often were less likely to have 
a computer at home, they were also less likely to report having trouble con-
centrating on the computer. Students who gamed often agreed more often 
and more strenuously that they liked learning from a computer than those 
who gamed very little. 

• Educational Medium: Students who tended not to game were more likely to 
say that they preferred using the Assistments system to doing homework. In a 
similar question, there were no differences between the groups when asked if 
they would prefer to use the tutor rather than take a test – they mostly all 
strongly agreed that they would. The less a student gamed, the more strongly 
they would prefer using the Assistments system to normal classroom activity. 

• Help Seeking: Students who gamed very little were more likely to strongly 
agree that they would seek help when they didn't understand something. The 
more a student gamed, the more they thought that being told the answer was 
more helpful than reading the hints. The more a student gamed, the more 
they agreed that the hints aided in their understanding of similar problems. 

• Problem Difficulty: Students who gamed often tended to strongly agree that 
the items were frustrating because they were too hard, while students who 
gamed very little were more likely to disagree. This is probably partially  
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related to student prior knowledge. Students who gamed often were more 
likely to agree or strongly agree that they tried to get through difficult prob-
lems as quickly as possible. 

• Goals: Students who gamed often tended more than other students to say that 
their goal was to get through as many items as possible. Interestingly, the 
more students gamed, the more they also tended to strongly agree that their 
goal was to learn new things. 

• Students who gamed often had a slight tendency to say that they prefer facts 
and data to concepts and ideas more than other students. 

Some of these results are interesting merely because they either corroborate or dis-
agree with past findings. For example, Baker et al have reported that students who 
game do not like computers [9], while our survey suggests that those students who 
appeared to be heavily gaming prima facie, agreed more often and more strenuously 
that they liked learning from a computer than those who gamed very little. However, 
our survey results show that gamers were less likely to own a computer at home, and 
were more likely to dislike math class (also inconsistent with previous findings). 

3.2   Gaming and Learning 

Off-task gaming behavior has been correlated with substantially less learning in sev-
eral prior studies [3]. In an attempt to validate those findings, learning rates that had 
been previously calculated for [10] using traditional methods as well as longitudinal 
data analysis, were grouped by the very-high, above-average, below-average, and 
very-low gaming categories. The results are summarized in Table 2. 

These results seem to corroborate previous findings that indicate that off-task gam-
ing behavior is correlated with substantially less learning. However, a few statistical 
tests were run to examine the significance of these results. Before those tests were 
run, students were classified as being gamers or not. If a student’s score put them at 
the level of very-high gaming, then they were a considered a gamer, and otherwise 
they were not. This was done to simplify the results and make them easier to interpret. 

Table 2. Learning Rates by Gaming Category 

Category Traditional 
Slope 

Traditional 
Intercept 

SW 
Slope

SW 
Intercept

Actual 
MCAS 

Scaled 
Ans. 

Very Low Gaming 1.68 26.92 0.34 24.04 35.17 0.76 

Below Avg Gaming 1.62 19.53 0.33 19.31 30.56 0.80 

Above Avg Gaming 1.29 15.07 0.33 14.23 24.24 0.70 

Very High Gaming 0.95 11.99 0.26 11.71 19.66 0.77 

Overall Average 1.44 17.88 0.32 17.25 27.69 0.76 

The first test was an analysis of variance (ANOVA) of learning (SW slope) by 
gaming status. The results suggest that the learning rates of students who game and 
those that do not are reasonably different than mere chance alone, and they show that 
gaming behavior is correlated with less learning (p < 0.19). 
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The second test was an ANOVA of knowledge (SW intercept) by gaming status. 
The results very strongly indicate that students who engage in gaming behavior are 
more likely to come to the Assistments system with lower prior knowledge than other 
students (p < 0.0001).  

One last test examined the correlation of gaming with a students actual MCAS 
score via Bartlett’s Test of Sphericity, which very strongly showed that gamers do not 
perform well on the actual MCAS state administered mathematics exam (p < 0.0001). 

These three tests show that prima facie gamers start with less knowledge, learn 
less, and perform worse on the actual MCAS examination. 

4   Conclusions 

Off-task gaming behavior is a major issue within the field of ITS, since it has been 
correlated with poor learning. The goal of this research was to explore this important 
phenomenon within the Assistments system. A machine-learned decision-tree model 
for gaming detection was developed, and while the practicality of this model was 
questionable, the resulting rules corroborated the connection of low prior knowledge 
and problem difficulty with gaming. Further analysis of gaming and its effects within 
the Assistments system was undertaken, via student survey responses and student 
learning-rates. The survey results provide some agreement and disagreement with 
previous studies about the nature of gaming, and the learning rates corroborated find-
ings that indicate that off-task gaming behavior is correlated with lower prior knowl-
edge and less learning. 
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Abstract. It has been found in recent years that many students who use intelli-
gent tutoring systems game the system, attempting to succeed in the educational 
environment by exploiting properties of the system rather than by learning the 
material and trying to use that knowledge to answer correctly. In this paper, we 
introduce a system which gives a gaming student supplementary exercises fo-
cused on exactly the material the student bypassed by gaming, and which also 
expresses negative emotion to gaming students through an animated agent. Stu-
dents using this system engage in less gaming, and students who receive many 
supplemental exercises have considerably better learning than is associated with 
gaming in the control condition or prior studies. 

1   Introduction 

In recent years, increasing attention has been paid to the subject of how students 
choose to use intelligent tutoring systems. Recent models have suggested that students 
adopt a variety of strategies for using intelligent tutoring systems and other interactive 
learning environments, with different strategies potentially leading to different 
learning outcomes [2,3,7,14]. One strategy in particular, gaming the system, has been 
found to be associated with poorer learning gains in intelligent tutoring systems [5,7]. 
We define gaming the system as attempting to succeed in an educational environment 
by exploiting properties of the system rather than by learning the material and trying 
to use that knowledge to answer correctly. Gaming has been observed in a variety of 
types of learning environments, from educational games [10] to online newsgroups 
[9], and has been repeatedly documented in intelligent tutoring systems [1,7,8,12,13]. 
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Within the specific intelligent tutoring system that we will discuss in this paper, 
gaming behavior consists of systematic guessing and rapid-fire hint requests [4]. 

Baker and his colleagues [4] have determined that gaming can be divided in some 
systems into two distinct behaviors – “harmful” gaming, which typically occurs on 
the problem steps the student knows least well, and is associated with poor learning 
outcomes, and “non-harmful” gaming, which typically occurs on problem steps the 
student already knows, and is not associated with poor learning outcomes. 

In this paper, we present a tutor component that responds to harmful gaming, in 
order to improve gaming students’ learning. This tutor incorporates an animated 
agent, Scooter the Tutor, who observes students as they interact with the tutor, looks 
increasingly unhappy when students game and gives a student supplementary 
exercises on the exact steps of the problem-solving process that the student gamed.  

2   Design 

Two previous attempts to address gaming in intelligent tutoring systems took a 
“preventative” approach to addressing gaming, attempting to directly prevent known 
gaming behaviors [1,8]. Researchers at Carnegie Mellon and Carnegie Learning 
introduced a two-second delay between each level of a multi-level hint, to prevent a 
student from clicking through hints at high speed, and gave mandatory hints 
(“proactive help”) when a student commits more than three errors on a single step, 
preventing systematic guessing [1]. Researchers at the University of Massachusetts 
re-designed their system to not give help until a student had spent a minimum amount 
of time on the current problem [8]. 

In [7], we hypothesized that students using a system re-designed to directly prevent 
gaming would attempt to discover new ways to game. Shortly after, [13] found that 
students using a tutor with two-second help delays developed new strategies for 
gaming – for example, rapidly repeating the same error several times in a row in order 
to elicit delay-free proactive help. An additional concern with direct prevention is that 
students game features which are used in more positive ways by the majority of 
students who do not game.  

Our design approach, by contrast, attempted to meet two conditions: First, the 
design must improve the learning of students who currently game. Second, the design 
must change the tutor minimally for students who do not game. 

In accordance with these design goals, we developed a new component for the 
students’ intelligent tutoring software – an animated agent named “Scooter the 
Tutor”, developed using graphics from the Microsoft Office Assistant [11] but 
modifying those graphics to enable a wider range of emotions. Scooter was designed 
to both reduce the incentive to game, and to help students learn the material that they 
were avoiding by gaming, while affecting non-gaming students as minimally as 
possible.  

When the student is not gaming, Scooter looks happy and occasionally gives the 
student positive messages (see the top-left of Figure 1). Scooter’s behavior changes 
when the student is detected to be gaming harmfully (using an updated version of the 
gaming detector presented in [4,6]). If the detector assesses that the student has been 
gaming harmfully, but the student has not yet obtained the answer, Scooter displays 
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increasing levels of displeasure (culminating in the expression shown on the bottom-
left of Figure 1), to signal to the student that he or she should now stop gaming, and 
try to get the answer in a more appropriate fashion.  

If the student obtains a correct answer through gaming, Scooter gives the student a 
set of supplementary exercises designed to give the student another chance to cover 
the material that the student bypassed by gaming this step. The supplementary 
exercises have three levels, each multiple-choice – the student is only given one 
chance to answer each level. In each of the first two levels of an exercise, the student 
is asked to answer a question that either requires understanding one of the concepts 
required to answer the step the student gamed through, or a question which is about 
what role the step they gamed through plays in the overall problem-solving process. If 
the student gets both the first and second levels wrong, he or she is given a third level, 
which is still relevant to the step the student gamed through, but which is very easy, in 
order to prevent indefinite floundering.  

If the student gets any level right on the first try, Scooter lets the student return to 
the regular tutor exercise; if the student gets all three levels (including the very easy 
third level) wrong, Scooter assumes that the student was trying to game him, asks the 
student to attempt to get his exercises correct on the first try, and marks the problem 
step involved to receive supplementary exercises in future problems. If the student 
tries to game a supplementary exercise, Scooter displays anger. 

Our goal, in designing Scooter, was to benefit students in three fashions. First, by 
representing how much each student had been gaming, Scooter both serves as 
acontinual reminder that the student should not game, and lets teachers know which 

 

Fig. 1. Scooter the Tutor – looking happy when the student has not been gaming harmfully  (top-
left), giving a supplementary exercise to a gaming student (right), and looking angry when the 
student is believed to have been gaming heavily, or attempted to game Scooter during a 
supplementary exercise (bottom-left) 

students were gaming recently. Second, Scooter was intended to invoke social norms 
in students by expressing negative emotion when students game. Scooter’s display of 
anger is a natural social behavior in this context; if a student systematically guessed 
every number from 1 to 38 when working with a human tutor, it seems reasonable to 
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expect that the human tutor would become impatient or upset. Therefore, we 
hypothesized that when Scooter becomes angry, he will invoke social norms, leading 
the student to game the system less. Third, by giving students supplemental exercises 
targeted to the material the student was gaming through, Scooter gives students a 
second chance and another way to learn material he or she may otherwise miss 
entirely. Additionally, supplemental exercises may change the incentive to game – 
whereas gaming might previously have been seen as a way to avoid work, it now 
leads to extra work. Thus, we predicted that Scooter would both reduce gaming and 
improve gaming students’ learning, either by reducing their gaming or giving them a 
second chance to learn the material they miss by gaming. 

3   Study Methods 

We studied Scooter’s effectiveness in the context of a year-long Cognitive Tutor 
curriculum for middle school mathematics, within 5 classes at 2 schools in the 
Pittsburgh suburbs. The study was conducted in the spring semester, after students 
had already used the Cognitive Tutor for several months.  

Initially, the study was designed such that every student used both a version of the 
tutor with Scooter (experimental condition), and a version of the tutor without Scooter 
(control condition). Each student was randomly assigned to use one of two lessons (a 
lesson on percents, and a lesson on scatterplots) with Scooter, and the other lesson 
without Scooter. All students completed the control condition of the study first, and 
the experimental condition second. However, due to a scheduling error, the 
experimental condition of the study took place in the same week as subject material 
on percents was being taught in class. To avoid bias in favor of the experimental 
condition, we will therefore limit our discussion to data from the scatterplot lesson. 51 
students participated in the experimental condition for the scatterplot lesson (12 were 
absent for either the pre-test or post-test, and thus their data will not be included in 
analyses relevant to learning gains); 51 students participated in the control condition 
for the scatterplot lesson (17 were absent for either the pre-test or post-test). 

Before using the tutor, all students first viewed conceptual instruction, delivered 
via a PowerPoint presentation with voiceover and simple animations [cf. 4]. In the 
experimental condition, a brief description of Scooter was incorporated into the 
instruction. Then students completed a pre-test, used the tutor lesson for 80 minutes 
across multiple class periods, and completed a post-test. Test items were 
counterbalanced across the pre-test and post-test, and were identical to items used in 
past studies using this tutor lesson [4]. Log files were used to distill measures of 
Scooter’s interactions with each student, including the frequency with which Scooter 
got angry, and the frequency with which Scooter gave a student supplementary 
exercises. In addition, observational data was collected to determine each student’s 
frequency of gaming, using the quantitative observational method as in [7], in order to 
analyze Scooter’s effects on gaming frequency. Another potential measure, the 
gaming detector [4], was not used because of risk of bias in using the same metric 
both to drive interventions and as a measure of the intervention’s effectiveness.  
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4   Results 

Scooter was associated with a sizeable, though only marginally significant, reduction 
in the frequency of observed gaming. 33% of students were seen gaming in the 
control condition, while 18% of students were seen gaming in the experimental 
condition, a marginally significant difference, χ2(1,N=102)= 3.30, p=0.07. However, 
although fewer students gamed, those students who did game did not appear to game 
less. The average gamer in the control condition gamed 17% of the time, while the 
average gamer in the experimental condition gamed 14% of the time, which was not a 
significant difference, t(23)=0.74, p=0.47.  

Despite the apparent reduction in gaming, however, there was not an overall 
improvement in learning. Overall, students in the control condition averaged a 22 
point pre-post gain (44%->66%), while students in the experimental condition 
averaged a 25 point pre-post gain (37%->62%), which was not a significant 
difference, t(70)=0.34, p=0.73. However, analyzing overall learning may not be the 
most appropriate way to test the intervention’s effect on learning. Gamers are a fairly 
small subset of the overall population, both in this study and past studies [cf. 6,7]. 

Therefore, differences in gamers’ learning may be swamped by normal variation in 
the rest of the population. Additionally, since students engaged in different degrees of 
gaming, and the detector was accurate but not perfect [cf.4], not all students who in 
engaged in harmful gaming received the same number of interventions from Scooter. 
Thus, in the following sections, we will look at the students who got a considerable 
amount of each type of intervention from Scooter, to see if and how the students’ 
behavior and learning was affected by Scooter. We will analyze the two types of 
interventions separately, since the two types of interventions were given in different 
situations and may have had different effects. 

4.1   Supplementary Exercises 

Overall, Scooter gave a fairly small number of exercises: no student received a set of 
exercises from Scooter on more than 3.2% of problem steps (12 sets), and the median 
student received a set of exercises on only 1.1% of problem steps (3 sets). However, 
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Fig. 2. The frequency of gaming (observed) in each condition 
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Scooter’s exercises were assigned to exactly the problem steps students gamed on 
(according to the detector), and were significantly correlated to the frequency of 
observed gaming, r=0.43, F(1,38)=8.24, p<0.01, so the exercises might have had 
more effect on learning than their low frequency might otherwise indicate.  

One possible model for how learning could relate to the number of supplementary 
exercises received is a linear relationship – the more supplementary exercises a 
student receives, the more they learn. However, students who never receive 
supplementary exercises don’t receive supplementary exercises precisely because 
they don’t engage in harmful gaming, and not engaging in harmful gaming is 
generally associated with better learning [cf. 4]. Therefore, if supplementary exercises 
positively affect learning, it may be more reasonable to expect students who receive 
either many or very few supplementary exercises to show good learning, with the 
students in the middle showing poorer learning.  

 

Fig. 3. The Learning Gains Associated With Receiving Different Levels of Supplemental 
Exercises From Scooter 

 

Fig. 4. Left: The Learning Gains Associated With Receiving Different Levels of Supplemental 
Exercises From Scooter (Top Third versus Other Two Thirds). Right: The Learning Gains 
Associated With Different Levels of Harmful Gaming, in the Control Condition (Top Half of 
Harmful Gaming Versus Other Students). 
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In fact, this is exactly the relationship we find, as shown in Figure 3. The third of 
students that received the most supplementary exercises had significantly better 
learning than the other two thirds, t(37)=2.25, p=0.03; the overall difference between 
all three groups was also significant, F(2,36)=3.10, p=0.06.  

This occurred because the students who received the most supplementary exercises 
started out behind the rest of the class (common among students who frequently game 
[cf. 7]), but caught up by the post-test (see Figure 4 Left). There was a statistically 
significant interaction between pre-test and post-test scores, and how many 
supplementary exercises the student received (top third versus other two thirds), 
F(1,37) = 5.07, p=0.03, for a repeated measures ANOVA. Note that there was not a 
ceiling in the mid-60s, nor a post-test floor effect: students in each group had perfect 
post-test scores, or low post-test scores. 

In considering the evidence that students who received many supplemental 
exercises caught up to the rest of the class, it is worth remembering that students 
receive supplemental exercises because they are detected to be engaging in a large 
amount of harmful gaming. In both the control condition (see Figure 4 Right), and in 
prior studies involving the same tutor lesson [4,5], frequent harmful gaming is 
associated with starting out lower than the rest of the class, and falling further behind 
by the post-test, rather than catching up. As shown in Table 1, students in the control 
condition and past studies who did not use Scooter and engaged in more than the 
median amount of harmful gaming (among harmful gamers) averaged a 22 point 
learning gain, less than half of the average learning gain (46 points) of students who 
received many supplementary exercises, a statistically significant difference, 
t(47)=2.09, p=0.04. 

Table 1. Learning gains for students who received large numbers of supplementary exercises 
from Scooter, and for students who did not use Scooter and engaged in more than the median 
amount of harmful gaming, among harmful gamers. All students used the same lesson on 
Scatterplots. 

Group Learning Gain 
Experimental condition: more supplementary exercises 46 points 
Control condition: more harmful gaming 
2004: more harmful gaming [e.g. 5] 
2003: more harmful gaming [e.g. 7] 

20 points 
18 points 
25 points 

Interestingly, although Scooter’s exercises appear to be associated with improved 
learning, Scooter’s exercises were not directly associated with the decrease in gaming 
reported in the previous section. If receiving an exercise from Scooter led a student to 
reduce his/her gaming, we would expect the students who received more exercises to 
reduce their gaming over time. There is no evidence of such a decrease. Figure 5 (left) 
shows the frequency in gaming over the 3 days of the study among the students who 
received many exercises (top third) in the experimental condition, compared to the 
other students. Among the students who received more exercises, neither the apparent 
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increase in gaming from day 1 to day 2, nor the apparent decrease in gaming from day 
2 to day 3, was statistically significant, χ2(1,N=155)= 0.31, p=0.58, χ2(1,N=105)= 
0.17, p=0.68. Overall, the students who received more exercises gamed significantly 
more often than the students who received fewer exercises, χ2(1,N=388)= 24.33, 
p<0.001. 

4.2   Expressions of Anger 

Overall, Scooter became angry considerably more often than he gave supplementary 
exercises. The median student saw an angry Scooter 13% of the time, and the student 
who saw an angry Scooter the most often saw an angry Scooter 38% of the time.  

There did not appear to be an association between viewing an angry Scooter more 
often, and better learning. Students who received more expressions of anger did not 
have a significantly larger average learning gain than other students, whether we 
compared the top quartile to the other students, t(37)=0.48, p=0.63, effect size = 
0.20σ, the top third, t(37)=0.16, p=0.87, or the top half, t(37)=0.15, p=0.88.  

Additionally, there was no evidence of a relationship between Scooter’s frequency 
of expressions of anger, and a reduction in gaming over time (as shown in Figure 5, 
right). Among the students who saw an angry Scooter the most often (top quartile), 
there was not a significant change either from day 1 to day 2, or day 2 to day 3, 
χ2(1,N=79)= 0.04, p=0.84, χ2(1,N=50)= 0.83, p=0.36. 

 

Fig. 5. Observed Gaming Over Time, in the Experimental Condition 

5   Conclusions 

In this paper, we present a re-designed tutor that responds to when students game the 
system, incorporating an animated agent, Scooter the Tutor. Students who received a 
large number of supplementary exercises from Scooter had high learning gains, and 
caught up to the rest of the class. This result is quite different from the pattern 
observed in the control condition and past studies [4,5], where students who game 
harmfully start out with lower pre-test scores, and fall further behind the rest of the 
class by the post-test. 
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Since students tend to game harmfully on the steps they know least well [4], the 
supplementary exercises may have been effective in large part because they offered 
additional learning support (and, perhaps, different learning support) for each student 
on the exact steps which that student found most difficult. Hence, we may be able to 
use a student’s choice to game as an opportunity to learn more about where the 
student is having difficulty. 

Incorporating Scooter into the tutor also led to about half as many students 
choosing to game. It is not entirely clear what aspect of the modified tutor led to the 
reduction in gaming. Neither students who saw an angry Scooter more often, nor 
students who received more supplementary exercises, reduced their gaming over time. 
One possibility is that simply knowing Scooter was present, and that he would make it 
impossible to hide gaming, led some students to game less. Thus, although Scooter’s 
actions may not have directly affected the students who saw an angry Scooter, 
Scooter’s presence may have motivated some students to avoid gaming during the 
entire lesson. 

Overall, these results suggest that there is value to detecting and responding to 
differences in how students choose to use intelligent tutoring systems. By responding 
to gaming, we can develop tutors that help lower-performing students catch up to the 
rest of the class, and come closer to the goal of developing educational systems that 
help all students achieve. 
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Abstract. In recent years, a number of systems have been developed to detect 
differences in how students choose to use intelligent tutoring systems, and the 
attitudes and goals which underlie these decisions. These systems, when trained 
using data from human observations and questionnaires, can detect specific be-
haviors and attitudes with high accuracy. However, such data is time-
consuming to collect, especially across an entire tutor curriculum. Therefore, to 
deploy a detector of behaviors or attitudes across an entire tutor curriculum, the 
detector must be able to transfer to a new tutor lesson without being re-trained 
using data from that lesson. In this paper, we present evidence that detectors of 
gaming the system can transfer to new lessons without re-training, and that 
training detectors with data from multiple lessons improves generalization,  
beyond just the gains from training with additional data. 

1   Introduction 

Developing models that can reliably detect differences in how students choose to use 
intelligent tutoring systems, and the attitudes and goals which underlie these 
decisions, has received considerable attention in recent years [1,3,4,7,8]. A number of 
models have been developed which can reliably detect specific student behaviors – 
from avoiding help [cf. 1], to gaming the system [4], to competing with other students 
[7]. These models have supported the development of systems that influence students 
to learn to use intelligent tutoring systems more effectively [2]. 

However, to be widely useful, detectors of student behaviors and motivation need 
to be generalizable. Thus far, most such detectors have been developed using data 
from individual lessons from a tutoring curriculum, or from fairly small-scale 
intelligent tutors. However, intelligent tutors are increasingly being used as major 
components in year-long curricula. A model of help-seeking behavior developed 
using only log file data has been shown to generalize effectively across lessons [11], 
but many of the models developed to detect student behaviors and attitudes have been 
trained using additional data such as human observations [4,8], improving accuracy 
[11]. Unfortunately, human observations are time-consuming to collect for an entire 
year-long curriculum. Therefore, to be maximally useful – and used – detectors of 
behaviors and motivation need to be able to take advantage of observational data, 
while generalizing to new tutor lessons without the collection of additional data. 
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In this paper, we will discuss our work to generalize a behavior detector which 
detects whether a student is “gaming the system”, attempting to succeed in an 
educational environment by exploiting properties of the system rather than by 
learning the material and trying to use that knowledge to answer correctly [6]. Within 
the set of intelligent tutor lessons that we will discuss in this paper, gaming behavior 
consists of systematic guessing and rapid-fire hint requests. Prior analyses have also 
found that gaming can be divided into two distinct categories of behavior: harmful 
gaming, which is associated with poor learning outcomes and appears to occur on the 
problem steps the student knows least well, and non-harmful gaming, which is not 
associated with poor learning outcomes and appears to occur on problem steps the 
student already knows [4].  

Additionally, we will consider the question of what data is most useful for 
developing generalizable detectors. A considerable amount of machine learning 
research treats generalizability largely as a function of the sheer amount of data 
trained on, and the degree to which the training technique over-fits to that data. In this 
paper, we examine whether additional advantage can be gained by collecting a 
broader, more heterogeneous data set – in specific, presenting analyses suggesting 
that training on data from multiple tutor lessons improves generalizability more than 
would occur simply from increasing the sample size.  

2   Methods 

2.1   Data Sources 

The first gaming detector [4] was developed using data from a tutor lesson on 
scatterplots, drawn from a middle-school Cognitive Tutor mathematics curriculum. In 
order to study issues of generalizability, we collected data from three additional 
lessons (on geometry, percents, and probability) from the same tutoring curriculum. 
All data came from classes in two school districts in suburban Pittsburgh. For the 
scatterplot lesson, we had data from classes in 2003, 2004, and 2005. For each of the 
other lessons, we had data from a single year (2004 for geometry and probability, 
2005 for percents). In total, we had data from 300 students (with 113 students 
represented in multiple lessons), with 128,887 actions across the 473 student/lesson 
pairs. Each student completed between 50 and 500 actions in the tutor. 

Table 1. Quantity of data obtained for each tutor lesson 

Lesson Number of students Number of actions 
SCATTERPLOT  268 71,236 
PERCENTS 53 16,196 
GEOMETRY  111 30,696 
PROBABILITY 41 10,759 

For each lesson, we collected quantitative field observations (using the method in 
[6]), to estimate what percentage of time each student gamed the system. Pre-tests and 
post-tests were given for each lesson – in all cases, test items were counterbalanced 
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across the pre-test and post-test. Data on learning gains enabled us to distinguish 
between harmful gaming and non-harmful gaming [cf. 4], both during training and 
when evaluating goodness-of-fit. In our analyses, we will refer to students who 
engaged in harmful gaming as “GAMED-HURT”, and students who engaged in non-
harmful gaming as “GAMED-NOT-HURT”. 

Finally, we obtained logs of each student’s actions within the tutor. For each 
student action recorded in the logs, we distilled a set of 26 features (listed in [4 and 
5]) describing that action, including information about the action itself (time taken, 
type of interface widget) and the action’s historical context (for instance, how many 
errors the student had made on the same skill in past problems).  

2.2   Modeling Framework  

Using this combination of data, we trained a set of detectors to predict how frequently 
an arbitrary student gamed the system. Each detector of gaming, within our frame-
work, is a hierarchical Latent Response Model [10] with one observable level and two 
hidden (“latent”) levels. In a gaming detector’s outermost/observable layer, the 
detector predicts how frequently each student is gaming the system, labeling these 
predictions G'0…G'n . These predictions can then be compared to the observed 
 

 

Fig. 1. The Gaming Detector 

proportions of time each student spent gaming the system, G0…Gn (the metrics used 
will be discussed momentarily). The middle layer consists of a set of binary 
predictions as to whether each individual student action (denoted P'm) is an instance of 
gaming. The observable predictions G'0…G'n  are derived by taking the percentage of 
actions which are predicted to be instances of gaming, for each student. The 
innermost layer is a function on features drawn from each action’s characteristics, 
which are used to make the binary predictions in the middle layer. Each parameter in 
a model of gaming is either a linear effect on a feature (a parameter value αi 
multiplied by the corresponding feature value Xi – αi Xi), a quadratic effect 
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(parameter value αi multiplied by feature value Xi, squared – αiXi
2), or an interaction 

effect on two features (parameter value αi multiplied by feature value Xi, multiplied 
by feature value Xj – αiXiXj).  

A prediction Pm (in the innermost layer) as to whether action m is an instance of 
gaming is computed as Pm = α0 X0 + α1 X1 + α2 X2 + … + αn Xn, where αi is a 
parameter value and Xi is the data value for the corresponding feature, for this action, 
in the log files. Each prediction Pm is then thresholded using a step function to form 
the binary predictions that form the middle layer, such that if  Pm ≤ 0.5, P'm = 0, 
otherwise P'm = 1. This gives us a set of classifications P'm for each action within the 
tutor, which are then used to create the predictions of each student’s proportion of 
gaming,  G'0…G'n  which are compared to their observed frequency of gaming.  

2.3   Detector Selection 

Detectors are trained as follows: First, a set of single-parameter detectors are selected 
(using Fast Correlation-Based Filtering [13]) such that each single-parameter gaming 
detector is at least 60% as good as the best single-parameter detector found (in terms 
of linear correlation to the observed data). If two parameters have a closer correlation 
than 0.7 to each other, only the better-fitting single-parameter detector is used. Then, 
for each single-parameter detector, we repeatedly add the parameter that most 
improves the linear correlation between the detector’s predictions and the original 
data, using Iterative Gradient Descent to find the best value for each candidate 
parameter. Generally, when selecting detectors, we continue adding parameters until 
the most recent parameter worsens the model’s fit under Leave-One-Out-Cross-
Validation (LOOCV); however, for the analyses in this paper, we stopped when a 
detector had six parameters, for tractability in training a large number of detectors. 
Generally, the detectors had very little absolute improvement in fit after the first three 
or four parameters, regardless of the results of LOOCV. This process resulted in a set 
of detectors with comparable correlation, from which the model with the best A' 1 is 
selected (averaging A' across the model’s ability to distinguish GAMED-HURT 
students from non-gamers, and the model’s ability to distinguish GAMED-HURT 
students from GAMED-NOT-HURT students).  

3   Detector Comparisons 

3.1   Statistical Techniques for Detector Comparison 

In the remainder of this paper, we will investigate how well gaming detectors transfer 
across different tutor lessons, examining detectors trained on single lessons, detectors 
trained on multiple lessons (but not all lessons), and a detector trained on all available 
lessons. Conducting these comparisons in a statistically appropriate fashion requires 
meta-analytic techniques, which we discuss in this section. 

When comparing detectors to one another across multiple test lessons, the data 
from different test lessons cannot simply be collapsed into a single data set, since this 
                                                           
1  A' is both the area under the ROC curve, and the probability that the detector can successfully 

distinguish between an arbitrary student from each of the two groups being classified. 
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will bias towards detectors that do best on the lesson with the most data; additionally, 
since gaming may occur with different frequency in different lessons, the A' value of 
a combined data set will be substantially lower than the A' values of the individual 
data sets, underestimating all detectors’ effectiveness. Hence, we will in all cases 
determine our measures of interest for each test lesson individually, compare the 
detectors to each other within each test lesson, and then use meta-analytic techniques 
to combine these comparisons into a single statistical comparison. 

In the analyses to follow, we will compare detectors to each other in terms of their 
A' and correlation. In order to use common meta-analytic techniques, we will convert 
these metrics to Z-scores. Two A' values can be compared to each other, giving a Z-
score as the result, by using the standard Z-score formula in combination with Hanley 
and McNeil’s technique for estimating the variance of an A' value [9]. Correlations 
can be compared to each other, giving a Z-score, by converting the correlations to Z-
scores via the Fisher Zr transformation [12], and then comparing those Z-scores to 
one another. 

Once all values are Z-scores, comparisons between results from different test 
lessons (for example, to estimate whether a detector performs significantly better than 
chance, across multiple test lessons) will be made using Stouffer’s method [12] and 
denoted Zs. Comparisons between results within the same test lesson (for example, to 
compare two detectors to each other) will be made using the mean Z-score method 
[12] and denoted Zm. Comparisons of multiple detectors (such as the set of detectors 
trained using data from three lessons) across multiple test sets will be denoted Zms. In 
these cases, all within-lesson comparisons will be made before any between-lesson 
comparisons, in order to avoid comparing Z-scores estimated with methods which 
have different assumptions to each other. Z-scores derived without meta-analytic 
aggregations or comparisons will be denoted Z.   

3.2   Transferring Models Trained on a Single Lesson  

We begin our analysis by investigating how well a detector trained on a single tutor 
lesson will transfer to other tutor lessons. We trained four detectors – one on each of 
the four lessons. We then tested how well each detector detected gaming within its 
training lesson, and within each of the 3 other lessons. 

The four detectors trained on a single lesson had an average A' of 0.86, in the 
training lessons, at distinguishing GAMED-HURT students from non-gamers, 
significantly better than chance, Zs=10.74, p<0.001. The detectors were significantly 
worse at making this same distinction in the transfer lessons (A' =0.71), Zms =3.63, 
p<0.001, though their performance in the transfer lessons was still better than chance, 
Zm = 2.12, p=0.03. The detectors had an average A' of 0.79, in the training lessons, at 
distinguishing GAMED-HURT students from GAMED-NOT-HURT students, 
significantly better than chance, Zs =5.07, p<0.001. The detectors were not 
significantly worse at making this distinction in the transfer lessons (A' =0.74), Zms 

=0.56, p=0.58, and were significantly better than chance, Zm =2.86, p<0.01. The 
detectors had an average correlation of 0.57 between the observed and predicted 
frequencies of harmful gaming, in the training lessons, significantly better than 
chance, Zs = 12.08, p<0.001. The detectors were significantly worse at making this 
same distinction in the transfer lessons (r=0.22), Zms =5.15, p<0.001, though their 
performance in the transfer lessons was still better than chance, Zm =2.40, p=0.02.  
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Hence, a detector trained on one lesson performs significantly better than chance 
when transferred to other lessons. However, there is a significant and substantial drop 
in performance from training lessons to transfer lessons, on 2 of the 3 metrics of 
interest. The overall pattern of results from the comparisons is shown in Table 2.  

3.3   Training a Detector on All Four Lessons  

One potential explanation for the relatively poor transfer of detectors trained on single 
lessons is that it is simply not possible to develop a single gaming detector which is 
highly effective at detecting harmful gaming in multiple lessons, using our 
techniques. To investigate this possibility, we trained a detector on all four lessons 
together.  

The detector trained on all four lessons had an average A' of 0.85, across the four 
lessons, at distinguishing GAMED-HURT students from non-gaming students. This 
was not significantly lower than the average A' (0.86) of the models trained on single  
lessons, when tested on the training lessons, Zms = 0.38, p=0.70. The detector trained 
on all four lessons had an average A' of 0.80, across the four lessons, at distinguishing 
GAMED-HURT students from GAMED-NOT-HURT students. This was also not 
significantly lower than the average A' (0.79) of the models trained on single lessons, 
when tested on the training lessons, Zms = 0.12, p=0.90. Finally, the model trained on 
all four lessons had an average correlation of 0.60, across the four lessons, between 
the observed and predicted frequencies of harmful gaming, in the training lessons. 
This was again not significantly different than the average correlation (0.57) of the 
models trained on single lessons, when tested on the training lessons, Zms = 0.53, 
p=0.60. 

Table 2. Detectors trained on just one of the four lessons.  Italics denotes when detectors were, 
in aggregate, statistically significantly better than chance. Boldface denotes when detectors 
were significantly better for training lessons than transfer lessons. 

Metric Training lesson 
average  

Transfer lesson  
average  

A' (GAMED-HURT versus NON-GAMING) 0.86 0.71 
A' (GAMED-HURT versus GAMED-NOT-HURT) 0.79 0.74 
Correlation 0.57 0.22 

Table 3. Comparing a detector trained on all four lessons to detectors trained on just one of the 
four lessons, within the training lessons. All detectors were statistically significantly better than 
chance, on each metric. There were no statistically significant differences between detectors, on 
any metric. 

Metric Training on  
one lesson  

Training on  
all lessons 

A' (GAMED-HURT versus NON-GAMING) 0.86 0.85 
A' (GAMED-HURT versus GAMED-NOT-HURT) 0.79 0.80 
Correlation 0.57 0.60 
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Hence, a model trained on all four lessons is equally as effective as four models 
trained on individual lessons, within the training lessons. This indicates that it is 
possible to develop a gaming detector which is effective in multiple lessons. The 
overall pattern of results from these comparisons is shown in Table 3. 

3.4  Training a Detector on Three of Four Lessons  

The next question to consider is whether we can develop a gaming detector which is 
not just effective across multiple lessons, but which can also transfer effectively to 
lessons it was not trained on. To this end, we trained a set of detectors on three of four 
of the lessons together, and then tested each of these detectors on the fourth, left-out, 
lesson.  

We will compare these detectors’ effectiveness at transferring to two other 
conditions. The first comparison condition is how well detectors perform when 
trained on a single lesson and then tested on the same lesson. We view this level of 
performance as a reasonable “gold standard” for how well a detector can do on any 
lesson. The second comparison condition is how well detectors perform when trained 
on a single lesson and then tested on the other lessons. Our goal is to obtain 
significant and substantial improvements on this level of performance.  

The detectors trained on three lessons had an average A' of 0.84 at distinguishing 
GAMED-HURT students from non-gamers, in the training lessons, and an average A' 
of 0.80 at making the same distinction in the test lessons. The test set performance of 
detectors trained on three lessons (A’=0.80) was not significantly lower than the 
training set performance of detectors trained on one lesson (A’=0.86), Zms = 1.36, 
p=0.17. However, the test set performance of detectors trained on three lessons 
(A’=0.80) was significantly higher than the test set performance of detectors trained 
on one lesson (A’=0.71), Zms = 1.98, p=0.05. 

The detectors trained on three lessons had an average A' of 0.78 at distinguishing 
GAMED-HURT students from GAMED-NOT-HURT students, in the training 
lessons, and an average A' of 0.80 at making the same distinction in the test lessons. 
The test set performance of the detectors trained on three lessons (A’=0.80) was not 
significantly lower than the training set performance of the detectors trained on one 
lesson (A’=0.79), Zms = 0.67, p=0.50. 

The detectors trained on three lessons had an average correlation of 0.55 between 
the observed and predicted frequencies of harmful gaming, in the training lessons, and 
an average correlation of 0.41 in the test lessons. In this case, the test set performance 
of the detectors trained on three lessons (r=0.41) was marginally significantly lower 
than the training set performance of the detectors trained on one lesson (r=0.57), Zms 
= 1.74, p=0.08. However, the test set performance of detectors trained on three 
lessons (r=0.41) was still significantly higher than the test set performance of 
detectors trained on one lesson (r=0.22), Zms = 2.46, p=0.01.  

Overall, detectors trained on three lessons suffered considerably less degradation in 
performance when transferred to new lessons than detectors trained on a single lesson. 
Detectors trained on a single lesson had large and significant drops on 2 of 3 metrics 
when transferred to new lessons; the detectors trained on three lessons had much 
smaller and less significant drops in performance when transferred to new lessons. 
The overall pattern of results is shown in Table 4. 
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Table 4. Comparing detectors trained on three of the four lessons to detectors trained on just 
one of the four lessons.  All detectors were statistically significantly better than chance, on each 
metric. Grey boxes denote indicate when a detector was worse than the best detector for that 
metric (light grey=marginal significance, dark grey = significance). 

Metric Training on  
one lesson 
(training-set 
performance)  

Training on  
3 of 4 lessons
(test-set 
performance) 

Training on  
one lesson 
(test-set 
performance) 

A' (GAMED-HURT versus NON-GAMING) 0.86 0.80 0.71 

A' (GAMED-HURT versus GAMED-NOT-HURT) 0.79 0.80 0.74 

Correlation 0.57 0.41 0.22 

3.5   For a More Generalizable Detector, Should We Collect More Data or More 
Representative Data? 

In the previous section, we showed that detectors trained on multiple lessons transfer 
better than detectors trained on a single lesson. While it is tempting to conclude that 
training on multiple lessons led to the better performance, it is also possible that the 
better performance came simply from training using more data. We developed linear 
regression models to distinguish between these hypotheses, predicting each detector’s 
A’ (GAMED-HURT vs non-gaming) and correlation to observed harmful gaming, 
within each lesson it was not trained on. These models can distinguish the relative 
contribution of sample size and number of lessons, because each of the four lessons 
had a different sample size (see Table 1). In these analyses, we define sample size as 
the number of observed gaming frequencies in the training set (for which there is one 
per student, per lesson), since this was the value correlated to during training.  

A model which predicts A’ using only the sample size (A’ = α0*SampleSize) 
achieves an r2 of 0.02; a model which predicts A’ using both the sample size and the 
number of lessons used in training (A’ = α0*SampleSize + α1*Lessons) achieves an r2 
of 0.13. The model which includes the number of lessons is a significantly better 
predictor of A’, F(1,13)=8.61, p=0.01, for an extra-sum-of-squares F-test. A model 
which predicts correlation to observed harmful gaming using only the sample size (r = 
α0*SampleSize) achieves an r2 of 0.22; a model which predicts correlation to 
observed harmful gaming using both sample size and the number of lessons used in 
training (r = α0*SampleSize + α1*Lessons) achieves an r2 of 0.26. The model which 
includes the number of lessons is a marginally significantly better predictor of a 
detector’s correlation to observed harmful gaming, F(1,13)=4.19, p=0.06, for an 
extra-sum-of-squares F-test. 

These results indicate that training with more lessons improves a detector’s 
generalizability, even when we control for the size of the training set. This pattern is 
consistent, whether A’ or correlation is the measure of interest. 

4   Discussion and Conclusions 

Our results show that detectors of harmful gaming trained on single tutor lessons 
perform well in the lesson they were trained on, but considerably more poorly on 
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other lessons. However, if a detector is trained using data from multiple lessons, the 
detector is effective both within the lessons it was trained for, and on a new lesson 
that it was not trained for. We have also presented analyses which suggest that the 
improvement in transferrability arises not just from training on more data, but from 
training on a broader cross-section of data. 

The general implication is that, for developing detectors of complex student 
behaviors, it is not optimal to use data from only one segment of a larger curriculum – 
even if it is possible to obtain a very large amount of student data from that curricular 
segment. Training on just one curricular section or tutor lesson risks over-fitting to the 
specific features of that tutor lesson. By training on a larger cross-section of data from 
a curriculum, a developer can develop a behavioral detector which will generalize 
better to the rest of the entire curriculum.  

Often, it is assumed that the best way to improve a machine-learned detector is to 
collect more data. We do not question that more data can lead to better detectors; 
however, the results of our investigation suggest that if there is a choice between 
collecting more data from a single tutor lesson (or curricular section) or collecting 
data from a variety of lessons, it is preferable to collect the broader data set.  
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Abstract. Adaptive educational systems capture and represent, for each student, 
various characteristics such as knowledge and traits in an individual learner 
model. However, there are some unresolved issues in building adaptive 
educational systems that adapt to individual traits. For example it is not obvious 
what is the appropriate educational theory with which to develop instructional 
resources and model individual traits. This paper describes an experiment using 
the Multiple Intelligence (MI) based adaptive intelligent educational system, 
EDUCE, that explores how different categories of resources are used when the 
learner has complete control and when adaptive presentation strategies are 
employed.  In particular it explores how Musical/Rhythmic traits and resources 
impact on performance. Results suggest that students prefer using Musical/ 
Rhythmic resources to other types of resources, however it is not clear how this 
preference can be best employed to enhance learning performance.  

1   Introduction 

Educational research informs us “one size does not fit all”. It states that learners, 
reflecting individual traits, possess different learning characteristics, process and 
represent knowledge in different ways, prefer to use different type of resources and 
exhibit consistent observable patterns of behaviour [12].  Research also suggests that 
it is possible to diagnose a student’s learning traits and that some students learn more 
effectively when instruction is adapted to the way they learn [13].  

Within the field of technology enhanced learning, adaptive educational systems 
offer an advanced form of learning environment that attempts to meet the needs of 
different students [2]. Such systems capture and represent, for each student, various 
characteristics such as knowledge and traits in an individual learner model. 
Subsequently, using the resulting model it dynamically adapts the learning environ-
ment for each student in a manner that attempts to best support learning. Typical 
strategies that could be used to adapt the environment include adapting the 
presentation of content in order to hide information not relevant to the user’s 
knowledge and providing navigation support using annotated links that suggest the 
most relevant path to follow [5]. 

Several adaptive educational systems that adapt to different traits have been 
developed [14] [7] [15] [16]. However, building adaptive educational systems that 
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adapt to individual traits is not easy. Major research questions still outstanding 
include: what is the relevant educational theory with which to model individual traits, 
how are the relevant learning characteristics identified and in what way should the 
learning environment change for users with different learning characteristics [1]? For 
example it is not obvious what is the appropriate educational theory with which to 
develop instructional resources and model individual traits. 

This paper describes an experiment that explores one of these challenges, namely 
what is the appropriate educational theory with which to develop instructional 
resources. Specifically, it describes an experiment using the Multiple Intelligence 
(MI) based adaptive intelligent educational system, EDUCE [8] [9] [5], that explores 
how different categories of resources, and in particular musical resources, are used 
when the learner has complete control and when adaptive presentation strategies are 
employed.   

EDUCE uses Gardner’s theory of Multiple Intelligences (MI) as the basis for 
dynamically modelling learning characteristics and for designing instructional 
material [7]. The theory of Multiple Intelligences reflects an effort to rethink the 
theory of measurable intelligence embodied in intelligence testing.  It is also a rich 
concept that offers a framework and a language for developing adaptive educational 
systems that supports creative, multimodal teaching [11]. In the past 20 years since its 
inception, its use in the classroom has been significant [3] but, surprisingly, its 
application to online learning and adaptive educational systems is still in the early 
stages of research [8]. 

This paper describes the results of an empirical study that explores how different 
categories of resources are used and the impact on learning performance when the 
learner has complete control over the learning environment and when different 
adaptive matching and mismatching presentation strategies are used. In particular it 
explores how Musical/Rhythmic traits and resources impact on performance. Results 
suggest that students prefer using Musical/Rhythmic resources to other types of 
resources, however it is not clear how this preference can be best employed to 
enhance learning performance. 

2   EDUCE  

In EDUCE, a student model of learning characteristics is created using the MI theory. 
The theory identifies eight intelligences that are involved in solving problems, in 
producing material such as compositions, music or poetry and other educational 
activities. In contrast to learning styles, intelligences refer to abilities in what one can 
do such as execute skills or strategies, whereas styles refer to preferences in the use of 
abilities.  Moreover, an intelligence is usually limited to a particular domain of 
content, such as verbal ability, whereas style cuts across domains of ability. Currently 
EDUCE uses the four intelligences in modelling the student:  

• Logical/Mathematical intelligence (LM) - This consists of the ability to detect 
patterns, reason deductively and think logically. 

• Verbal/Linguistic intelligence (VL) - This involves having a mastery of the 
language and includes the ability to manipulate language to express oneself. 
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• Visual/Spatial intelligence (VS) - This is the ability to manipulate and create 
mental images in order to solve problems. 

• Musical/Rhythmic intelligence (MR) - This encompasses the capability to 
recognise and compose musical pitches, tones and rhythms. 

The three intelligences, LM, VL and VS were chosen as they reflect the abilities 
that are historically designated as intelligences. The musical/rhythmic intelligence 
was chosen because it is not considered as an intelligence that can be used to deliver 
and inform the design of content yet the emotive power of music is widely 
acknowledged [4]. 

EDUCE builds a dynamic model of the student’s MI profile by observing, 
analysing and recording the student’s choice of MI differentiated material. Other 
information also stored in the student model includes the navigation history, the time 
spent on each learning unit, answers to interactive questions and feedback given by 
the student on navigation choices.   

EDUCE holds a number of tutorials designed with help of subject matter experts. 
Each tutorial contains a set of content explaining a particular subject area.  For the 
experiment described in this paper, Science is the subject matter and the content is 
developed for the 13-15 age group. A tutorial consists of learning units that explain a 
particular concept.  In each unit there are four different sets of learning resources, 
each based predominantly on one of the intelligences.  The different resources explain 
a topic from a different angle or display the same information in a different way.  

Different instructional design strategies and techniques were used to create the 
content [9]. For example, verbal/linguistic content is developed using explanations, 
descriptions, highlighted keywords, term definitions and audio recordings. Logical/ 
mathematical content is developed using number, pattern recognition, relationships, 
questioning and exploration. Visual/spatial content is developed using photographs, 
pictures, visual organisers and colour. Musical/rhythmic content is developed using 
musical metaphors, raps and rhythms. 

In more detail, musical/rhythmic content can be developed using music tuning, 
content illustration, musical metaphor and sounds. Music tuning involves the use of 
background music, mood setting music, sound breaks and jingles to relax, invigorate 
and focus attention. Content illustration employs the use of songs, raps, chants and 
lyrics to convey information and content (Fig. 1). Musical metaphors convey concepts 
through the use of tones, notes, rhythms and clapping. Instrumental, environmental 
and nature sounds can be used to musically augment concept and ideas. 

All resources developed were validated and identified as compatible with the 
principles of MI theory by expert practitioners. 

Each learning unit consists of several distinct stages. The first stage aims to attract 
the learner’s attention, the second stage provides a set of different MI resources, the 
third stage re-enforces the key message in the lesson and the final stage presents 
interactive questions on the topic. After accessing the second stage, students may 
repeatedly go back and use the same or different MI resource. The presentation 
strategy controls the movement from the first to the second stage. Different strategies 
guide students to resources they like to use and do not like to use. In this process, 
different versions of EDUCE can be used. One version of EDUCE uses the static MI 
profile to identify the learning preference, another version uses the dynamically 
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generated student model. The dynamic student model is generated from a set of 
navigational and temporal features that act as behavioural indicators of the student’s 
learning characteristics. EDUCE’s predictive engine [8], with these features as input 
and the Naïve Bayes algorithm as its inference engine, dynamically detects patterns in 
the learning behaviour and determines the learner’s preferences. 

 

Fig. 1. Rap illustrating the use of Musical/Rhythmic Intelligence 

3   Experimental Design 

Using EDUCE, an experiment was designed to explore how different categories of 
resources are used when the learner has complete control and when adaptive 
presentation strategies are employed.  In relation to adaptive control, the experiment 
also investigated the effect of matching/mismatching student preferences to learning 
resources. In particular the experiment explores how the use of Musical/Rhythmic 
resources compares to the use of other resources and how it impacts on learning 
performance.  

In order to investigate the issues of adaptivity versus learner control and adaptive 
matching versus adaptive mismatching, two independent variables are defined: level 
of choice and presentation strategy. When looking at the definitions of these variables 
it is useful to remember that within each learning unit there are four multiple MI 
based learning resources for the student to use. 

The independent variable level of choice provides for two different levels of choice 
and adaptivity. These are:   

• Free – student has the choice to view any resource in any order. No adaptive 
presentation decisions are made as the learner has complete control. 

• Adaptive Dynamic – the student is first given one resource but has the option to go 
back and view alternative resources. The resource first given to the student is 
determined by using the dynamic MI profile that is continuously updated based on 
the student’s behaviour. The predictive engine within EDUCE identifies the most 
preferred and least preferred resource from the online student computer interaction. 
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Two different versions of EDUCE correspond to the two different levels of choice. 
The dynamic version can be considered as an adaptive system as the system takes the 
initiative in deciding which resource to present. 

The independent variable presentation strategy encompasses two main strategies 
for adaptively delivering material. These strategies are:  

• Most preferred: - showing resources the student prefers to use or matching re-
sources with preferences 

• Least preferred:  - showing resources the student least prefers to use or mis-
matching resources with preferences. 

The different presentation strategies are only used in the adaptive dynamic version 
of EDUCE. Here the dynamically generated MI profile determines which resource is 
shown first to the student.  

The dependent variable learning performance is defined by the post-test score. 
Each student sits the post-test after the tutorial. The post-test consist of the 10 multi-
choice questions, where are mostly factual. These same questions also appear 
throughout the tutorial.  

Table 1. Variables used and their values 

Variable Value 

Presentation Strategy Least Preferred, Most Preferred 

Choice Level Free, Adaptive Dynamic 

Students have been randomly assigned to one of the two groups defined by the 
levels of choice. Students assigned to the free group experience the same learning 
environment during both tutorials.  Students assigned to the adaptive dynamic version 
experience both presentation strategies of least preferred and most preferred. To 
ensure order effects are balanced out, students are also assigned to systematically 
varying sequence of conditions. The design of the experiment can be described as a 
mixed between/within subject design with counterbalance. 

For each student the experiment will consist of 4 sessions of approximately 25 
minutes. the sessions are conducted over three or four days. In Session-1, students are 
introduced to the MI concept. In Session-2, students explore one tutorial on 
electricity. Before the session, the students are given a 2 minute induction on how to 
navigate through EDUCE. The session is followed by a post-test. Session-3 repeats 
the same format as Session-2, except that the student explores a different tutorial. 
Session-2 and Session-3 are conducted on different days. During Session-2 and 
Session-3, the groups using the adaptive versions receive the most preferred and least 
preferred presentation strategies on different days. In Session-4 students are asked to 
reflect on their experiences and their MI profile. This session was recorded by video 
camera or audio tape. 
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4   Results 

70 boys and girls participated in the study. The ages ranged from 12 to 17, with an 
average age of 14. The students were randomly assigned to one of the two versions. 
39 students (18 boys and 21 girls) were assigned to the free version and 31 students 
(15 boys and 16 girls) were assigned to the dynamic version. The students were 
participating in a “Discovering University” programme being run in the author’s place 
of work. The objective of the programme was to give students the experience of third 
level education and to encourage them to continue education in university. The 
students attending this programme would primarily be from areas designated as 
disadvantaged in terms of the number of students who participate in third level 
education. The study itself was conducted in the computer laboratories in the college 
and took place within the ‘Computer’ sessions on the Discovering University 
programme. No reward incentives were provided to the students who participated. 
The following two sections examine how, for the free and adaptive group, the use of 
different types of resources influence learning performance. In addition, qualitative 
feedback from students is analysed to determine preferences for different categories 
of resources. 

Free Group 
To answer the question on how particular types of resources have greater influence on 
learning performance, analysis was conducted on the resources used by students in the 
free group. Only students in the free group were used because with the adaptive 
dynamic group, the adaptive presentation strategy was a factor in the choice of 
resources.  

Table 2 displays the statistics for how much each resource category was used, 
aggregated over all students. As illustrated MR resources are very popular, with on 
average each student using 58 % of MR resources available, 24 % of VS resources, 19 
% of LM resources and only 14 % of VL resources. MR resources, it appears are very 
attractive to students and indicates the power of music to stimulate students. However 
further examination is needed to determine how this preference influences learning 
performance.  

Table 2. Resources used by students in the Free group 

Resource Used N % Used Std. Dev. 

VL 39 14.1 16.9 

LM 39 18.7 25.0 

VS 39 23.9 22.4 

MR 39 57.8 32.7 

To analyse the influence of the most used resource (MR) and least used resource 
(VL), for each student the amount of each resource type used (VLUse, MRUse) was 
calculated by getting the average over the two tutorial sittings.  
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First, using the MRUse variable, students were divided up into three groups 
determined by how much they used the MR resource type: high, medium and low. A 
one-way ANOVA was conducted to explore the impact of MRUse on the average 
post-test score.  The results were statistically significant: F (2, 36) =.4974, p=.012. 
Post-hoc comparisons using the Tukey HSD test indicated that the mean score for the 
low use MR group (M=64.6, SD=6.91) was significantly different from the medium 
(M=45.77, SD=19.0) and high use MR group (M=47.08, SD=20.47). The results 
suggest that students who did not just use the MR resource to the exclusion of all 
others had the greater learning performance. 

A similar analysis was performed on the VLUse variable. Students were again 
divided into three groups determined by how much the VL resource type was used: 
high, medium and low. A one-way ANOVA was conducted to explore the impact of 
VL use on the average post-test score.  The results were statistically significant: F (2, 
36) =3.56, p=.039. Post-hoc comparisons using the Tukey HSD test indicated that the 
mean score for the high use VL group (M=63.8, SD=13.67) was significantly 
different from the low use VL group (M=46.92, SD=18.66). The results suggest that 
students who used the VL resource a lot had the greater learning performance. 

Summarising the results above, it seems that for this group of students, high use of 
the VL resource type and low use of the MR resource type result in greater learning 
performance. It is significant to note the popularity of the MR resources and a 
promising research challenge is to identify how the motivating power of MR can be 
used to enhance learning performance.  

Adaptive Group 
The results for the free group suggest that adaptive strategies should guide students 
away from MR to VL and other resources. To evaluate this hypothesis, the resources 
used by the adaptive group are analysed. The resources used with the most and least 
preferred strategy are analysed separately. 

First, analysis was conducted on the use of resources when the most preferred 
presentation strategy was used.  Examining the relationships between the use of 
different resource categories, it was discovered that the only significant correlation 
was between the use of LM and MR resources [r=-.393, n=31, p=.029]. This result 
suggests that high use of MR resources is correlated with low use of LM resources, 
which also agrees with the results for the free group.  

The relationship between the use of the different resources and the post-test score 
was next analysed. No significant correlations were found between the use of VL or 
MR resources and post-test scores. Indeed the only correlation that approached 
significance was the relationship between the use of VL resources and post-test score 
[r=-.343, n=31, p=.059] and in this case it was a negative correlation. This result 
surprisingly suggests that high use of VL resources result in a low post-test score, a 
direct contradiction to what was reported in the free group. One reason for this could 
be that VL resources were not initially presented as it was not the preferred resource 
for the majority of students and subsequently students did not bother to use them. No 
significant correlations were found between the use of resources and relative gain. 

Second, analysis was conducted on the use of resources when the least preferred 
presentation strategy was used. Significant correlations were found between the use of 
VL and LM resources [r=.487, n=31, p=.005] and VL and VS resources [r=.404, 
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n=31, p=.024]. This suggests that high use of VL resources is correlated with high use 
of LM and VS resources, which supports the results for the free group.  

When examining the relationship between the use of resources and post-test scores, 
no significant correlations were found. However, the positive correlations between the 
use of VL, LM or VS resources and post-test scores approached significance: for VL 
[r=.318, n=31, p=.082], for LM [r=.32, n=31, p=.08] and for VS [r=.348, n=31, 
p=.055]. The correlation between use of MR resources and post-test score was very 
weak [r=.002, n=31, p=.992]. The results suggest that high use of VL, LM or VS 
resources are related to high post-test scores. No significant correlations were found 
between use of resources and relative gain. 

Table 3. Correlations for least and most preferred strategies 

 Significant Correlations Amount 

Use of LM and MR r=-.393, n=31, p=.029 Most Preferred 
Strategy Use of VL and Post-Test r=-.343, n=31, p=.059 

   

Use of VL and LM r=.487, n=31, p=.005 

Use of VL and VS r=.404, n=31, p=.024 

Use of VL and Post-Test r=.318, n=31, p=.082 

Use of LM and Post-Test r=.32, n=31, p=.08 

Least Preferred 
Strategy 

Use of VS and Post-test r=.348, n=31, p=.055 

The results are summarised together in Table 3. With the least preferred strategy, 
high use of VL, LM and VS resources is related to high post-test scores. With the 
most preferred strategy, low use of VL resources is related to high post-test scores. 
With the least preferred strategy, the use of VL, LM and VS resources are related to 
each other and with the most preferred strategy, high use of MR resources is 
correlated with low use of LM resources.  

Returning to the original hypothesis that the best adaptive presentation strategy is 
to guide students away from MR to VL and other resources, the results from the least 
preferred sitting are in agreement. These results suggest that the use of VL, LM and 
VS resources can result in higher learning performance. In contrast, it was found that 
with the most preferred strategy low use of VL resources is correlated with high post-
test scores. It appears that students, when given options, did not choose the VL 
resource type and were able to learn from other resources. Concerning the use of MR 
resources, nothing definitive can be said as no significant correlations with post-test 
score were discovered.  

Examining the results for the free and adaptive group together, there are indications 
that students who prefer to work with VL resources achieve higher post-test scores  
(except for the adaptive group with the most preferred strategy) but this could be 
related to the verbal mode of assessment based on written multi-choice questions. No 
indications could be found about how the use of different resources is related to 
relative gain. It is clear that MR resources are extremely popular. MR resources seem 
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to captivate students, maybe because of the novelty effect or because music conveys 
an emotional power that normal text does not. Further research is required to 
understand how the power of music can be tapped into for education purposes and 
how music can be best employed to enhance learning performance. 

5   Conclusions 

This paper has presented an experiment conducted primarily to determine if the use of 
particular categories of MI resources, and in particular Musical/Rhythmic, influenced 
learning performance. Hence, an experiment was designed to compare performance 
and the use of resources between students who have complete learner control over the 
learning environment and students who use an adaptive system that matches and 
mismatches resources with preferences.  

The results for the free learner control group reveal that MR resources are 
extremely popular with VL resources being the least popular. However on conducting 
analysis, it was found that high use of the VL resource type and low use of the MR 
resource type resulted in greater learning performance. In addition no relationship was 
discovered between the use of resources and the relative gain.  

These results suggest that adaptive strategies should guide students away from MR 
to VL and other resources. Analysis of the adaptive dynamic group did indicate that 
the use of VL, LM and VS resources could result in higher post-test scores. However, 
concerning the use of MR resources, no significant correlations with post-test score 
were discovered and no conclusions could be drawn.  

Taken together, the results suggests that students do have different strengths and 
preferences and the challenge is to find out best to adapt to this diversity. It suggests 
that a wide approach to learning is necessary so that all students can find something 
attractive and beneficial. In particular, a promising research challenge is to identify 
how the motivating power of music can be used to enhance learning performance. 
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Abstract. This paper introduces a domain-independent open learner model with 
multiple simple views on individual learner model data. Learners can also com-
pare their knowledge level to their peer group, and to instructor expectations for 
different stages of their course. The aim is to help learners identify their knowl-
edge, difficulties and misconceptions; prompt reflection on their knowledge and 
learning; and facilitate planning. We present a study of OLMlets in 4 university 
courses, with 114 users making over 20000 learner model inspections.  

1   Introduction 

There is an increasing trend towards opening the learner model of intelligent tutoring 
systems (ITS) to the learner that the model represents. The views of such 'open learner 
models' (OLM) may be simple overviews of knowledge level, or more detailed repre-
sentations of knowledge, concepts, interrelationships between concepts, misconcep-
tions, etc. In this paper we are concerned with students' use of simple learner model 
presentations that can be easily deployed into a range of courses. 

Most simple open learner models are in the form of a skill meter, e.g. [1,2,3,4,5]. 
However, as yet there has been no investigation into whether learners find this the 
most useful presentation of simple-format learner model information. Students have 
clear individual preferences when multiple detailed views are available, but with none 
of the views standing out as most useful for most students, or generally less useful [6]. 
Given that skill meters are now becoming more common, it is important to investigate 
the use of multiple views of simple learner model presentations, to find out whether 
differences in learner preferences also exist with a simple open learner model, and 
hence whether the more widespread use of skill meters over other formats, is justified.  

This paper introduces OLMlets (small OLMs - as in piglets or rootlets). OLMlets 
can be used in a range of courses for which multiple choice questions are appropriate. 
It is necessarily simple in order to encourage instructors to input the multiple choice 
questions required, and deploy the system in their courses. As a simple OLM, it is not 
currently part of an ITS, although the OLMlets approach could be harnessed for use in 
full systems. The aim of using OLMlets independently of an ITS is to prompt students 
to reflect on their knowledge (including lack of knowledge and misconceptions), 
facilitate planning of future learning episodes, and encourage learners to take greater 
responsibility for their learning. It has also been suggested that learners might like to 
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compare their knowledge to that of their peers, or to the expectations of the instructor 
for the current stage of their course [7]. OLMlets also has such comparison views. 

This paper presents a study of the OLMlets logs with 114 users in 4 university 
courses. 13113 questions were answered; 17000 (exactly) inspections of the individ-
ual views of knowledge level were made; 520 additional inspections of misconception 
descriptions; 1637 inspections of the peer comparison view; and 1296 inspections of 
the instructor expectations view - a total of over 20000 model inspections. 

2   A Domain-Independent Simple Open Learner Model 

OLMlets has an interface through which instructors can enter multiple choice ques-
tions and responses; indicate which answer is correct; define misconceptions and 
assign these to incorrect answers; and indicate which responses are incorrect (but 
where no associated misconceptions are identified). Images, superscript/subscript and 
limited special characters (e.g. Ω,Π) may be used. Thus OLMlets is suitable for many 
courses for which multiple choice questions are suitable. Instructors may also define 
expected knowledge levels for each topic, at different stages of the course. 

Based on a student's answers to the questions, OLMlets constructs a model of the 
learner's knowledge level of each topic - represented by a number between 0 and 1, 
with 1 representing probable mastery and 0 indicating no knowledge. Misconceptions 
are identified by comparing user input to a misconceptions library for a course (cre-
ated when an instructor defines misconceptions). The probability of a misconception 
being held is also represented by a number between 0 and 1, with 1 indicating high 
probability that the learner holds the misconception. The last five attempts at ques-
tions for each topic contribute to the learner model of an individual, with successively 
heavier weighting on the most recent of those five attempts. An 'unsure' option is 
automatically included with the response choices created by an instructor, in order 
that a learner is not forced to guess if they do not know the answer, thus avoiding 
knowledge or misconceptions being represented in the model based on guessing.  

Because OLMlets is domain-independent, relying on instructors to input questions 
and building the learner model as defined according to instructor input, the learner 
modelling is not complex. There is no domain model for the differing content of the 
various courses. The views of the learner model for an individual are therefore simple. 
There are five views, as shown in Figure 1: skill meter (the most common form of 
simple OLM); graph (the bars from the skill meter located over, or to one side of a 
'neutral' axis to help visualisation of positive and negative data); boxes (coloured to 
indicate knowledge level); table (knowledge level ranked according to proficiency); 
text (a summary of knowledge in the order topics were sequenced by the instructor).  

The large image shows the skill meter view in the full window. The smaller images 
show the other forms for comparison. The learner may change view by clicking on the 
links at the top of the page. Clicking on the misconceptions link next to a topic results 
in a textual description of the misconception being displayed at that location. Clicking 
on the compare link provides a comparison of the user's own knowledge for a topic, to 
that of the other users in their course, as shown in Figure 2. The star indicates the 
learner's own knowledge level for the topic, for ease of comparison against the rest of 
the group. Clicking on the numbers below the view links in Figure 1 (for week, day or 
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lecture number - method selected by the instructor), displays the learner's knowledge 
level against the expectations for that stage of the course, as shown in Figure 3 for the 
skill meters and text views. Thus the learner can compare their current knowledge to 
the current expectations, and to expectations for previous or future stages of the 
course. This is useful, for example, if they are behind: the student may wish to try to 
'catch up', and viewing expectations for different points of a course may help them to 
set realistic goals not only according to the current expectations, but also taking into 
account their position with respect to the expectations at different stages of learning. 

 
skill meters 

 

     
graph                                                                    table 

 

 
boxes 

 

 
text 

 

Fig. 1. The individual learner model views 



 20000 Inspections of a Domain-Independent Open Learner Model  425 

 

 

Fig. 2. Comparison to peers 

 

          
 

Fig. 3. Comparison to instructor expectations (skill meters and text views) 

3   Use of the Individual and Comparison Leaner Model Views  

While OLMlets could be incorporated into an ITS, it is currently deployed independ-
ently of a full system, alongside a range of courses. We present an overview of use in 
the first 4 courses in which OLMlets was deployed - the courses in which the teaching 
(but not necessarily the assessment) was completed at the time of the study.  

3.1   Participants, Materials and Methods 

Participants were 114 students in Electronic, Electrical and Computer Engineering at 
the University of Birmingham, using OLMlets in one of 4 courses as in Table 1. 

Table 1. Courses in which OLMlets was used 

Year Course Taking Course Used OLMlets 
1 Circuit Analysis 70 28     (40%) 
1 Communication, IT & Lab Skills 108 47     (44%) 
3 Interactive Learning Environments 29 29 (100%) 
4/MSc/MRes User Modelling 10 10   (100%) 

Electronic, Electrical and Computer Engineering has 3 year BEng, 4 year MEng, 
and MSc/MRes degrees in subjects such as Electronic and Electrical Engineering, 
Communications Systems Engineering, Computer Systems Engineering, Computer 
Interactive Systems; and combinations with Computer Science, Languages, and Busi-
ness Management. The 1st year Communication, IT & Lab Skills had students from 
the range of degrees as it is compulsory for all. The 1st year Circuit Analysis had stu-
dents from the more traditional engineering degrees. The 3rd year Interactive Learning 
Environments had mainly students from the Computer Interactive Systems degree 
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(which has a stronger focus on human factors and psychology in computing), but 
included some taking the Computer Systems Engineering degree, who chose it op-
tionally. Students taking 4th year/MSc/MRes User Modelling were from a range of 
degrees.  

The two 1st year courses introduced the OLMlets URL in a lecture, but had no fur-
ther support. Those participating were therefore self-selecting. However, their data is 
still valid as we do not wish to argue that OLMlets should necessarily be used by 
everyone, if they have alternative successful learning strategies. Furthermore, the 
level of uptake (40% & 44%) is not especially low when considering that use was 
optional, and students had to familiarise themselves with OLMlets without support. 
There was no upcoming assessment for Circuit Analysis at the time of the study, thus 
students had no immediate assessment goal. The Communication, IT & Lab Skills 
course introduced OLMlets shortly before a multiple choice test was administered, the 
question types in OLMlets and the test being similar. The test contributed 25% to the 
final course mark. There may have been students who did not know about OLMlets in 
that course, as on the day that the URL was given out, there were only about 60 in 
attendance. Thus the percentage may be underestimating uptake from amongst those 
who knew about OLMlets. The 3rd year Interactive Learning Environments course 
introduced OLMlets in a lab at the start of the course, several weeks before the learner 
model of each student was assessed, the learner model counting for 10% of the course 
mark. The 4th year/MSc/MRes User Modelling also introduced OLMlets in a lab, a 
month before assessed reports were due, which comprised 100% of the assessment. 
The form of assessment (written report) was quite different from the OLMlets ques-
tions, though the questions addressed issues relating to the report requirements.  
Because these two courses introduced OLMlets in a lab, there was 100% uptake. 

All groups had access to the five individual learner model views, and the group 
comparison - automatically generated based on all models. Expected knowledge was 
set in all courses. Misconceptions libraries were identified for 1st year Circuit Analy-
sis and 3rd year Interactive Learning Environments. Students were not advised how to 
use OLMlets. Only in the 3rd year course did use contribute directly to assessment. 
Questionnaires were completed by the 3rd years at the end of the course. The analysis 
below is taken mostly from the system logs for all courses, but with some reference to 
the questionnaires. Questions required answers on a 5 point scale (strongly agree, 
agree, neutral, disagree, strongly disagree); and solicited open-ended comments. 

3.2   Results 

13113 questions were answered. 20523 learner model inspections were made. 1241 
questions were answered in 1st year Circuit Analysis (average 44); 2051 in 1st year 
Communication, IT & Lab Skills (average 44); 9340 in 3rd year Interactive Learning 
Environments (average 322); 481 in 4th year/MSc/MRes User Modelling (average 48). 
Table 2 gives the breakdown for viewing the individual model views, which com-
prised 17000 of the model inspections. The final columns show the mean, median and 
range of inspections of individual views. The skill meter was the most frequently used 
by all groups. Apart from 3rd year Interactive Learning Environments, there was also 
usage, albeit at a lower level, of the graph view. There was occasional use of the other 
views (though these need to be accessed at least once before users can decide whether 
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they are helpful). In the courses where the learner models were not assessed, the mean 
viewings per student was similar, at 31, 33 & 37, though the ranges were more varied. 
The median number of viewings was 16-28. The generally higher number of model 
inspections was in the more senior course, which had students with an interest in user 
modelling. In the course in which the learner models were assessed, the mean number 
of model inspections was much higher, at 491. Here the number of viewings ranged 
from 16 to 1112. However, only 3 learners made fewer than 100 inspections of their 
model, and only 5 made fewer than 200. The median was high, at 517. In this course 
more viewings were made of the learner model, than questions answered. 

Table 2. Use of the individual model views 

Course Skill M Graph Boxes Table Text 
Mean:

all views
Median: 
all views 

Range: 
all views 

1 
Circuit 

534 
59% 

142 
16% 

92 
10% 

81 
9% 

62 
7% 

33 16 0 - 273 

1 
IT/Lab 

997 
68% 

197 
13% 

90 
6% 

98 
7% 

95 
6% 

31 24 0 - 143 

3 ILE 
12110 
85% 

694 
5% 

590 
4% 

485 
3% 

357 
3% 

491 517 16 - 1112 

4 UM 
208 
55% 

63 
17% 

40 
11% 

37 
10% 

28 
7% 

37 28 14 - 82 

45 of the 114 students used 1 view mainly, 44 of whom using the skill meter. 1 
used mainly the boxes (usage defined by a view being selected at least 10% of times 
the individual model was accessed). 16 used 2 views, the most common combination 
being skill meter and graph, with 11; then other combinations, 2 of which did not 
include the skill meter, and 3 of which did not include the graph. All combinations 
included at least one of these views. 13 students used 3 views, each combination in-
cluding the skill meter, with the second most frequent being the graph (9). 20 students 
used 4 views, with 2 not using the skill meter and 3 not using the graph; and 13 used 
all 5 views. Only 15 users did not use the skill meter as their most frequent view, and 
72 were using the skill meter for over 50% of viewings of their individual model. 
Only the graph and boxes also had users accessing them at least 50% of the time, with 
4 and 3 users respectively. 7 students did not access their individual learner model. 

The most common strategy was to observe the model update after each question 
had been answered, with 5056 such occurrences, representing 30% of model view-
ings. 14 (12%) of the 114 users usually checked their model after each question, 11 of 
these in the 3rd year course in which the learner model was assessed. These users had 
attempted varying numbers of questions, the highest being a learner who attempted 
626, where the model was checked after a single question had been answered on 449 
occasions. 11 (10%) were checking their model on average after 10 or more ques-
tions, with the highest average being 16 (3 of these were from the 3rd year course). 
The remainder checked their model after answering 2-9 questions. The average for 1st 
year Circuit Analysis was 6.6; 1st year Communication, IT & Lab Skills, 4.5; 3rd year 
Interactive Learning Environments, 3.2; 4th year/MSc/MRes User Modelling, 7.8.  
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Misconception descriptions can be accessed in all views. Once opened, they re-
main visible until the user hides them. Thus there may be more occasions on which 
learners paid attention to misconceptions, than shown in the logs. Table 3 shows the 
number of times students opened a misconception in the courses in which misconcep-
tions were modelled, and the mean, median and range. This includes only students 
who had misconceptions. Viewing misconceptions was higher in the 3rd year course. 
Only 1 student had no misconceptions. There was no clustering of viewing, with a 
spread over the range of 3-54 viewings - but with fewer at the higher end. In the 1st 
year course, 12 users had no misconceptions. Of the remainder, half viewed miscon-
ception descriptions once or twice, with most of the rest viewing fewer than 8 times.  

Table 3. Inspection of misconception descriptions 

Course Misconceptions  Mean Median Range 
1  Circuit Analysis 79 5 8.5 1 - 27 
3  ILE 441 16 12.5 3 - 54 

 

Table 4. Use of the peer comparison view 

Course Peer View Mean Median Range 
1  Circuit Analysis 217 8 5 0 - 68 
1  IT/Lab Skills 326 7 5 0 - 34 
3  ILE 1011 35 25 2 - 144 
4  User Modelling 83 8 4 2 - 40 

 

Table 5. Use of the instructor expectations comparison view 

Course Expect.  View Mean Median Range 
1  Circuit Analysis 169 6 2 0 - 22 
1  IT/Lab Skills 178 4 0 0 - 24 
3  ILE 841 29 24 1 - 63 
4  User Modelling 108 11 13 1 - 23 

Table 4 shows use of the peer comparison view. There were 1637 inspections of 
the peer comparison. Some students were not interested in comparing their knowledge 
to that of others, with 19 of the 114 students not accessing this view. However, most 
accessed it several times - with means of 7 and 8; and medians of 4 and 5 for the 
courses in which the learner model was not assessed. In the course in which the 
learner model was assessed, students compared their knowledge to others' more often. 

Table 5 gives the usage of the instructor expectations view. As with the misconcep-
tions, the expectations comparison remains visible until the learner closes it. There-
fore the logs may underestimate the attention users paid to this information. 1296 
inspections were made. Most of these were in the 3rd year course where the learner 
model was assessed, although it was only the final model that contributed to the mark 
(i.e. assessment was not made at various points in the term to coincide with  
what students were expected to know). In the 1st year courses, inspections of the  
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comparison to expectations were made occasionally, though 38 students were not 
interested in this information. In the Communication, IT & Lab Skills course, OLM-
lets was not introduced until shortly before the end of the teaching period (and so 
students had little opportunity to make use of this view). In the 4th year/MSc/MRes 
course, interest was higher, with 6 students making 12 or more inspections, but 4 
making 5 or fewer. 

The 3rd year group filled in a questionnaire at the end of the course. This was the 
only group that had completed all teaching and assessment at the time of the study. 23 
questionnaires were returned, a 79% return rate. This paper has focussed on the logs 
rather than questionnaires. However, to demonstrate students' perceptions of the util-
ity of OLMlets, and differences in preferences between individuals, we provide the 
results of 3 of the questions and excerpts from students' open-ended comments: 

  

1. 22 students agreed or strongly agreed that using one or more of the individual 
views was useful in helping them identify their knowledge/difficulties; 1 user gave 
a neutral response. 

2. 18 learners agreed or strongly agreed that the comparison to instructor expecta-
tions was useful; 5 gave a neutral response. 

3. 20 students agreed or strongly agreed that the peer comparison view was useful; 2 
gave a neutral response; and 1 disagreed. 

 
• The graph view was less useful. The reason was because by having the grey and 

red areas separate it was difficult to see how much of the topic I had good knowl-
edge of. In the skill meter view I could tell more easily as the 3 areas were all part 
of the same rectangle. 

• The graph view is very much similar to the skill meter. They only differ as the 
graph has an axis. I found this view easier to interpret as there are results on both 
sides of the y axis. 

• The only problem with the skill meters was that it was difficult to know what 
knowledge level I was in. This meant having to use other views such as the table 
for this information. 

• I only used the table view towards the end when trying to get all my topics into 
very high. 

• The boxes view was useful to me, as it gave me a graphical view of my progress 
as well as a textual description. This gave me much more information than the 
graph view on its own and a clearer description of how I was progressing than the 
skill meter. However, I did not find the boxes method useful for comparing my 
progress to what the lecturer wanted. 

• [The boxes view] provides quite an easy way to compare current knowledge level 
to the expected ones, because it only contains a single colour tone rather than hav-
ing to compare the proportion of good knowledge. 

• The ability of checking my own progress against the rest of the students gave me a 
great deal of motivation, as I could actively view my rise in learning. Being quite 
competitive in nature this aid gave me a greater incentive to achieve.  

• I found it reassuring to compare my results and see all students were struggling on 
a topic, also on the flip side it made me work harder on subjects in which I was 
below the average. 
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• Although I did prefer the skill meter view, the other views being available when I 
wanted them was of great use, as when I wanted to show my peers my model they 
could choose their favourite view to aid their understanding of my model. 

• I did not think comparing my knowledge against what the lecturer expected me to 
know and to the knowledge of the rest of the group was helpful. When my knowl-
edge of a topic was low, I felt low in confidence. 

3.3   Discussion 

Over 13000 questions were answered and over 20000 learner model inspections were 
made. It is perhaps not surprising that students viewed their learner model frequently 
in OLMlets, as it was the only feedback available. However, it was not expected that 
learners would make more model inspections than they answered questions, as oc-
curred in the 3rd year course. In that course students were sensitive to the contents of 
their learner model, as it was assessed. Nevertheless, even in the other courses stu-
dents were keen to see their learner model updating after only a few questions, as 
illustrated by the logs showing that only 11 of the 114 users answered 10 or more 
questions on average, before viewing their model. Most were viewing it more fre-
quently, with the highest frequency (apart from the 3rd year course) being the course 
in which there was an upcoming test. Not surprisingly students felt motivated to per-
form self-evaluation that could lead to a higher result in the test. As stated above, 
learner model inspection was likely to be because students would otherwise have had 
no indication of their progress. The key question is, then, was inspection of the learner 
model made only because students would otherwise not receive feedback - i.e. is it 
simply that some information is better than no information? The questionnaire re-
sponses from the 3rd years suggest that students were indeed finding the learner model 
useful - both for viewing one or more of the individual views, and the comparisons. 
While in that course students were required to use OLMlets, use in the other courses - 
particularly the two 1st year courses where the URL was simply given out in a lecture, 
and the students had no particular interest in user/learner modelling - suggest that 
OLMlets was considered a helpful support alongside a lecture course. It would be 
interesting to see how use would compare if OLMlets was incorporated into an ITS. 

Of the individual model views, the skill meter was the most commonly used, with 
most having it as their preferred view. Although the skill meter is the first in the series 
of links, and so more likely to be selected first, there was sufficient use of OLMlets 
that students tried all views. None is presented as a default, and so users have to make 
a choice about how to access their model. Skill meter usage provides hitherto lacking 
justification for the incorporation of skill meters ITSs or hypermedia systems that use 
this simple OLM format. Nevertheless, the graph was also used in combination with 
other views by 52 students, and 58 of those who used the skill meter were also using 
other views. Not all users had the skill meter as their first preference. Furthermore, 
questionnaire comments revealed that some students used different views for different 
purposes (e.g. to focus on their own knowledge and for comparison to the expecta-
tions; for a quick overview and to gauge knowledge level more precisely later). It is 
therefore suggested that, while it seems skill meters are a good choice for a simple 
OLM, additional views could be considered when designing the views of the OLM. 
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For the 2 courses in which misconceptions were defined, many students did view 
the misconception descriptions. In the 3rd year course where the learner model was 
assessed, the misconception inspections were higher as students had extrinsic motiva-
tion to ensure that their learner model was as good as they could get it. In 1st year 
Circuit Analysis, the mean and median viewings of misconceptions were 5 and 8.5 
respectively (range 1-27). It should be noted that misconceptions remain visible once 
opened, until the learner hides them. Thus the actual attention paid to misconceptions 
may be higher than the logs suggest. Although not necessarily useful to all learners, it 
seems likely that there are sufficient who will use this information if it is available. 

While some learners did not make use of the peer comparison view, most made 
several comparisons. Higher use was in the course that assessed the learner model. It 
is not clear whether this is higher simply because students used OLMlets more fre-
quently, and so made the comparison more frequently, or whether they were really 
concerned about obtaining an equal or higher mark than the rest of the group. It would 
be interesting to pursue this question further. Several of the open-ended questionnaire 
comments certainly suggested that some students were motivated by being able to see 
their position in the group, and the fixed-response questions also suggested that stu-
dents generally found this comparison useful. However, there was one student who 
found it demotivating to see that their knowledge was lower than that of other people. 

The lecturer expectations view was used by many, most heavily in the course as-
sessing the learner model. Nevertheless, there were students in the other courses using 
it. This may be because students find it useful to be able to make continued reference 
to their developing knowledge with regard to a target such as an upcoming test, as this 
provides external judgement rather than their own possibly inaccurate self-evaluation.  

Where the learner model was assessed, there was higher use of the system and 
viewing of the model. More interesting is that students in other courses used OLMlets 
despite it not being directly assessed. Of course, the similarity of questions to the 
upcoming assessment in one of the 1st year courses no doubt contributed to students' 
motivation to use it. Nevertheless, it is unlikely that they would have continued if they 
had perceived no benefit. It appears, then, that a simple OLM can be a useful resource 
alongside a lecture course, even when not part of an ITS. However, our students are 
computer-literate, so the generality of this finding needs to be investigated in other 
course types, before recommendation for wider use of OLMlets can be made. 

4   Summary 

This paper has introduced OLMlets, a simple domain-independent open learner model 
with multiple individual and comparison views. Use of OLMlets in 4 university 
courses was described. Unlike with more detailed learner model information, where it 
has been found that students have preferences for a range of views [6], with this sim-
ple OLM the skill meter view was the most commonly used, with the graph in second 
place. It appears less critical, then, to provide a broad range of views if a simple for-
mat is used, and the growing use of skill meters in ITSs and educational hypermedia 
seems justified. Nevertheless, some users did use other views in preference to, or in 
combination with skill meters. Thus provision of a choice of view is still worthwhile. 
It was also found that students viewed a comparison of their own knowledge level to 
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their peers; and instructor expectations of their knowledge level at different stages of 
the course. These features could therefore be usefully incorporated into systems.  
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Abstract. We present a student’s modeling process in algebra. This work is situ-
ated in the framework of the deployment of the Aplusix system, a learning  
environment for algebra. The process has two phases. The first phase is a local 
diagnosis where a student’s transformation of an expression A into an expression 
B is diagnosed with a sequence of rewriting rules. A library of correct and incor-
rect rules has been built for that purpose. The second phase uses conceptions for 
modeling students more globally. Conceptions are attributed to students accord-
ing to a mechanism using the local diagnoses as input. This modeling process 
has been applied to data (log files) gathered in France and Brazil with 13-16 
years old students who used the Aplusix learning environment. The results are 
described and discussed. 

1   Introduction 

The Aplusix software [7], http://aplusix.imag.fr is devoted to the learning of algebra. 
It has been used in experiments in several contexts and countries, and has proved to 
be efficient: students work with pleasure, gain autonomy and improve their knowl-
edge [8]. Furthermore, Aplusix facilitates the teacher’s work because of students’ 
autonomy and of ready-made lists of exercises. These good results led us to enter in a 
deployment phase in 2005. Aplusix is now distributed in France (since early 2005). It 
will be distributed in more than 10 countries in 2006, and in as many languages and 
countries as possible later. 

In that context, we have launched a student modeling project1 that aims at defining 
a map of conceptions in elementary algebra and at automatically calculating concep-
tions of students working with Aplusix in the usual framework of the class. The main 
goals are: (1) to have a map of possible students’ conceptions that can be published in 
a mathematics education journal, with statistics concerning conceptions of real stu-
dents from several countries and grades; (2) to inform the teachers who use Aplusix 
of the conceptions of their students after a few training and test sessions with the 
                                                           
1  This project is funded by the programme ‘ACI, Ecole et Sciences Cognitives’ of the French 

Ministry of Research. 
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system in order to help them to take didactical decisions (re-teaching of a part of al-
gebra or choice of new activities) at an individual or at a class level; (3) and to allow 
Aplusix choosing adequate exercises for favoring a self-correction of misconceptions. 

Conceptions. Conceptions have been studied in mathematics education [1, 2]. Ac-
cording to Artigue [1], a conception is related to a concept and is characterized by 
three components: (1) a set of situations which give meaning to the concept; (2) a set 
of significations (mental images, representations, symbolic expressions); (3) tools 
(rules, theorems-in-act, algorithms). Our current focus concerns theorems-in-act. An 
example in algebra is the following: When a sub-expression is moved from one side to 
the other side in an (in)equation, its sign is always changed. Note that this is correct 
for additive movements (e.g., x–3 = 5  x = 5+3) and incorrect for multiplicative 
movements (e.g., –3x = 5  x = 5/3 or x/2 = 5  x = –2*5). Such theorem-in-act is 
not a rewriting rule: it applies to all the movement rules in (in)equations. In the rest of 
the paper, we will use the term conception instead of the theorem-in-act (which is a 
component of a conception) for fluidity reasons. With regard to reference knowledge, 
a conception has a domain of validity (the domain where it performs correct actions). 
A misconception (a term often used in the AI-ED community [3]) is considered here 
as a conception which is not 100% correct. 

Student modeling. Student modeling with rewriting rules in elementary algebra has a 
long history. Sets of rules [10, 11] have been produced by researchers; student models 
are used in ITSs [5] having the capacity to help students learn. However, we cannot 
consider that the research problem is solved today: there is not a published set of rules 
established as a reference for student modeling even for a specific grade and part of 
algebra. We think that the main raison comes from the fact that the choice of an ade-
quate set of rules is a difficult problem (see section 3).  

Conceptions appear to be a better framework for student modeling. This frame-
work has been investigated in mathematics education and some researches in auto-
matic diagnosis of conceptions have been carried out [6]. 

Paper organization. This paper presents a complex process for designing and auto-
matically calculating conceptions in elementary algebra. This work has been realized 
by researchers in mathematics education and in computer science. It uses rules as 
intermediate constructions for calculating conceptions. Section 2 describes the stu-
dents’ activities and the data gathered in France and Brazil. The construction of rules 
and a diagnosis process with rules is presented in section 3. Section 4 is devoted to the 
construction of conceptions and to diagnosis with conceptions. Note that a detailed 
description of this study is available in French [9]. 

2   Students’ Activities and Data  

When they use Aplusix, students solve exercises in a way similar to the usual paper 
context: they make the calculations and they produce several steps. An advanced 
editor of algebraic expressions in their usual two-dimension form facilitates this proc-
ess. In the training mode, students receive two fundamental feedbacks: the indication 
of the correctness of their calculation steps and the indication of the correct end of  the  
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Fig. 1. A correct step in the left, with an equivalence sign; an incorrect step in the middle, with 
a red crossed equivalence sign; a step without feedback, in the right 

exercise. In the test mode, they receive no feedback, but can later enter in a self-
correction mode to check their errors. See figure 1. 

Aplusix records all the students’ action in log files and contains a replay system al-
lowing seeing later the students’ behavior with many details. 

During years 2003 and 2004, a lot of experiments have been performed in France 
(540 students) and Brazil (2500 students) at grades 8, 9 and 10 to analyze the use of 
Aplusix, and to gather data for modeling students (about 13 000 hours of students’ 
work). Some experiments mixed the training and test modes to help students learn 
algebra; other were limited to the test mode to study the students’ behavior in a more 
stable context where learning is not supposed to occur, because of the absence of 
feedback. Some experiments were conducted by teachers in the usual functioning of 
the class; others were conducted by assistants after the class. 

3   A Library of Rules and a Rule Diagnosis Algorithm 

From the log files containing all the students’ actions, we have extracted the steps. In 
a step, an expression A is transformed into an expression B. A rule diagnosis of a step 
consists of providing an adequate sequence of correct or incorrect rules that trans-
forms A into B. For that purpose, we have built a library of correct and incorrect rules 
and designed a diagnosis algorithm. Our methodology for building the library of rules 
combines an epistemic approach, which consists of analyzing the algebraic elements, 
and a cognitive approach, which consists of studying the students’ behaviors.  

The granularity problem. An important question in rule construction is the follow-
ing: What is the adequate granularity of the rules to be produced?  

Let us see an example. For the collect like terms action, we can write the following 
rules (where x is the algebraic variable, and a and b are rule variables matching num-
bers): x+x  2x ; x–x  0 ; x+bx  (1+b)x ; ax+x  (a+1)x ; ax+bx  (a+b)x. This 
is adequate for degree 1 and integer coefficients. However, we can refine these rules 
by using only positive integers and placing the minus signs (e.g., –ax+x  (–a+1)x). 
For higher degrees, we need to duplicate these rules, like: axn+bxn  (a+b)xn. For 
fractions, some rules are usable (e.g.,: ax matches (2/3)x) but we have new situations 
like (ax)/b ; x/b ; (–x)/b ; x/(–b) ; etc. This produces more than 300 correct rules. We 
can build incorrect rules by perturbing correct rules in several ways that can be 
checked by observing the students’ behaviors, e.g., forgot or introduce minus signs, 
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make a calculation error in a+b, a+1, etc. By this manner, we obtain more than 2000 
rules. The context also has an influence, for example some students correctly trans-
form x+x into 2x but transform x–2+x in 2 (the minus sign which is out of the terms in 
x is associated to them). We did not estimate the amount of rules we can produce if 
we introduce many contexts in rules. 

This model with more than 300 correct rules for the collect like terms action, which 
is a very syntactical model, does not seem to be adequate: it would mean that students 
have to learn all these rules and that we have to present 300 exercises to verify his/her 
knowledge (and more when we introduce contexts). There is a lack of conceptualiza-
tion in that model. It can be overcome by introducing a coefficient concept such that ax 
will match, using this concept, either with x, –x, 3x, –3x, (3/2)x, etc., providing a coef-
ficient, respectively 1, –1, 3, –3, 3/2, and a variable, here x. In this situation, the 320 
rules are transformed in a unique rule: ax+bx  (a+b)x. Such model, with a unique 
rule, may be adequate for non novice students and too abstract for novice students. 
However, it is not easy to introduce incorrect rules by perturbing this unique rule. 

Our choices. Concerning the collect like terms action, we have chosen the above 
unique rule and we have built incorrect rules by studying the behavior of students 
(sometime with the replay system of Aplusix). We have built correct and incorrect 
rules for reductions, expansions and (in)equations.  

We have realized a specific work concerning the movement concept in 
(in)equations leading to a unique abstract rule that moves a sub-expression (the argu-
ment of the movement) from one side to the other. This rule is specified by several 
features described in table 1. For example, the incorrect transformation 2x–4 < 5  
2x > 5–4 is represented by a movement with the argument –4 and the following vector 
of features: (<, LeftToRight, NumToNumerator, InitAdditive, FinAdditive, SignUn-
changed, OrientationChanged). This unique movement rule represents 648 correct and 
incorrect detailed rules. Note that the cardinality does not really decrease, because the 
description of an application of the movement rule needs to indicate the features that 
concern some goal, but the description level is more conceptual. 

Our library contains 260 correct and incorrect rules expressed in the SIM language 
(the rule language used by Aplusix). There are 22 SIM rules for the abstract unique 
movement rule). 

The rule diagnosis algorithm. This algorithm aims at providing a sequence of rules 
transforming an expression A into an expression B. It is a heuristic search algorithm 
which develops a tree from A. At each step, the node of the search space which is the 
closest to B, according to a distance between expressions, is chosen and developed. 
The development consists of applying the applicable rules of the library. When the 
development produces the expression B, the goal is reached and the path from A to B 
in the tree is a sequence of rules that explains the transformation of A into B. The 
search phase stops when a chosen number of nodes have been developed or when no 
more rules are applicable. So this phase can fail. It can fail because of: a missing 
incorrect rule, an early stop of the process, a student’s behavior that has not been 
understood. For example, the transformation of 2x–6 = 7x–8 into –5x = –14 is diag-
nosed with 4 rules: (1) Incorrect additive move of 6 leading to 2x = 7x–8–6; (2) Cor-
rect additive move of 7x leading to 2x–7x = –8–6; (3) Correct like terms collection 
leading to –5x = –8–6; (4) Correct calculation leading to –5x = –14. 
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Table 1. The seven dimensions of the unique abstract movement rule 

Dimension Possible values 
Symbol of relation =    <    >   
Horizontal orientation LeftToRight, RightToLeft 
Vertical orientation NumToNumerator, DenoToNumerator, NumTo-

Denominator, DenoToDenominator 
Initial position of argument InitAdditive, InitMultiplicative 
Final position of argument FinAdditive, FinMultiplicative 
Change sign of argument SignChanged, SignUnchanged 
Change inequality orientation OrientationChanged, OrientationUnchanged 

The current performance of the local diagnosis, in terms of success/failure, for 
classes of grades 8 and 9, in France (540 students) and Brazil (2500 students), is the 
following: between 90% and 100% of success for correct transformations, depending 
of the class, and between 74% and 93% of success for incorrect transformations. Note 
that a failure is sometimes the best diagnosis (researchers don’t always explain a stu-
dent’s transformation). The appropriateness of the diagnoses has been studied by two 
researchers for two French classes, grades 8 and 9, for incorrect expansions, incorrect 
reductions and incorrect transformations on in(equation): between 82% and 97% 
diagnoses have been considered to be correct, depending of the class and the category 
of rule (expansions, movement, etc.). 

4   The Design and Diagnosis of Conceptions 

Design of conceptions. Rule diagnoses described in section 3 are not enough to model 
students in a usable way. There are too many rules or too many rule features. As a con-
sequence, statistics built with these rules are poor because the elements of the students’ 
conceptions are distributed over too many rules or features. 

In order to model students with conceptions, we have studied in detail the rule diag-
noses of many students. At the present time, we have worked on the movement concept 
in (in)equations. We have built a model for this concept containing three aspects: the 
sign aspect (whether the syntactic sign2 of the argument is changed or not), the inequal-
ity orientation for inequations (whether the orientation of the inequality is changed or 
not) and the operator evolution (what happens to the operator linking the argument to 
the (in)equation in the movement). For each aspect, we have defined conceptions corre-
sponding to many students’ behaviors. They are presented in table 2. 

A conception is attributed to a student for a domain of application which can be 
global, or limited to equations, or limited to equations and additive arguments, etc. We 
have built a lattice of conceptions and domain for representing the main possibilities, 
see figure 2. 

A conception is attributed to a student if it is verified by several behaviors and con-
tradicted by none or just a few ones. 

                                                           
2 The syntactic sign is the visible sign of the number or the monomial (it is “–” for –2 and –x). 
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Table 2. The defined conceptions of the 3 aspects of movement. Only 3 conceptions are cor-
rect. The other conceptions produce correct or incorrect calculations depending on the context. 
The argument is the sub-expression which is moved; “sign” is its syntactical sign. 

Aspect Conception name Description 
Sign aspect CorrectSign Correct treatment of the sign 
Sign aspect AbsoluteValue Change the sign if it is “–” 
Sign aspect SemiAbsoluteValue Change the sign if it is “–” and the 

argument is multiplicative; or if the 
argument is additive 

Sign aspect SaveSign Never change the sign  
Sign aspect ChangeSign Always change the sign 
Orientation CorrectOrientation Correct treatment the inequality orien-

tation  
Orientation UnifiedOrientation Change the inequality orientation if 

the argument sign is “–” 
Orientation SaveOrientation Never change the inequality orienta-

tion 
Orientation ChangeOrientation Always change the inequality orienta-

tion 
Operator evolution CorrectOperator Correct treatment of the operator 
Operator evolution AdditiveOperator Final position of the argument is al-

ways additive 
Operator evolution NumeratorOperator Final position of the argument is 

always numerator 
Operator evolution DenominatorOperator Final position of the argument is al-

ways denominator 
Operator evolution SaveOperator Final operator of the argument is al-

ways identical to initial 

Diagnosis of conceptions. In order to automatically diagnose conceptions, we have 
built the lattice of conceptions introduced above such as the lowest nodes correspond to 
precise behaviors called Local Behavior Vector (LBV), see figure 2. An example of 
LBV for the sign aspect is: the movement occurs in an equation; the argument has an 
additive position; the argument has a “+” sign; the sign of the argument is changed. 
Such LBVs have three important properties: they are 100% correct or 100% incorrect; 
each LBV has an opposite LBV (the opposite of the example has the same three first 
elements and a last element which is “its sign is not changed”); they can be indicated by 
rules. 

Having defined this lattice, we have built an algorithm for determining conceptions 
from the rule diagnosis. During a first phase, the movement rules of the rule diagnosis 
are used to mark LBVs. A second phase studies the couples of opposite LBV and acti-
vates LBVs according to the following rule (where LBV1 and LBV2 are opposite 
LBVs; LBV1 has n1 rule marks and LBV2 has n2 rule marks): 
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IF n1+n2 = 0 THEN there is no LBV activation 
ELSE IF n1 / (n1+n2)  2/3 THEN LBV1 is activated with coefficient n1 / (n1+n2) 
ELSE IF n2 / (n1+n2)  2/3 THEN LBV2 is activated with coefficient n2 / (n1+n2) 
ELSE there is no LBV activation 
 

The third phase activates other nodes of the lattice (remember that LBVs are the lowest 
nodes of this lattice). The activation consist of calculating the coefficient of a node as 
the geometrical average of the coefficients of its two direct descendants (in this lattice, 
all the nodes which are not bottom nodes have two descendants – if the coefficients of 
the two direct descendants are a and b, the coefficients of the node is sqrt(ab) ). A node 
is activated when its coefficient is not null.  In the last phase, the activated conceptions 
which are included in the more general activated conceptions are eliminated.  

 

Fig. 2. Part of the lattice for the sign aspect: X is CorrectSign and Y is ChangeSign. X is de-
composed in X-eq (equation) and X-ineq (inequation). With an Xbis name, it is also decom-
posed in X-add (additive) and X-mult (multiplicative). The bottom nodes are LBVs. Opposite 
LBVs are named 1a and 1b, 2a and 2b, etc. 

At the end of this process, we obtain a list of conceptions for a student. Each concep-
tion has a level in the lattice (from 1 for the global ones to 3 or 4 to the most contextual 
ones). This level is important: level 1 means a large application field and a real concep-
tion; at the opposite, level 3 or 4 means a small application field and not a real concep-
tion. Of course, the ideal student has the 3 level 1 correct conceptions. 

5   The Results 

We have applied the diagnosis of conceptions to a part of our data: French and Brazil-
ian classes of grades 8, 9 and 10. It produced a description of each student with a list 
of conceptions, and a summary table containing the number of occurrences of each 
conception. 

Brazilian results. A group of 342 Brazilian students of grade 9 used Aplusix with 20 
minutes familiarization and 1 hour in the test mode (where no feedback is given). The 
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modeling process has been applied to the data of the test. The analysis of the distribu-
tion of the conceptions shows what follows: 

 Type of exercise: 56% conceptions concern equations (97% correct and 3% incor-
rect); 44% conceptions concern inequations (71% correct and 29% incorrect). 

 Initial position of the argument: 62% conceptions concern an additive position  
(95% correct and 5% incorrect); 38% conceptions concern a multiplicative position 
(68% correct and 32% incorrect). 

Most of the conceptions concern equations with an additive position of the argument. 
The high rate of correct conceptions cannot be viewed as certitude of a good result 
because the level of the conceptions has to be taken into account. Actually, we had 
only 2% level 1 correct conceptions (e.g., CorrectSign). At the other levels, we have 
32% correct conceptions for level 2 (e.g., CorrectSign in equations), and 66% correct 
conceptions concerning very specific contexts of levels 3 and 4. These results are 
consistent with the hand analysis made for a part of the students. The distribution of 
the number of conceptions per student is an approximately Gaussian distribution, see 
table 3. 

Table 3. Distribution of the numbers of conceptions. The ideal student has 3 conceptions but 
most of the 80 students having 3 conceptions do not have these 3 conceptions. 

Number of concep-
tions 

0 1 2 3 4 5 6 7 8 Total 

Number of students 11 37 58 80 38 47 48 22 1 342 
Percentage 3.2 10.8 16.9 23.4 11.1 13.7 14 6.4 0.3 100 

The distribution of the conceptions with respect to the aspects of the movement 
concept is shown in table 4. There are many correct conceptions for Sign aspect and 
Operator evolution, but just a few of them are at level 1. There is an important 
amount of incorrect conceptions at level 1 for Inequality orientation. This is consis-
tent with the fact that these students have had many equations, and not many inequa-
tions, to solve in the preceding school year. 

Table 4. Distribution of the conceptions with respect to the aspects of the movement concept 

Sign aspect Inequality orientation Operator evolution Level of the 
conception Correct Incorrect Correct Incorrect Correct Incorrect 

1 20 0 0 37 0 0 
2 158 0 85 4 158 0 
3 129 11 0 0 186 0 
4 0 0 0 0 335 9 

French results. We have applied the modeling process to 221 French grade 10 stu-
dents, obtaining similar results. 
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Last, we have modeled 30 French grade 10 students who used Aplusix during the 
whole school year 2003-2004. The analysis of the collected data shows:  

 A total of 171 conceptions: 18% for level 1, 15.2% for level 2, 30% for level 3;  
 70% students having the CorrectSign, level 1, correct conception;  
 40% having the SaveOrientation, level 1, incorrect conception (never change the 

sign of an inequality). 

Note that these students, who had a longer training, have more general conceptions, 
and that the sign aspect is rather well acquired but the orientation aspect of the ine-
quality is not. 

6   Discussion and Future Work  

This work is a significant step towards the achievement of the goals we have pre-
sented in the introduction. The obtained results are consistent with opinions of teach-
ers and with analyses by hand of a part of the data. However, we need to analyze in 
depth the data that are not captured by the process. For example when we find that a 
student has 3 conceptions, we have an interesting result, but we would like to have an 
opinion about the behaviors of this student that do not contribute to these 3 concep-
tions. Some of them may be random behaviors, others rational behaviors not captured 
by the model. 

We aim at covering the domain of algebra for grades 8 to 10. We are currently 
working on conceptions for expansion and reduction. When this coverage will be 
achieved, we will be able to produce statistics for various situations (we currently 
have experimentations in Brazil, France, India, Italy, Vietnam). At this moment, we 
will be also able to add a new module to Aplusix for the teacher’s use. These two 
objectives demand to produce conceptions understandable by common teachers, i.e., 
teachers who are not involved in research projects, and who are just willing to teach 
their students. Of course, pioneer teachers and mathematic education researchers are 
also concerned by the results. Our third goal, consisting of automatically choosing 
adequate exercises for favoring students’ self-correction of misconceptions, will be 
pursue by an automatic indexation of exercises with conceptions and adequate feed-
backs. At the present time, we do not envisage giving students access to their models 
(like in the open model theme [4]). We will think of that when our map of concep-
tions will be achieved. In algebra, many concepts are in action, so it is not sure that 
the description of conceptions, correct and incorrect, will help students. It may be 
more efficient to provide good feedback coming from the calculated conceptions in 
specific situations. 
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Abstract. This paper explores the feasibility of using conversational agents, or 
chatbots, in negotiated learner modelling. This approach aims to combine the 
motivational, intuitive and domain-independent benefits of natural language 
dialogue using a chatbot, with the opportunities for learner reflection and 
increased model accuracy that can be achieved through negotiation of the 
learner model contents. A Wizard-of-Oz paradigm allowed investigation into 
the interactions between learners and their learner model in order to highlight 
key issues for the design of a chatbot for this purpose. Users appreciated 
interacting with a chatbot, and found it useable and an aid to negotiation. The 
study suggested many avenues for future investigation of the role of conver-
sational agents in facilitating user-system dialogue about learner understanding. 

1   Introduction 

It has been argued that making visible (“opening”) the learner model of an intelligent 
tutoring system (ITS) to its users can provide opportunities for learner reflection that 
strengthen and enhance the learning experience (e.g. [1], [2], [3], [4]). Mr. Collins [5] 
and STyLE-OLM [2] proposed and implemented the learner’s participation in the 
construction and maintenance of the learner model through a process of negotiation of 
the model contents. They allowed learners to discuss their beliefs with the system, and 
to argue against the system’s assessment of their knowledge if they disagreed with it, 
with the aim of enhancing learner reflection and improving learner model accuracy. 

Mr. Collins was developed with the open learner model (OLM) central to the 
system. In order to discuss beliefs, the system must have knowledge of the student’s 
real beliefs (in case these differed from the system inferences), as well as its own 
beliefs about the student’s knowledge. Thus, two belief measures were maintained, 
each of which the system used to determine appropriate adaptive interactions [5]. This 
allowed both student and system to retain autonomy over their individual beliefs. 
With this ethos, the student is able to alter their self-assessment as they wish (though 
the system will challenge them if it disagrees), and must engage in negotiation if they 
wish to alter the system’s belief. Baker’s [6] notion of interaction symmetry was 
applied by making all negotiation moves available to both student and system. The 
Mr. Collins system utilised menu-selection for negotiation. This provided an efficient 
and usable interaction (as demonstrated in a laboratory study [5]), but may have 
restricted some users by being an unnatural method for communicating beliefs. 
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STyLE-OLM [2] also provided negotiation of the learner model, through graphical 
representations of conceptual graphs. Both learner and system formed propositions 
about learner understanding by constructing conceptual graphs and selecting an 
appropriate dialogue statement. In a laboratory trial STyLE-OLM was successful in 
engaging learner reflection and in improving the resultant learner model.  
However, the use of a graphical approach may be difficult for some learners, and may 
sometimes detract from learning of the domain in question. 

Given the positive reactions to negotiated learner modelling in Mr. Collins and 
STyLE-OLM, it would be useful to consider allowing negotiation in a more flexible, 
intuitive and naturalistic way than previously implemented. A method that does not 
require learning additional communication skills, and that does not detract from the 
target domain, is required. Natural language negotiation may be a way to enable this.  

Conversational agents, or chatbots, provide a natural language interface to their 
users. Their design has become increasingly complex, and modern commercial 
chatbots, such as Lingubot technology [7] offer sophisticated development environ-
ments, allowing the building of intelligent conversational agents with complex, goal 
driven behaviour.  In ‘Lingubots’ both the words and grammatical structure of user 
input are analysed. This allows the development of a user model, which is used in 
conjunction with conversational context and dialogue content to determine the 
chatbot's response. This seems particularly appropriate for student-system colla-
borative construction of the learner model.   

2   A Wizard-of-Oz Study 

This paper describes a Wizard-of-Oz experiment to explore the feasibility of using a 
chat-based interface to an OLM system. Participants interacted with the system to 
view their learner model and discuss or negotiate over the contents with the system 
‘chatbot’. The role of the ‘chatbot’ was taken by a human ‘Wizard’, a fact not 
revealed to the participants. All interactions were logged. Participants completed 
questionnaires indicating their opinions on the interaction with the ‘chatbot’. 

2.1   The Wizard-of-Oz Paradigm 

The Wizard-of-Oz method allowed the collection of data on the human-computer 
interactions that arose in negotiating the learner model. Computer mediated human-
human interaction data can be an unreliable source of information for some important 
aspects of dialogue design as humans and computers can be expected to perform 
differently in conversation [8]. The dialogues required to negotiate over the learner 
model are expected to be complex and varied in terms of language, tasks, and domain 
content. Wizard-of-Oz studies have been shown to be an appropriate approach in 
collecting data about dialogues in complex domains such as this [9]. 

In this study, the ‘Wizard’ (experimenter taking the role of the chatbot) followed a 
protocol designed to ensure that responses to students remained consistent between 
users, and that the ‘chatbot’ was believable to users. The Wizard-of-Oz paradigm 
necessarily involves deception of the participants about their true activities in the 
experiment. Work was conducted within British Psychological Society Ethical Prin-
ciples for Research with Human Participants [10]. 
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2.2   The Learner Modelling System 

This study employed a modified version of Flexi-OLM [11], which operates in the 
domain of C programming. The system’s beliefs are inferred from students’ answers 
to multiple-choice and short-answer questions. For this study Flexi-OLM was 
extended to also allow learners to record their own beliefs about their knowledge. 
These two belief sets make up the learner model contents, viewable in seven formats. 

2.3   Participants, Materials and Methods 

The participants were 11 final year undergraduates from the University of 
Birmingham Electronic, Electrical and Computer Engineering Department. All had 
taken courses in educational technology and C programming. All were competent 
English language speakers, though in some cases English was not their first language.  

 

Fig. 1. User's screen in Index view of System beliefs on student knowledge & chat interface 

Figure 1 shows a screenshot of user activity in Flexi-OLM. Buttons at the top of 
the screen allow the user to view their learner model contents as either: lecture 
structure, topic hierarchy, concept map, pre-requisites, index, ranked or textual 
summary views. Although these views differ in their presentation, the same model 
information is available in each. Below these buttons are tabs allowing the user to 
switch between their own or the system’s beliefs about their knowledge.  
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Topics group together several smaller concepts. For each topic or concept a 
learner’s knowledge is represented at one of four levels by a node, coloured between 
white (very limited), through yellow and green to bright green (excellent). If the 
learner holds a misconception about a concept, the parent topic is changed to red. 

The current topic (here, “Switch construct”) is shown on the right. A button allows 
answering questions on this topic, and the user’s and system’s beliefs are shown for 
ease of comparison. To allow investigation of negotiation through a chatbot interface, 
a chat window was provided. Students viewed the ‘chatbot’s’ conversation in the top 
part of the window, and typed their responses to the ‘chatbot’ in the bottom section. 

 

Fig. 2. Wizard's view showing (left) part of the canned responses; (centre) Chat interface  - 
excerpt reproduced below; (right) Learner Model (part)  

• Chatbot: Would you like me to explain why I believe this level would be 
appropriate? 

• User: I want it changed to excellent. 
• Chatbot: I can't allow myself to be persuaded to change my belief to excellent. 

Would you like to take a test to demonstrate your understanding? 

Mr. Collins [1] allowed negotiation by a range of strategies: ask user if they wish to 
accept system view; offer compromise; ask user to justify their belief (by taking a test 
to demonstrate knowledge); system justify its belief; or offer student opportunity to 
view learner model. These strategies formed the conversational basis of the ‘chatbot’.  

Table 1 shows the key structure of the decision tree constructed to assist the 
Wizard in providing appropriate responses. To enact the protocol, the Wizard was 
provided with some 350 pre-authored ‘chatbot’ negotiation initiations and responses 
to user inputs. These allowed the Wizard to respond to user inputs quickly and 
consistently, and to avoid betraying the fact that the ‘chatbot’ was controlled by a 
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human. These can be seen in the left section of Figure 2. The learner model (right of 
Figure 2) was presented to enable the Wizard to compare user and system beliefs for 
each topic at a glance. User and system beliefs were colour coded using the 
previously described scheme. Unanswered questions were available to allow the 
student to demonstrate their knowledge in a further test. The window provided for 
‘chatbot’ responses was identical to that of the users.  

Table 1. Key actions from the Wizard’s decision protocol 

If: User has challenged system belief 
Respond with an appropriate strategy (view model, compromise, user accept, 
system justify, user justify) 

Then: 

System can be persuaded without evidence to move one level up or down to match 
user belief, except if user wishes to change system belief to excellent, insist on test 
to demonstrate knowledge 

If: Discrepancies between system and user beliefs 
AND user has not already initiated negotiation 
AND user is not currently answering questions 
OR user has changed own belief, causing discrepancy 
Initiate interaction on topics with largest discrepancy/misconception first 
Offer the five strategies to proceed for user to choose between: 
User accepts system view Update user belief 
System justify itself Show user’s previous answers 
User justify self Give test questions  
Compromise Set user’s and system’s beliefs to mid-point  

Then: 

View learner model Remind user how to view 
If: All options exhausted for topic, but no resolution to negotiation 
Then: Agree to differ 

2.3.1   Experimental Setup 
Participants were instructed that they would be able to use a chatbot feature of Flexi-
OLM to discuss their learning of C programming and which could lead to 
modification of the learner model. They were told that they could answer questions; 
view the system’s model of their knowledge, or their own belief model in seven 
formats; edit their own beliefs for a topic (though the system may challenge this); and 
negotiate over the model by challenging the system’s beliefs, seeking justification for 
the system’s beliefs, offering their own justifications of their knowledge, taking 
additional tests on a topic, attempting to compromise with the system, or by 
discussing the differences between the belief models. Participants were told that they 
could initiate discussion at any stage, or that the chatbot may do so. Participants were 
requested to be natural in their language, but precise and clear. 

Each participant was shown how to use the chatbot and asked to interact with it for 
at least 20 minutes. Prior to using the system, each participant completed a self-
assessment, rating their knowledge of each concept, providing the initial content of 
the user’s beliefs in the learner model. Nine users had previously used Flexi-OLM 
and data from this usage allowed construction of the system’s beliefs in the learner 
model. Two users interacted with the system before beginning the experiment to 
enable the system to model their understanding. 
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A post-experiment questionnaire comprised statements requiring participants to 
indicate their level of agreement (strongly agree, agree, neutral, disagree, strongly 
disagree) and open-ended questions to elicit further comments or suggestions.   

2.4   Results 

This section presents results relating to negotiation and interaction with the 'chatbot'.  

2.4.1   Negotiation Issues Findings 
The logs of interactions show there were 20 occasions when the system initiated 
discussion of the learner model, a mean of 1.8 per user session. The user initiated 
negotiation on 29 occasions, a mean of 2.6 per user session. The greatest number of 
initiations by a single user was eight. Two users did not attempt to initiate negotiation. 

Table 2. User opinions of the negotiation facilities 

As shown in Table 2, in the questionnaire seven users agreed or strongly agreed 
that they were frequently convinced by the chatbot’s arguments; one user disagreed. 
User comments supported this, including indicating that the chatbot was “right most 
of the time, and never unreasonable”. Another user said, “I could see why it was 
disagreeing”.   

Users were also asked to comment on what they thought of the chatbot when it 
agreed or disagreed with them. When there was disagreement, users made comments 
such as “I saw it as an opportunity to put it right if it was wrong and correct myself if 
it proved I was wrong”. Users also wanted to understand the reasons for any 
disagreement, variously stating, “I could see why it was disagreeing so it wasn’t too 
bad” and “when it disagreed it was justified”.  

<strongly agree....strongly disagree> 
 (1) (2) (3) (4) (5) 

Mean 
score 

I was frequently convinced by the Chatbot's 
arguments 1 6 3 1 0 2.4 
The negotiation changed my view of my 
understanding 2 5 4 0 0 2.2 

my knowledge 7 3 1 0 0 1.5 
my knowledge level 7 3 1 0 0 1.5 
my misconceptions 7 3 0 1 0 1.5 

In negotiation, I 
wanted to 
discuss  

the gaps in my knowledge 4 5 0 2 0 2.0 
I wanted to be able to negotiate at a topic 
overview level 3 6 0 2 0 2.1 
I wanted to be able to negotiate at a more 
detailed (concept) level 3 3 1 4 0 2.5 
I used the Chatbot to help me understand my 
learner model 2 4 3 1 1 2.5 
I always challenged the Chatbot when I 
disagreed with it (or I would) 7 3 0 1 0 1.5 
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When users found the chatbot in agreement with their views, opinions were mainly 
positive. Users’ comments included “it only agreed when the difference was marginal 
so it was good” and “I liked that it wasn’t just agreeing with me all the time”. As with 
situations when the chatbot disagreed with the user, users wanted to understand the 
reasons for the chatbot’s belief, for example, “[I] could see why it was agreeing, so I 
was pleased”, and requested “feedback of how many answers got right or wrong”.  

Regarding when and what the users wanted to discuss, most users indicated that 
they would always challenge the chatbot when its belief differed from their own, that 
they wanted to discuss each of their knowledge, their knowledge level or their 
misconceptions, and that they wanted to discuss the gaps in their knowledge. Nine 
students wanted to be able to negotiate the learner model at a topic overview level, 
with six wanting to negotiate at a more detailed (concept) level. 

Users suggested that the chatbot was “an interesting approach to learning – more 
enjoyable than just using the original Flexi-OLM” and that it was a “good way of 
negotiation and justification”. 

One of the principal aims of opening the learner model is to promote user 
reflection. Seven users stated that the negotiation had changed their view of their 
understanding while four remained neutral on this. Six users indicated that they used 
the negotiation to understand their learner model, while three remained neutral, and 
two disagreed.  

2.4.1   Chatbot Interaction Findings 
As Table 3 shows, all users stated they liked the chatbot. Most indicated that they 
enjoyed interacting with it.  

More users liked the chatbot when it agreed with them than when it disagreed. 
Only three users stated they liked the chatbot when it disagreed with them, while 
seven liked the chatbot when it was in agreement with their beliefs. 

Table 3. User opinions of the chatbot 

An indicator of user enjoyment of the chatbot is the users’ language that shows 
their level of relaxation in the interaction. Examples of inputs include “lol” (meaning 
laugh out loud, indicating amusement), and “lol, never mind then :-)”. Users also 
commented that the interaction “felt more relaxed” and even that they would like to 

<strongly agree...strongly disagree> 
 (1) (2) (3) (4) (5) 

Mean 
score 

I liked the Chatbot 2 9 0 0 0 1.8 
I liked the Chatbot when it disagreed with me 1 2 6 1 1 2.9 
I liked the Chatbot when it agreed with me 2 5 4 0 0 2.2 
I enjoyed interacting with the Chatbot 5 5 1 0 0 1.6 
I was able to achieve the negotiation tasks I 
wished with the Chatbot 4 5 2 0 0 1.8 
The Chatbot made negotiation easy 4 6 0 1 0 1.8 
The Chatbot was a convenient way to provide my 
opinions to the system 5 4 2 0 0 1.7 
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be able to “discuss other stuff, e.g. weather, just for a little break from working!”. 
However, a few students reported that the interaction seemed rigid. 

A number of users felt that they were not alone in the use of the system, and it 
appears that the presence of the chatbot was felt to be companionable. For example, 
users commented, “I liked the fact that there was an interaction going on. I wasn’t in 
the learning area by myself”, “it makes learning system active, such as chatting with 
real people”, and “it was very good to use chatbot because you can interact with [it]”.  

Given the intention of the chatbot is to facilitate communication, it was important 
to discover whether this was the user experience. Nine users said that the chatbot was 
a convenient way to provide their opinions to the system. Their comments included, 
“The chatbot is a fast and effective yet enjoyable way of creating an accurate learner 
model”, and “A more effective way of giving information into the learner model”. 

Most users agreed that the chatbot made negotiation easy and that they were able to 
satisfactorily complete their desired tasks. 

3   Discussion 

The central concern of this study was whether a chatbot might effectively provide or 
enhance negotiation in an open learner model, to explore user reactions to the 
‘chatbot’, and to investigate the technical challenges for implementation.  

3.1   Issues Raised by Study 

The results of this study suggest that users found the negotiation easy and useful, and 
appreciated the facilitation of the chatbot. One user commented that she saw 
disagreements with the system as “an opportunity to put it right if it was wrong and 
correct myself if it proved I was wrong”. This, and the fact that users were often 
convinced by the chatbot's arguments, demonstrates a willingness to revise personal 
beliefs that is essential for the success of negotiated learner modelling. 

When the system and user disagreed, users were clear in their wish to see why this 
was. This indicates users’ need to understand the reasoning behind system beliefs. A 
capacity for explanation could prove a valuable addition to OLM systems. 

The finding that most users would always challenge the system if they disagreed 
with it is an important indicator that users were sufficiently concerned about the 
chatbot’s opinion to make the effort to challenge it. This accords with findings for the 
menu-based negotiation of Mr. Collins [5]. 

3.2   Implications for the Development of Chatbots in Negotiated Learner 
Modelling 

The user comments indicate support for the inclusion of a chatbot in a negotiated 
OLM system. However, several points indicated areas for particular consideration for 
an implementation to be successful in user acceptance and fitness for purpose. 

A number of users commented that the chatbot sometimes appeared rigid or 
formal. This is not surprising given the limited scope of the Wizard’s responses, but 
should be rectified in future work. Smalltalk (conversation in areas unrelated to the 
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subject in hand) may be useful in helping students build a rapport with the chatbot. 
When combined with effective methods to draw the user back on topic, incorporation 
of smalltalk gives a far more rounded and naturalistic conversation, more akin to a 
discussion and less of a clever question answering system [12]. 

The user interactions in this study were relatively short, and were single sessions. 
Although the limited canned responses were necessary for the structure of this 
experiment, if users are to remain engaged with the chatbot, and to find its comments 
both useful and interesting, a richer range of chatbot responses should be provided.  

It is also worth noting that many types of interaction are potentially valuable to the 
learning experience, and it is therefore reasonable to expect the chatbot to be able to 
deal with these. Although negotiation of the learner model is the primary task, it 
would be reasonable to expect the chatbot to cope with smalltalk, information 
requests, being told when its response is wrong, and clarification when things are not 
understood. Future development of the chatbot may enable it to extract and provide 
teaching material or point users to it, perhaps by opening relevant web pages. 

4   Summary 

This paper has described a Wizard-of-Oz experiment exploring the potential of using 
natural language conversation to negotiate an OLM system.  Eleven participants used 
a simple ‘chatbot’ interface to engage with an existing OLM system.   

Users were happy to engage with the system, found the ‘chatbot’ easy to interact 
with, and saw it as an effective way of providing information to the system. Most 
found the ‘chatbot’ friendly and helpful, and were happy to accept the ‘chatbot’s’ 
arguments, revising their beliefs where necessary. Users’ comments suggested a 
strong need to understand the reasoning behind system beliefs. A chatbot provides 
excellent facility for this type of explanation. 

The study demonstrated the potential for using a ‘chatbot’ to take a central role in 
negotiating the learner model. Users indicated building rapport with the chatbot, 
which could be improved through adding smalltalk capabilities to core negotiation.  

This work has provided support for implementation of a real chatbot, although 
limitations of the participant sample size are acknowledged. Future work will address 
shortcomings identified by users, and consider how negotiation can be enhanced 
through the inclusion of a wider range of natural language dialogue strategies. The 
results showed the potential extension a natural language interface could provide an 
OLM system, a useful first step in the investigation of the potential of chatbots in 
negotiated learner modelling. Work has commenced to consolidate the findings and, 
in collaboration with Elzware, a leading UK developer of Lingubot chatbots, 
development of a prototype OLM system with embedded chatbot negotiation.  

Acknowledgement 

We thank Andrew Mabbott for extending Flexi-OLM [11] for this study. The first 
author is funded by the UK Engineering and Physical Sciences Research Council. 



452 A. Kerly and S. Bull 

 

References 

1. Bull, S., Pain, H., & Brna, P.: Mr. Collins: A collaboratively constructed, inspectable 
student model for intelligent computer assisted language learning. Instructional Science 23. 
Kluwer Academic Publishers. Netherlands (1995) 65-87 

2. Dimitrova, V.: STyLE-OLM: Interactive Open Learner Modelling. International Journal of 
Artificial Intelligence in Education, Vol 13 (2003) 35-78 

3. Morales, R.: Exploring participative learner modelling and its effects on learner behaviour, 
unpublished PhD Thesis, University of Edinburgh (2000) 

4. Zapata-Rivera, J-D. & Greer, J.: Externalising Learner Modelling Representations, Proc. of 
Workshop on External Representations in AIED: Multiple Forms and Multiple Roles. Intl 
Conference on Artificial Intelligence in Education (2001) 71-76 

5. Bull, S. & Pain, H.: ‘Did I say what I think I said, and do you agree with me?’: Inspecting 
and Questioning the Student Model. Proceedings of World Conference on Artificial 
Intelligence in Education, Charlottesville, VA (1995) 501-508 

6. Baker, M. J.: Negotiated Tutoring, and Approach to Interaction in Intelligent Tutoring 
Systems, unpublished PhD thesis, Open University, Milton Keynes, UK (1990) 

7. Lingubot technologies UK distributor. http://www.creativevirtual.com/ accessed 14/12/05 
8. Dahlbäck, N., Jönsson, A. & Ahrenberg, L.: Wizard of Oz Studies – Why and How. 

Proceedings of Intelligent User Interfaces (1993) 193-200 
9. Bernsen, N. O., Dybkjaer, H., & Dybkjaer, L. Designing Interactive Speech Systems – 

From First Ideas to User Testing. Springer. (1998), cited in: Fiedler, A., & Gabsdil, M.: 
Supporting Progressive Refinement of Wizard-of-Oz Experiments. Proceedings of the ITS 
2002 - Workshop on Empirical Methods for Tutorial Dialogue Systems, San Sebastian, 
Spain (2002) 62-69 

10. British Psychological Society Ethical Principles for Conducting Research with Human 
Participants. Available: http://www.bps.org.uk/the-society/ethics-rules-charter-code-of-
conduct/code-of-conduct/ethical-principles-for-conducting-research-with-human-
participants.cfm accessed 18/10/05 

11. Mabbott, A & Bull, S.: Student Preferences for Editing, Persuading, and Negotiating the 
Open Learner Model. 8th International Conference of Intelligent Tutoring Systems, 
Springer-Verlag, Berlin Heidelberg (in press) 

12. Hall, P.: Director, Elzware (http://www.elzware.com) Personal communication 20/12/05 
 

 
 
 
 
 
 
 
 
 
 
 
 
 



Improving Intelligent Tutoring Systems: Using
Expectation Maximization to Learn Student

Skill Levels

Kimberly Ferguson, Ivon Arroyo, Sridhar Mahadevan,
Beverly Woolf, and Andy Barto

University of Massachusetts Amherst, Computer Science Department
140 Governor’s Drive, Amherst, MA 01002

{kferguso, ivon, mahadeva, bev, barto}@cs.umass.edu

Abstract. This paper describes research to analyze students’ initial
skill level and to predict their hidden characteristics while working with
an intelligent tutor. Based only on pre-test problems, a learned network
was able to evaluate a students mastery of twelve geometry skills. This
model will be used online by an Intelligent Tutoring System to dynami-
cally determine a policy for individualizing selection of problems/hints,
based on a students learning needs. Using Expectation Maximization,
we learned the hidden parameters of several Bayesian networks that
linked observed student actions with inferences about unobserved fea-
tures. Bayesian Information Criterion was used to evaluate different skill
models. The contribution of this work includes learning the parameters
of the best network, whereas in previous work, the structure of a student
model was fixed.

1 Introduction

Intelligent tutoring systems provide individualized instruction based on students’
knowledge level. This is a hard problem mainly because knowledge is measured in
terms of skill mastery, which are unobservable abstractions. Previous approaches
include belief networks [12] and Bayesian networks [3],[1]. Traditional Bayesian
approaches to determining students’ understanding of a skill consist of the eval-
uation of observable student behavior on problems that are thought to require
specific skills to be solved correctly. For example, the cognitive mastery approach
performs Bayesian estimations of mastery given some observed evidence about
students’ correct or incorrect responses to problems [4]. Such models rely on
parameters that link problems to skills, such as the probability of answering a
problem correctly even though the skill is not mastered (guessing) and the prob-
ability of answering incorrectly given that the skill is mastered (slipping). These
parameters are easier to estimate when a problem involves just one skill, but get
more complicated as the number of skills involved in a problem increases.

We propose that a full model of student mastery of skills can be learned with
machine learning techniques that deal with missing data. Our past work showed
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that student models can be learned from simulated data of students’ responses
on problems [8]. In this paper, we present the results of learning a student model
from real student data. We take students’ actual responses from a pencil-and-
paper pre-test and learn the parameters that link problems to skills, producing
a model that allows us to make inferences about students’ mastery levels. Last,
we use the resulting model for inference and show how the mastery of skills
improves after using our tutoring system.

One concrete future use of this model is a proper initialization of the student
model before the tutoring session starts. Students will take an online pre-test,
skill mastery will be inferred, and then the tutoring session will start, well in-
formed about each student’s strengths and weaknesses. More precisely, the ITS
will have information about which skills a student has already mastered and
what level of improvement is still needed for others.

2 Problem Definition

The goal of this research is to gain knowledge of the student’s skill level and
thereby improve the problem and hint selector of the Intelligent Tutoring System.
Decisions made by the problem selector improve the tutor’s ability to customize
problems for an individual student.

Wayang Outpost is an Intelligent Tutoring System that emphasizes SAT-math
preparation [2]. The system can individualize the tutoring based upon a student’s
specific needs. In particular, the intent is to develop a tutor that will select an
action (i.e. a particular problem or hint) based on knowledge about a student’s
learning needs (i.e. problems he or she tend to get correct/incorrect/skip, in-
ferred knowledge and skills, motivation level, mathematics fact retrieval time
and learning style). The information we know about students increases as they
use the system, but we also need to gather some student characteristics before
the tutoring session begins, to initialize the student model and start proper tu-
toring. This information is collected by giving a pre-test to the students that
includes short-answer problems similar to the problems within the tutoring ses-
sion. This helps determine which skills a student initially has mastered so this
information can be used to discern the best policy for optimizing the student’s
learning.

We cannot observe a student’s mastery of a skill directly, so the tutor must
infer this knowledge from student answers to problems involving these skills.
Twelve basic geometry skills were identified by psychology and education re-
searchers based on skills commonly used on the math portion of the SAT. These
skills include: Skill 1. area of a square; Skill 2. area of a right triangle; Skill 3.
properties of an isosceles triangle; Skill 4. identify rectangle; Skill 5. area of a
rectangle; Skill 6. perimeter of a rectangle; Skill 7. identify right triangle; Skill 8.
area of a triangle; Skill 9. Pythagorean theorem; Skill 10: corresponding angles;
Skill 11: supplementary angles; Skill 12: sum of interior angles of a triangle.

Geometry problems were created utilizing these 12 skills, in the following
fashion: 12 one-skill problems each of which used only 1 of each of the 12 skills;
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12 two-skill problems which combine 2 of the 12 skills; 4 three-skill problems.
Each set of three skills {1,2,3}, {4,5,6}, {7,8,9}, and {10,11,12} (see Figure 2) was
combined to create the one-skill, two-skill and three-skill problems as described
above for each set. This totals 28 problems for the student pre-test, 7 from each
set of 3 skills. Some skills are obviously simpler than others (i.e. identify rectangle
versus Pythagorean theorem); thus, we expect to find results that these skills
are initially mastered more than others. Similarly, the one-skill problems were
generally easier for students than the two-skill and three-skill problems.

We know exactly which problems involve which skills, and we know how each
student answers each problem: incorrect, correct, or skipped. However, the actual
mastery of a skill, which is what we really want to know, is a hidden variable.
We treated these hidden skill variables as missing data and used Expectaction
Maximization (EM) to estimate the parameters of the Bayesian network to learn
skill mastery. This methodology is described in Section 4.

3 Data

The data used to create the models comes from a Spring 2005 study in an urban
area High School in Massachusetts. Students took the pre-test, then spent two
days using the tutor (50 minutes the first day and 30 minutes the next day)
and then took the post-test. A total of 159 students took the pre-tests that were
used to learn the Bayesian network and 132 students took the post-tests that
were used to learn a second Bayesian network. The post-test involves different
problems than the pre-test, but each problem is associated with the same set of
skills as in the pre-test. Each problem resulted in one of four observable student
actions: incorrect, correct, skipped or left blank1. Problems that are skipped
supply information about the associated skill(s) being possibly unmastered, as
opposed to problems that are left blank that we discount as uninformative.

Some information can be gathered based on the raw counts of how many stu-
dent observed answers for problems involving each skill were incorrect, correct,
or skipped (See Figure 1). Note when examining the raw counts that due to
various reasons 27 more students took the pretest than the posttest, therefore
small decreases/increases may not be significant.

The difference between the pre-test and post-test graphs suggests that the
Intelligent Tutoring System is teaching students to improve their performance on
these types of problems. More problems were answered correctly and less skipped
from pre-test to post-test. More importantly, the non-uniform distribution of
skill levels suggests that students improve more on certain skills than others,
highlighting the value in modeling and learning the distribution of skill mastery
levels across all students as well as within individual students.
1 Left blank is different than skipped since a problem is left blank when the student

runs out of time before reaching the problem (and thus is left blank at the end of
the test); instead, a problem is considered skipped when the student may not know
how to solve the problem and then skips to the following problem (and leaves the
problem blank in between other answered problems).
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(a) Pretest Observed Counts Across
Skills

(b) Posttest Observed Counts Across
Skills

Fig. 1. Improvement in student skill mastery from pre-test to post-test

4 Methodology

As stated earlier, the goal is to infer a student’s skills based on evaluating only
the pre-test. We now describe how to learn a Bayesian model of skill mastery
that links problem outcomes to skill mastery levels. Such a network has hidden
nodes representing the mastery of each skill (modeled by a binomial distribution)
and observed nodes representing student answers (modeled by a multinomial
distribution). Problems were created by hand to be associated with specific skills,
so we have a clear idea of how problems are linked to skills. We constructed a
Bayesian network (BN) linking each of the 12 skills to each of the problems that
are associated with it. Each skill is used in four problems: 1 one-skill problem, 2
two-skill problems, and 1 three-skill problems (see Figure 2).

Even though the dependencies between skills and problems are known, it is
not clear what the structure of the skills should be–whether the domain skills
should be linked within the network (i.e., does the mastery of one skill affect the
mastery of another skill?). Thus, we analyzed different models using the following
methodology: 1) Expectation Maximization method (EM) was used to learn the

Fig. 2. Bayesian Network for Flat Skill Model: This identical linking pattern is repeated
for each group of 3 skills and 7 problems. In total, there are 12 Skills (hidden nodes), and
28 Problems (observed nodes). Skills have 2 possible values: Not Mastered, Mastered.
Problems have 3 possible observed actions: Incorrect, Correct, Skipped.
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parameters of each Bayesian network on the pre-test data; 2) different BN models
were evaluated using the Bayesian Information Criterion (BIC) to decide which
model fit the data best; 3) the best fitting model was used for inference of student
mastery levels given some outcome of responses to problems.

– Parameter Learning using Expectation Maximization: EM is a framework for
maximum-likelihood parameter estimation with missing data [5]. EM finds
the model parameters that maximize the expected value of the log-likelihood,
where the data for the missing parameters are “filled in” by using their
expected value given the observed data. In general, EM is trying to learn
the pattern that best associates the observed data and the hidden parameters
within the context of the specified graphical model. The log-likelihood value
maximized though EM is used to calculate the BIC score of that model.

– Model Evaluation using Bayesian Information Criterion: The BIC [13] is
used to evaluate different models. Simply put, given a set of data and prob-
ability distribution generating the likelihood, the larger the likelihood, the
better the model fits. The BIC score is calculated with the following formula:
−2 ∗ ll + npar ∗ log(nobs), where ll is the log-liklihood, npar represents the
number of parameters and nobs the number of observations in the model.
Thus, the model with the highest BIC score is assumed to have the best
structure for this task.

– Inferring Mastery Levels: Inference can be thought of as querying the model.
The junction tree inference algorithm was used, which is an exact inference
engine that uses dynamic programming to avoid redundant computation.
Given a set of observations, the algorithm provides the probability of other
events. For example, when a student answers Problem 1 (using only Skill 1)
and Problem 2 (using only Skill 2) correctly, how likely is it that he or she
will answer Problem 4 (using Skills 1 and 2) correctly as well. Inference is
used to predict a student’s overall skill mastery. Given a pre-test for a new
student, inference is run on the learned model given the new student answers
to estimate this student’s skill levels.

Flat Skill Model
Based on the parameters learned when using uniform priors (where the proba-
bilities of mastered and not mastered are both initially 50%), we discovered that
it is not the incorrect answers from which we infer a lack of mastery, but the
skipped answers instead. See technical report for more results [6].

Hierarchical Skill Difficulty Model
Figures 3 and 4 capture the idea that the skills are not mutually exclusive and
may have different difficulty levels. For example, if the skill of identifying a
triangle is not mastered, it seems probable that the skill of finding the area of
a triangle is not mastered either. In particular, this Hierarchical Skill Difficulty
Model is arranged so that each parent node is a skill which should be mastered
before its child node can be mastered.
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Fig. 3. Bayesian Network for Hierarchical Skill Difficulty Model: The hierarchy is based
on the order in which skills should be learned (i.e. a student should know how to identify
a right triangle (Skill 7) before learning how to take its area (Skill 8) which should all
be mastered before learning the Pythagorean Theorem (Skill 9)). See Figure 4 for a
higher level view.

Fig. 4. Higher Level Look at Skill Difficulty Hierarchy Model (hidden skill nodes shown
only)

5 Results and Discussion

Flat Skill Model With Simulated Priors. This section describes and compares
the results achieved for the different models. As a first sanity check, we created
an experiment using hand-coded priors to get baseline conditional probability
Tables (CPTs). The structure of the model is identical to that of the flat skill
model (Figure 2) only with user-specified parameters for all 40 nodes. We then
sampled from this network to create simulated training data and built an identi-
cal model with the skill nodes hidden and initialized randomly. Finally, we found
the maximum likelihood estimates of the parameters using the generated data on
the model with random parameters. We compared the learned parameters to the
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Fig. 5. Kullback-Leibler Divergence across 28 problems for increasing sample size

parameters set in the initial model using the Kullback-Leibler Divergence (see
Figure 5). The KL-Divergence is a distance metric used to measure the differ-
ence between two probability distributions. We see that the learned parameters
are fairly close to the “true” ones. The divergence decreases as the number of
samples is increased, but begins to converge at an achievable sample size (400
students). The improvement to estimating the distribution with just 100 more
samples is significant. We are in the process of collecting additional data which
will increase our model’s accuracy.

Fig. 6. Reflects the learned conditional probabilities of seeing each of the observations
given it is know whether the skill is mastered or not: Flat Skill Model with uniform
priors, One-skill problems involving Skills 1, 2 & 3
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Flat Skill Model With Uniform Priors
Learned Model
In Figure 6, we consider one-skill problems. We have learned the conditional
probabilities of a student getting a specific problem incorrect/correct/skipped
assuming we know if the skill is mastered or not. Notice that it is not the incorrect
answers from which we infer a lack of mastery, but skipped instead. This makes
sense since the pre-test problems are not multiple choice, so if a student has no
mastery of the skill needed, he or she will usually skip it. When the observation
is correct we can usually infer the skill is mastered and when the observation
is skipped we can usually infer the skill is unmastered, but incorrect can mean
either. Perhaps, the student does not have the skill fully mastered and thus
answers incorrectly, or he or she may make a simple math error or misunderstand
the wording of the problem. For example, the graph on the top left of Figure 6
shows that a correct answer on problem 1 indicates a 90% certainty that Skill 1
(area of a square) is mastered.

Table 1. Bayesian Information Criterion For Flat and Hierarchical Skill Model (max-
imum BICs and average BICs are based on 50 random runs)

Max BIC Average BIC Standard Deviation Variance
Flat Skill Model −5202.4 −5294.7 47.022 2216.7
Hierarchical Skill Difficulty Model −4927.7 −5041.1 47.4178 2248.4

Hierarchical Skill Difficulty Model
In Table 1 we see that the Hierarchical Skill Difficulty Model yields the maximum
BIC, as well as the highest average BIC. Thus, we conclude that this has the
best structure to fit our data. This may be because some sets of skills/problems
which were independent previously are now relevant to each other. For example,
Skill 2 (area of a right triangle) is actually a subset of Skill 8 (area of a triangle),
but in the flat BN these skills are not linked, and are no way dependent on
each other. However, in this model, these skills are conditionally dependent on
each other. Recall that the skills and their associated problems were originally
split up into the following 4 independent sets of skills: {1,2,3}, {4,5,6}, {7,8,9},
{10,11,12}. In this model, these sets of skills are no longer independent so this
model is actually more informative than the flat skill model.

Inference. We will look at a student’s results to show the inference results of the
best model: Hierarchical Skill Difficulty Model. We will look at the observations
of the last set of 7 problems involving Skills 10, 11 and 12.

For Student 1 (Figure 7) we see an overall improvement in skill mastery from
pre-test to post-test. This aligns with the student’s performance on the tests.
The test scores are calculated to evaluate individual improvement as follows:
corr/attmp, the number of problems the students answered correctly divided
by the number of problem the student attempted to answer (did not skip).
Student 1 got a score of 27 on the pre-test and 83 on the post-test. For most skills,
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(a) Student 1 Pretest Skill Mastery In-
ferred Probabilities

(b) Student 1 Posttest Skill Mastery
Inferred Probabilities

Fig. 7. Student 1 Improvement in the probabilities of overall student skill mastery from
pre-test to post-test

Student 1 shows a higher certainty of mastery in the post-test than in the pre-
test. However, the certainty that Skill 6 (perimeter of a rectangle) is mastered has
lowered from pre-test to post-test. This may be because the student did poorly
on the post-test problem involving this skill. It is unclear as to whether this
assumption should lead to the conclusion of mastery or non-mastery of Skill 6.
Notice that Skill 7 (identify right triangle) initially had the most certainty of
being unmastered in the pre-test, but shows a high certainty of being mastered
in the post-test. This is an easy skill, and this result allows us to assume our
tutor does a good job of teaching it. However, Skill 11 (supplementary angles)
actually increases in it’s probability of being not mastered from pre-test to post-
test. This may show that the tutor is not doing a good job of teaching Skill 11,
but may also be caused simply by the answers this student supplied on the tests
and not the tutor’s capability.

6 Conclusions

In summary, a data-centric approach was demonstrated to build a model of how
student outcomes in a pre-test are linked to skill mastery. Graphical models were
built to infer student mastery of skills, and the Bayesian Information Criterion
used to evaluate several models and pick the most accurate one. A hierarchical
model that links skills that are dependent on each other gave a better fit than a
flat skill model that did not use this dependency information about the domain.
In this best fitting model, related skills were linked so that parent nodes repre-
sented more basic skills that should be mastered before their more difficult child
node skills are mastered (prerequisites).

We can now make predictions not only of how a student will do on a particu-
lar problem, but also of how much a student’s performance on problems reflects
their ability of individual specific skills. With the sparsity of data our current
predictions are not optimally accurate, however, the Kullback-Leibler divergence
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results prove that with a little more data, accuracy will greatly improve. Some-
thing interesting learned from this data-centric approach to estimation of skill
mastery was the fact that the resulting models automatically found that if a
skill is not mastered the student is more likely to skip the problem than answer
incorrectly. This makes sense if we think that when students do not know the
underlying skills, then they do not even attempt it; meanwhile, if the student
has some idea, they probably attempt an answer and give an incorrect response.
In general, data-centric models can help reveal valuable information such as this,
which was not obvious at first sight. Finally, student improvement from pre- to
post-test was demonstrated through raw counts, learned parameters, and infer-
ence, again highlighting the positive effect of the Intelligent Tutoring System.
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Abstract. In this paper, we present the application of unsupervised learning 
techniques to automatically recognize behaviors that may be detrimental to 
learning during interaction with an Exploratory Learning Environment (ELE). 
First, we describe how we use the k-means clustering algorithm for off-line 
identification of learner groups with distinguishing interaction patterns who also 
show similar learning improvements with an ELE. We then discuss how a k-
means on-line classifier, trained with the learner groups detected off-line, can 
be used for adaptive support in ELEs. We aim to show the value of a data-based 
approach for recognizing learners as an alternative to knowledge-based ap-
proaches that tend to be complex and time-consuming even for domain experts, 
especially in highly unstructured ELEs. 

1   Introduction  

Exploratory learning environments (ELEs) provide facilities for student-led explora-
tion of a target domain with the premise that active discovery of knowledge promotes 
deeper understandings than more controlled instruction. Through the use of graphs 
and animations, algorithm visualization (AV) systems aim to better demonstrate algo-
rithm dynamics than traditionally static media, and there has been interest in using 
them within ELEs to promote interactive learning of algorithms [1,8]. Despite theo-
ries and intuitions behind AVs and ELEs, reports on their pedagogical effectiveness 
has been mixed [5,8]. Research suggests that their pedagogical effectiveness depends 
upon the way in which these systems are used, which in turn is influenced by distin-
guishing student characteristics such as meta-cognitive abilities [5] and learning styles 
[11,8]. For example, some students often find such unstructured environments diffi-
cult to navigate effectively and so they may not learn well with them. 

Such findings highlight the need for ELEs in general, and specifically for ELEs 
that use interactive AVs, to provide adaptive support for students with diverse abili-
ties or learning styles. This is a challenging goal because of the difficulty in observing 
distinct student behaviors in such highly unstructured environments. The few efforts 
made towards this goal mostly rely on hand-constructing detailed student models that 
can monitor student behaviors, assess individual needs, and inform adaptive help 
facilities. This is a complex and time-consuming task that typically requires the  
collaborative efforts of domain, application and model experts. For example, Bunt  
et al. [5] hand-constructed a Bayesian network to model student exploration and  



464 S. Amershi and C. Conati 

 

understanding in the Adaptive Coach for Exploration, an ELE for mathematical func-
tions. Model construction required enumerating all possible exploration cases and 
domain concepts in the form of network nodes, specifying all node interdependencies, 
and manually estimating multi-valued conditional probability tables for each node. 
Though the model can be used to provide students with personalized help in explora-
tion, this entire process would have to be repeated for each new application. In the 
absence of experts or in large applications, the difficulties of constructing such mod-
els can be exacerbated. 

To circumvent the difficulties in hand-constructing models, some researchers have 
turned to the field of machine learning [4,2]. Typically, supervised learning algo-
rithms are used to approximate functions that map observable input data to observable 
output data such as the correctness of student answers [4]. These functions can then 
predict student behavior and inform adaptive facilities. However, when output values 
are unobservable, domain experts must resort back to manual labeling to supply them 
[2]. This is again time-consuming and can be error prone.  

We explore an alternative method for informing adaptive support for ELEs by  
employing k-means [6], an unsupervised machine learning technique to recognize 
patterns of student behaviors that may affect learning. Because ELEs provide uncon-
strained environments for exploration, the space of user behaviors can be very large, 
and characteristic behaviors of different learner types may not be obvious or easily 
observable even by application experts. For this reason we use k-means clustering for 
the automatic, off-line recognition of user groups. Once groups are detected, we ana-
lyze similarities within and dissimilarities between them in terms of both learning and 
interface usage, to show that clustering identifies meaningful patterns along these two 
dimensions. Then, we show how these distinct learner groups can be used for on-line 
classification of individual users. The long-term goal is automatic interface adaptation 
to encourage effective behaviors and prevent detrimental ones. 

We begin by discussing related work. Next, we illustrate the ELE and the experi-
mental data we use. Then, we describe and present results on the use of k-means for 
both the off-line identification of learner groups as well as for on-line recognition. We 
conclude with a summary and suggestions for future research. 

2   Related Work 

Gorniak and Poole [7] identify several issues concerning the development of sophisti-
cated user or application models for intelligent user interfaces, including limited 
transferability across applications and effort required to hand construct the models. 
They address these concerns by learning a stochastic state space model of application 
use from user interactions with an earlier version of the same pedagogical tool that we 
use here, the CIspace Constraint Satisfaction Problem applet (see Section 3). The 
model they propose can predict future user actions, but unlike our work, it does not 
allow for assessing quality or relevance of these actions for the interaction goals.  

Closely related to our work is research in the emerging field of educational data 
mining (e.g. [3]). For example, in [9] the authors cluster student responses to multiple 
choice tests and then analyze the clusters to assess student understanding and miscon-
ceptions. Our work differs in that we aim to cluster on higher dimensional interaction 
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behaviors as opposed to answers to questions, as ELEs avoid this type of structured 
learning tasks by nature. In [12], the authors use clustering on behaviors, specifically 
action frequencies of students using a collaborative learning tool. These clusters pro-
vide behavioral summaries to instructors who can then interpret the results to manage 
student collaborations. In our research, we take into account temporal data as well as 
activity frequency when clustering interactions. We also take this process one step 
further by demonstrating how detected clusters can be used to provide automatic, on-
line adaptive support. 

3   Experimental Data 

The ELE we use as a testbed for our approach is the Constraint Satisfaction Problem 
(CSP) Applet, one of a collection of interactive AV tools for learning common Artifi-
cial Intelligence algorithms called CIspace [1]. Algorithm dynamics are interactively 
demonstrated on graphs by the use of color and highlighting, and graphical state 
changes are reinforced through textual messages (see Figure 1 for an example). 

 

Fig. 1. CSP applet with example CSP 

A CSP consists of a set of variables, variable domains and a set of constraints on 
legal variable-value assignments. The goal is to find an assignment that satisfies all 
constraints. The CSP applet illustrates the Arc Consistency 3 (AC-3) algorithm for 
solving CSPs [10] represented as networks of variable nodes and constraint arcs. AC-
3 iteratively makes individual arcs consistent by removing variable domain values 
inconsistent with a given constraint until all arcs have been considered and the net-
work is consistent. Then, if there remains a variable with more than one domain 
value, a procedure called domain splitting can be applied to that variable to split the 
CSP into disjoint cases so that AC-3 can recursively solve each case or sub-network. 

The CSP applet provides several mechanisms for interactive execution of the AC-3 
algorithm, accessible through the toolbar shown at the top of Figure 1 or through 
direct manipulation of graph elements. These mechanisms include: 
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• Fine Stepping. Cycles through three detailed algorithm steps: selecting an arc, 
testing it for consistency, and removing variable domain values when necessary. 

• Direct Arc Clicking. Allows the user to decide which arc to test, and then per-
forms three Fine Steps on that arc to make it consistent. 

• Auto Arc Consistency (Auto AC). Automatically Fine Steps through the network. 
• Stop. Stops Auto AC. 
• Domain Splitting (DS). Allows the user to select a variable domain to split, and 

specify a sub-network for further application of AC-3. 
• Backtracking. Recovers the alternative sub-network set aside by DS. 
• Resetting. Resets the CSP network to its initial state. 

The data we use for this research was obtained from a previous experiment investi-
gating the effects of studying sample problems with the CSP applet [1]. The experi-
ment typified a study scenario in which students first learn from text based materials, 
and then study relevant sample problems with the applet. We use the following data 
collected from 24 students who participated in the study: time-stamped logs of user 
interactions with the applet, and learning gains computed from pre and post test 
scores. From the logged data we obtained 1931 actions of users over 205.3 minutes. 

4   Behavior Recognition Through K-Means Cluster Analysis 

Clustering is a class of machine learning techniques used for automatically recogniz-
ing patterns in unlabelled data. Clustering operates on data points (feature vectors) in 
a feature space. Features can be any measurable property of the data. Similarities 
correspond to distances between data points in the feature space. We use a popular 
clustering algorithm, k-means [6], on our experimental data.  

K-means clustering takes as input feature vectors and a user-specified k value, and 
returns k clusters of feature vectors. From our logged data, we have 24 feature vectors 
corresponding to the 24 study participants. Typically the k value is determined by 
intuition about the data or through cross-validation. We experimented with k set to 2 
and 3 because our data set was relatively small and so we expected to find only a few 
clear groups with distinct learning outcomes. 

Initially, k-means randomly selects k data points to be the current cluster means. 
The remaining data points are then assigned to the cluster whose mean minimizes 
some specified distance metric. Here we minimize Euclidean distances in a 21 dimen-
sional, normalized feature space where the dimensions are the average frequencies of 
use, and the mean and standard deviations of the pause durations after use of the 
seven mechanisms described in Section 3. The two latter dimensions have been cho-
sen to capture both the speed of use (which could indicate student attention) and its 
selectiveness, since varied speed may indicate planned rather than impulsive or inat-
tentive behavior and may not be as detrimental for learning. After all data points are 
assigned to a cluster, new cluster means are computed from these groupings. The 
process then repeats for a given number of iterations or until there are little or no 
changes in the clusters. 

K-means can often converge at local optima depending on the selection of the ini-
tial cluster means and so several trials are typically executed and the highest quality 
clusters are used. We executed 20 trials of k-means on the data and measured quality 
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by selecting the clusters that resulted in the lowest Euclidean Sum of Squares and 
highest Euclidean distance between the clusters as the solution groups [6]. 

Results (k=2).  A statistically significant1 (p<.006) difference was found in learning 
gains (pre to post test improvements) between students in the two clusters found by k-
means with k=2. In terms of practical significance [13], the magnitude of this differ-
ence in learning gains is large2 (Cohen’s d=1.48). 

In order to characterize the different learner groups found, we examined the differ-
ences between the groups on each of the 21 dimensions. Figures 2 and 3 show the 
frequency and pause duration dimensions that were found to have significant (p<.05) 
or marginally significant (p<.07) statistical differences, and significant practical dif-
ferences (Cohen’s d≥0.8) between the group with high average learning outcomes 
(HL) and the group with low average learning outcomes (LL). 

 

 

Fig. 2 and 3. Dimensions with significant differences between HL and LL (k=2). Fig. 2 (above) 
shows box plots of frequencies3, and Fig. 3 (below) shows plots of pause durations.  

The results on the use of the Fine Step feature are quite intuitive. It is reasonable 
that students who Fine Stepped frequently and consistently too quickly  (given  by  the 
                                                           
1 Unless otherwise stated, all tests for significance are one-tailed Student’s t-tests. 
2 Cohen’s standard suggests d=.2, d=.5 and d=.8 are small, medium, and large effects resp.  
3  Fine Step is plotted in actions per minute, whereas Auto AC and Stop are plotted in actions 

per 10 minute intervals because Auto AC runs AC-3 in its entirety and so fewer Auto ACs are 
typically performed, and Stop is used when running Auto AC.  
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combination of low Fine Step pause average and standard deviation) may be over 
using this feature mechanically, without pausing long enough to consider the effects 
of each Fine Step. Such behavior may negatively affect learning, as is evident with 
the LL group. The higher frequency of Auto AC by the HL group in isolation appears 
unintuitive, but in combination with the higher frequency of Stopping, this behavior 
suggests that students could be using these features to forward through the AC-3 algo-
rithm in larger steps and to analyze it at a coarser scale. The HL group also paused 
longer after Resetting than the LL group. With the hindsight that these students were 
successful learners, we can interpret this behavior as an indication that they were 
reflecting on each problem more than the LL group. However, without prescience of 
learning outcomes, it is likely that an application expert or educator observing the 
students would overlook this less obvious behavior. 

Results (k=3). For k set to 3, significant differences in learning gains were found 
between one group with high learning gains and the two other groups with lower 
learning gains (p<.014 and Cohen’s d>1.4 in both cases). We will call these groups 
‘HL’, ‘LL1’ and ‘LL2’. No significant differences in learning gains were found be-
tween the two groups with low learning outcomes, suggesting that students may 
use/misuse pedagogical software in a variety of distinctive ways. 

 

 

Fig. 4 and 5. Dimensions with significant differences between HL, LL1 and/or LL2 (k=3). Fig. 4 
(above) shows box plots of frequencies, and Fig.5 (below) shows pause durations. 
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The same distinguishing behaviors identified by k=2 were replicated4 between the 
HL group and both LL groups. For instance, both the LL1 and LL2 group had a sig-
nificantly higher frequency of Fine Stepping, and a significantly and consistently 
shorter average pause duration after Fine Stepping than the HL group. This clustering 
also revealed several additional patterns, not only between the HL and LL groups, but 
also between the two LL groups, indicating that k=3 was better at discriminating be-
tween different behaviors. Figures 4 and 5 show the additional frequency and pause 
duration dimensions for which we found significant/marginally significant statistical 
and practical differences between the groups. 

Interestingly, no differences were found on the frequency of use of the Arc Click 
feature between group HL and LL1, but differences were found along this dimension 
between HL and LL2 as well as LL1 and LL2. The HL and LL2 difference is reason-
able because this feature involves more active engagement on the part of the learner 
and so using it more often could entail increased learning. However, the LL1 group 
used this feature comparably as frequently as the HL group but had significantly 
lower learning outcomes, suggesting that the LL1 students may be using it, but only 
passively. This is consistent with the passive operation of the Fine Step feature exhib-
ited by the LL1 group, not shown in Figure 4 but analogous to the results presented in 
the previous section. Similarly, the HL group used the Domain Splitting feature as 
frequently as the LL1 group, but paused longer after each split on average. This fea-
ture is intended to require thought about efficiency in solving a CSP given different 
possible splits, and so longer pauses may be needed to thoroughly consider the 
choices. The LL2 group, however, paused longer and more selectively after Domain 
Splitting than the LL1 group, yet still had low learning gains. The LL2 group is also 
characterized by significantly longer pauses after Backtracking than LL1, and so in 
this case, the very long pauses may indicate that these students were confused about 
these applet features or the concepts of domain splitting and backtracking. Once 
again, these behaviors may be difficult to identify through mere observation. 

Discussion.  Though our sample size is small, and as a result the power to achieve 
statistical significance is reduced, k-means is still able to detect groups of users that 
achieved statistically and, arguably more importantly [13], practically different learn-
ing outcomes. And several of the behavioral differences found reasonably explained 
both effective and poor learning outcomes. However, as expected, some findings were 
less intuitive, requiring consideration of combinations of dimensions (as k-means does 
to determine its clusters). This makes interpreting meaningful characteristics a com-
plex task, even for application experts, and highlights the benefits of using clustering 
to automatically identify learner groups.  

5   On-Line Classification Through K-Means Classifier 

Understanding the effectiveness of a student’s behavior for learning is mostly useful 
if an ELE can provide adaptive support to improve behavior while the student is inter-
acting with the system. Here we discuss the use of a version  of k-means for on-line 
learner classification that can help provide this real time adaptive support.  
                                                           
4 For space considerations these are not shown in Figs. 4 and 5. Refer to Figs. 2 and 3. 



470 S. Amershi and C. Conati 

 

Once k-means clustering has found learner groups off-line, an on-line k-means 
classifier can incrementally update a student’s classification within these groups as 
the student interacts with the applet. As interface actions are observed, the student’s 
21D feature vector is updated to reflect the new observation and classification is com-
puted by simply recalculating the distances between the updated vector and the  clus-
ter means. The vector is then assigned to the cluster with the nearest mean.  

We use leave one out cross validation (LOOCV) to see how the classifier general-
izes to unseen data. We performed a 24 fold LOOCV for both the k-means classifiers 
with k=2 and k=3. For each trial the training data consists of the k-means clusters 
found off-line (Section 4) with one student removed, and the test data is the logged 
interface actions of the removed student. 

Results (k=2 and k=3).  Figure 6 shows the percentage of correct classifications as a 
function of the percentage of actions seen by the k-means classifiers over time. Note 
that we should not expect to achieve 100% accuracy after seeing all the actions be-
cause we are not re-clustering the data on-line, instead we are classifying incoming 
data given the clusters found off-line by k-means over the data points given by 
LOOCV. Thus, some error is expected reflecting the possibility of different clusters 
being found with one data point removed. The trend for k=2 suggests that this classi-
fier’s accuracy improves as more evidence is accumulated. More notably, the accu-
racy of the classifier is already around 80% after seeing only 10% of the actions. 

It should be noted that there is an unbalance in classification accuracy between the 
individual clusters. With k=2, the accuracy is higher (93.5%) for the group with low 
learning gains (see Table 1, first row). This means that while this method currently 
would be very effective in detecting behaviors that eventually result in suboptimal 
learning, it would more often interfere with learners that show these behaviors sporadi-
cally but may eventually be successful. However, the lower accuracy (62.4%) for clas-
sification of the high learning gains groups’ actions is likely the consequence of our 
small sample size. Only four students were clustered in this group, and so removing 
even one student for LOOCV purposes may produce different clusters than those found 
using all the data. Thus with small data sets, larger clusters may be more stable [6], 
suggesting that the accuracy of the classifier would increase with more training data. 
Further investigation is necessary to evaluate this hypothesis, but the fact remains that 
even with the current limited amount of data, k-means with k=2 reaches very high 
accuracy in detecting behaviors that eventually result in suboptimal learning.  

Table 1. Classification accuracy for individual clusters. Clusters names appear with the number 
of members within that group. 

 Learner Groups/number of available data points  
Classifier HL/4 LL/20 LL1/8 LL2/12 Overall/24 

k=2 62.4% 93.5%   88.3% 
k=3 63.3%  62.1% 85.7% 74.1% 

As Figure 6 shows, the trend for k=3 initially improves but then dips slightly as 
student actions are observed. Overall, this k-means classifier was able to detect  
the correct group labels 74.1% of the time (see Table 1, second row). For the high 
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average learning gains group, classification accuracy was 63.3%. For the two low 
average learning gains groups, the classification accuracies were 62.1% and 85.7% 
respectively. Group sizes decrease as the number of clusters increase and so the clas-
sifier with k=3 faces the same problem as the high learning gains group does for k=2 
discussed above. The group with the highest classification accuracy was the group 
with 12 members, further supporting the hypothesis that lower accuracy for the other 
groups is an artifact of fewer data points. 
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Fig. 6. K-means Classifier Performance Over Time 

Discussion. From the results of the on-line k-means classifiers we can assert that this 
technique for classifying student actions appears to be a promising avenue worth 
further investigations. Despite the limited amount of available data, the classifiers 
were able to achieve reasonable accuracy, especially in detecting behaviors detrimen-
tal for learning, even after seeing only 10% of a student’s overall actions. An adaptive 
ELE could use these classifications for interface adaptations to promote more effec-
tive behavior. For example, the ELE could employ a multi-layered interface design, 
where each layer’s features are tailored to facilitate learning for a given learner group. 
Based on a learner’s classification, the ELE could select the most appropriate inter-
face layer. For instance, the ELE may select a layer with Fine Step disabled or with a 
subsequent delay to encourage careful thought for the students in either of our “low 
learning” groups, or could choose a layer with additional textual explanations of  
Domain Splitting and Backtracking for students classified in our LL2 group. 

6   Conclusion and Future Work  

In this work we have explored a data-based approach to automatic behavioral recogni-
tion in an ELE that uses interactive AVs to help students learn constraint satisfaction 
algorithms. We have described the use of k-means clustering to detect groups of 
learners with distinct interaction patterns and with significantly different learning 
outcomes. The clusters identified were then used for on-line behavioral classification. 
We found that this approach achieved good accuracy even after seeing only a small 
fraction of student actions, despite the low amount of data available for training.  

The next step of this research is to collect more data and verify that this will sub-
stantially improve k-means performance. In addition, we plan on experimenting with 
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other unsupervised techniques including a probabilistic version of k-means called 
Expectation Maximization. We also intend to examine how well our approach trans-
fers to other educational applications with different input dimensions including eye 
tracking and physiological data. Finally, we wish to design an adaptive support facil-
ity that takes as input on-line classification information, and empirically evaluate the 
classifier’s effectiveness in a real world setting. 
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Abstract.  Item Response Theory (IRT) models were investigated as a tool for 
student modeling in an intelligent tutoring system (ITS).  The models were 
tested using real data of high school students using the Wayang Outpost, a 
computer-based tutor for the mathematics portion of the Scholastic Aptitude 
Test (SAT).  A cross-validation framework was developed and three metrics to 
measure prediction accuracy were compared.  The trained models predicted 
with 72% accuracy whether a student would answer a multiple choice problem 
correctly. 

1   Introduction 

Student modeling is defined as the system’s belief about a learner’s state of 
knowledge. This is one of the most important aspects of an intelligent tutoring system.  
Any pedagogical strategy must rely on an accurate model to understand the effect of 
different tutorial actions on student performance. Student models can be categorized 
into two broad categories: expert-centric or data-centric [14].  The expert-centric 
approach, which includes cognitive modeling and knowledge tracing [1, 10], relies on 
an expert to identify the skills required to solve each problem.  The expert provides 
the structure of the model and possibly the parameters.  The data-centric approach 
relies on using the data to uncover the structure relating student ability to 
performance.  Examples of data-centric student models are structure-learned dynamic 
Bayesian networks [14], models learned using the Q-Matrix method [6], and Item 
Response Theory [16, 17] models.  Data-centric models typically have far fewer 
parameters compared to expert-centric models. 

In this paper, we evaluate the predictive power of IRT models. A data-centric 
model was selected to contrast with our previous work [13] using an expert-centric 
model. From [13], we concluded that robust parameter estimation was difficult given 
the ratio of the amount of data available from student logs to the model comp- 
lexity (i.e. number of parameters). IRT models are an attractive alternative because 
they have a relatively small number of parameters. To confirm this hypothesis, we 
developed a cross-validation framework to quantify a trained model’s predictive 
accuracy. 
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2   Item Response Theory 

IRT models and their corresponding parameter estimation techniques have a long 
history of development in the psychometrics literature.  The purpose of these models 
is to probabilistically explain an examinee’s responses to test items via a 
mathematical function based on his/her ability.  Assessment of an examinee’s ability 
is the first step of student modeling in an ITS because student state is a prerequisite 
for creating a pedagogical strategy. 

The following two subsections describe the specific model and parameter 
estimation procedure used in our work. 

2.1   Model 

IRT posits a static, generative model that relates a student’s ability, θ, to his/her 
performance on a given problem, ui, via a characteristic curve, ƒ(ui | θ).  A graphical 
view of this model is shown in Figure 1.  Circles represent continuous variables, 
squares indicate discrete variables, and shaded items are observed variables. 

 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Graphical depiction of an Item Response Theory model 

In this work, we assume θ is drawn from a unidimensional normal distribution with 
mean 0 and variance 1.  Experiments were also conducted with a multidimensional 
normal distribution, but those studies are not discussed in this paper.  The random 
variables associated with each problem, ui, come from a Bernoulli distribution with 
probability of a correct response (1) given by the following parameterized function. 

P(ui = correct | θ)  =  ƒ(ui = 1 | θ)  =  
( )( )ii

i
i ba

c
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This is referred to as the three-parameter logistic equation, where ai is the 
discrimination parameter that determines the slope, bi is the difficulty parameter that 
determines the location, and ci is the pseudo-guessing parameter that determines the 
lower asymptote.  A plot of the function, with varying values of the discrimination 
parameter, is shown in Figure 2.  Note that the two-parameter logistic equation is a 
special case of the three-parameter equation where ci is set to 0.  A more thorough 
description of the IRT model and the role of each of the parameters can be found in 
any text on the subject (i.e. [17]). 

θ

u1 u2 u3 uN…

ƒ(uN | θ)ƒ(u1 | θ)



 Estimating Student Proficiency Using an Item Response Theory Model 475 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. Three parameter logistic function relating proficiency (θ) to the probability of a correct 
response. The three curves illustrate the discrimination parameter’s effect, ai = {0.3, 1.0, 5.0}, 
while keeping the other parameters constant at bi = 0.5 and ci = 0.2. 

2.2   Parameter Estimation 

Marginal maximum likelihood estimation [8] is the most common technique used to 
learn the problem parameters (see [4] for a specific implementation of this algorithm).  
This is an instance of the expectation-maximization (EM) [11] algorithm where the 
hidden student variables (θ) as well as the parameters for each problem (ai, bi, ci) are 
estimated simultaneously.  The parameters are chosen to maximize the likelihood of 
the data. 

In the most general case, the three parameters (ai, bi, ci) are assumed to be 
constants that should be learned from the data.  However, it is well known that jointly 
estimating parameters ai and ci can prove difficult. The estimates can be constrained 
however by assuming the parameters themselves have prior distributions. For example, 
the discrimination parameter, ai, can be assumed to come from a lognormal distri-
bution. The prior distribution assumption helps to avoid deviant parameter estimates 
by shrinking the values toward the specified mean of the distribution. 

3   Design of Experiments 

Experiments were designed to determine the effectiveness of IRT models at capturing 
a student’s state of knowledge.  Multiple experiments were conducted to find the most 
appropriate modeling assumptions given our dataset. 

3.1   Domain and Data 

The Wayang Outpost (http://wayang.cs.umass.edu) [2, 3] provides web-based 
tutoring on SAT mathematics problems.  The tutor uses multimedia as a tool for 
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engaging students and has been shown to be particularly beneficial for girls. Speci-
fically, the tutor presents multiple choice geometry problems to students and offers 
them the option to seek help in solving the problems. 

Data exists for 401 high school students and 70 multiple choice problems in the 
Wayang Tutor.  Every student completed a minimum of ten problems and each 
problem was attempted at least thirty times.  For each problem and each student, three 
pieces of information were recorded: number of mistakes made, number of hints 
requested, and the time spent.  Furthermore, the order in which the students finished 
the problems was tracked.  Problems were assigned randomly and a single problem 
was not given more than once to the same student (note that pairs of very similar 
problems do exist in the tutor).  On average, a student completed 32 of the 70 
available problems.  The IRT assumption of static student proficiency is justified 
given this limited interaction with a student.  Dynamic IRT models [12] or latent 
transition analysis models [9] that capture student learning could be used with longer 
data sequences. 

The data was dichotomized because the relatively small sample size does not 
warrant using polytomous IRT models.  A conservative dichotomization procedure 
was used: a response was labeled as correct only if the student’s first action was to 
click on the correct answer.  If the student answered incorrectly or asked for a hint, 
then the data point was labeled as incorrect. 

3.2   Experiments 

Four experiments were run with varying assumptions about the parameters in the 
logistic equation.  The first two experiments use the two-parameter logistic equation 
while the last two experiments use the three-parameter equation.  The first and third 
experiments assume ai and bi are constants to be estimated from the data.  In the 
second and fourth experiments, the discrimination parameter, ai, is assumed to come 
from a lognormal prior distribution with mean 1.1 and variance 0.6.  The mean of 1.1 
is a typical value for the discrimination parameter.  These two experiments test 
whether constraints, in the form of prior distributions, help in estimating the 
parameters.  Estimates for ai that strongly deviate from the prior mean of 1.1 are 
penalized according to the lognormal distribution.  This has the effect of shrinking ai 
estimates closer to the mean of the prior distribution.  Table 1 summarizes these 
assumptions. 

The pseudo-guessing parameter, ci, was not estimated during the parameter 
estimation process in Experiments 3 and 4.  Given the small amount of data available, 
ci was fixed at a value of 0.2 for each problem.  This corresponds to an assumption of 
uniform guessing as there are five responses for each multiple choice problem. 

Table 1.  Parameter assumptions for the four experiments 

Experiment ai bi ci 
1 constant constant N/A 
2 ~ lognormal(1.1, 0.6) constant N/A 
3 constant constant 0.2 
4 ~ lognormal(1.1, 0.6) constant 0.2 
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3.3   Validation Framework 

Five-fold cross validation was used to evaluate the IRT models learned in each of the 
four experiments.  This means that ~320 students were used to train the model and 
~80 students were used to test the model’s predictive power.  This process was 
repeated five times by rotating the training and testing populations such that each 
group of roughly 80 students was used once as the testing population. 

Training the model involves running EM to learn the parameters ai, bi, and ci for 
each problem.  The testing procedure involves using the trained model to estimate a 
student’s ability given performance on previous problems, and then to use the model 
again to predict how the student should fare on the next problem.  The predicted 
response is compared with the actual student response.  This is described in more 
detail in Figure 3. 
 
 

Input: aj, bj, cj for each problem 
 Data (u) for each student in test population 
Output: ACC, MAE, MSE 
for i = 1 to (# students in test population) 

   // Assume 
i
ju  refers to the i’th student’s response 

   // (0 or 1) to the j’th problem he/she attempted 
   for j = 2 to (max # problems student i performed) 

      iθ̂  = MLE of θ given ( )1111 ,,, cbaui , , ( )1111 ,,, −−−− jjj
i
j cbau  

      p  = ƒ ( )jjji cbau ,,,ˆ|1 θ=  

      if ( p  ≥ 0.5)  then û  = 1 

                      else û  = 0 

      if ( )uui
j ˆ==     then correct += 1 

                      else incorrect += 1 

      MAE += pui
j −  

      MSE += ( )2
pui

j −  

ACC = correct / (correct + incorrect) 
MAE = MAE / (correct + incorrect) 
MSE = MSE / (correct + incorrect) 

Fig. 3. Pseudocode for the cross-validation framework. Note, MLE is short for maximum 
likelyhood estimate. 

Three metrics were evaluated during the testing phase: accuracy, mean absolute 
error (MAE), and mean squared error (MSE).  Accuracy compares the actual response 
with a predicted response, whereas MAE and MSE compare the actual response with 
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the predicted probability of a correct response.  A better model results in higher 
accuracy and lower MAE and MSE values.  MAE and MSE are error metrics that 
provide a more granular explanation of the model’s accuracy than just the accuracy 
metric.  To see this, consider an example where a student answers a problem correctly 
but the model predicted a 0.49 probability of a correct response.  The accuracy metric 
will have an error of 1.0 whereas MAE will have an error of 0.51 (=1.0 – 0.49) and 
MSE will have an error of 0.26 (=0.512). 

4   Results and Discussion 

The results from the four experiments are shown in Table 2.  Note that all three 
metrics track with one another; therefore, MAE and MSE do not provide additional 
insight compared to the accuracy metric for this dataset.  However, it is still useful to 
track these metrics because they provide information on the sensitivity of the model 
(e.g. a MAE of 0.37 indicates the model is not predicting the probability of a correct 
response to be close to the extreme values of 0 and 1). 

Table 2. Results averaged across the five cross-validation runs 

Experiment Accuracy MAE MSE 
1 72% 0.37 0.19 
2 72% 0.37 0.19 
3 67% 0.40 0.23 
4 71% 0.38 0.21 

Experiments 1 and 2 produced the best average accuracy value of 72%.  Both 
experiments used the two-parameter logistic equation.  Experiment 1 assumed the 
parameter ai was a constant whereas Experiment 2 assumed ai came from a prior 
lognormal distribution.  These two experiments were very robust to initial starting 
conditions for the parameters.  Thus, the prior distribution (Experiment 2) did not 
provide additional lift over Experiment 1. 

Experiments 3 and 4 resulted in accuracy values of 67% and 71% respectively.  In 
this case, the prior distribution assumption on the discrimination parameter, ai, had a 
significant effect.  This occurred because several of the 70 problems had ai estimates 
that either became very small (close to 0) or very large (close to the maximum 
allowable value of 30).  The prior distribution helped to shrink some of those extreme 
values closer to the distribution’s mean value. 

The 72% accuracy from Experiments 1 and 2 can be compared with two simple 
baseline strategies: 

1. Always predict the student answers incorrectly (i.e. the majority class label). 
2. Predict based on a student’s percentage of previous problems answered 

correctly (if percentage is 5.0≥ , then predict a correct response). 

The first strategy achieves 61% accuracy and the second strategy 67%. The 2-parameter 
IRT model significantly outperforms both baselines. To demonstrate significance, the  
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Z-statistic was used assuming correct/incorrect predictions are modeled as binomial 
variables with an alpha value of 0.01 ( 33.211.15 01.0 ==>= ZZZ α  for strategy 1 

and 33.289.6 01.0 ==>= ZZZ α  for strategy 2).  Accuracy values from 75% to 

85% are reported in [15] for training IRT models with synthetic data.  However, there 
are two significant differences between the synthetic datasets and the actual data used 
for this study.  One, the sample size for the synthetic datasets is much larger.  Two, 
there is presumably no off-task behavior (i.e. students “gaming” the system, [5]) in 
the synthetic datasets.  Given these differences, 72% accuracy is a good starting point 
for modeling the Wayang dataset. 

Aside from the accuracy metric, we considered a more intuitive way to gauge the 
results of training the IRT model.  The parameter bi measures the difficulty level of a 
problem, where larger values correspond to a problem being more difficult.  Another 
simple measure of difficulty that is not directly related to the IRT model is the percent 
of students who answered a problem incorrectly.  Again, larger values of this metric 
indicate the problem is more difficult.  The correlation between these two measures of 
problem difficulty across all 70 problems was 68.0+=r  (using the bi estimates from 
Experiment 1).  This is a high correlation because the percentage incorrect metric 
does not account for the different students that did each problem, whereas the IRT 
model does.  The EM algorithm appears to learn realistic values for the difficulty 
parameter bi. 

5   Conclusions 

Dichotomous IRT models were used to estimate a student’s proficiency in answering 
multiple choice questions.  The results presented in this paper came from actual data 
of high school students using the Wayang Outpost, a SAT-style geometry tutoring 
system.  A cross-validation framework was introduced to evaluate the predictive 
power of the student model. 

The best results, which predicted a student’s response with 72% accuracy, were 
achieved using the two-parameter logistic equation.  Although the three-parameter 
equation is more expressive, there was not enough data to effectively learn the values 
of the parameters.  The number of parameters (and thus complexity) of the student 
model should be determined through a cross-validation process.  As more data is 
gathered over time, the complexity of the model can be incrementally increased.  
Longer sequences of data would also warrant use of dynamic IRT models that account 
for student learning. 

Our prior research suggests that an expert-centric model must have a large amount 
of data to learn the parameters of a model with many hidden variables [13].  In 
contrast, IRT models posit a single hidden variable and a constrained function relating 
the hidden variable to performance.  Based on this study, this data-centric model 
provided reliable and accurate estimates of a student’s proficiency.  In the future, we 
will investigate the relationship between expert-centric models and data-centric 
models given a finite amount of data from which to learn the model parameters. 

We plan to implement the IRT model to estimate a student’s proficiency while 
he/she interacts with the tutor.  Different pedagogical strategies will be tested based 
on the student’s proficiency to determine the impact on a student’s gain from pretest 
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to posttest.  We are also extending the IRT model to capture a student’s (unobserved 
and dynamic) motivation level.  Intelligent tutors are in a unique position to measure 
engagement because they track the number of hints requested and the response time, 
both key variables in detecting “gaming” behavior.  Several recent papers ([3], [7]) 
have proposed models of student engagement.  However, student modeling as a whole 
will be enhanced by measuring proficiency and engagement in one unified model. 
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Abstract. This paper describes a study where students were able to view an 
open learner model in seven formats. They were provided with tools to edit this 
model directly, to attempt to persuade the system to change it, or to enter into a 
negotiation about the model contents. Results indicate that many students are 
less comfortable having direct control over the content of their learner model 
than in situations where the system has the final say over proposed changes.  

1   Introduction  

Previous studies have suggested that offering a choice of views on the learner model 
may be beneficial [1, 2]. However, these studies focussed on the task of simply 
viewing the learner model, and did not consider how learners might prefer to interact 
with the model. Self [3] argues that opening the learner model provides an 
opportunity for the student to take some responsibility for its content, thus improving 
its accuracy. Several systems have implemented directly editable learner models e.g. 
[4, 5] while others have employed a mechanism for the learner to discuss and 
negotiate over the model contents e.g. [6, 7].  

This paper describes a study where three modes of interaction were added to an 
existing multiple view open learner model. These provide the learner with varying 
degrees of control over the model, from editing (full learner control) to persuading 
(full system control). An intermediate level of control is possible in a negotiation 
mode. The study observed students’ use of these interaction modes in conjunction 
with the views available, in an attempt to determine if the preferences observed for 
viewing the open learner model are also found in editing, persuading, and negotiating. 
Student opinions were sought on the usefulness of the three interaction modes. 

2   The Flexi-OLM System 

The Flexi-OLM system models a learner’s understanding of basic C programming 
based on their answers to multiple-choice and short-answer questions. Seven 
presentations of the learner model are available: hierarchy, a logical grouping of 
related concepts; lectures, where topics are organised the same as in the related 
lecture course; a concept map showing relationships between the topics; prerequisites, 
showing possible sequences for studying topics; index, an alphabetical list; ranked, 
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where topics are listed in order of proficiency; and a textual summary. In all views 
(except summary) the same four-point colour scale is used to indicate the user’s 
understanding of a topic: white for very limited understanding, pale yellow for 
somewhat limited, yellow/green for moderate, and bright green for excellent 
understanding. Red is used to indicate topics with possible misconceptions. Clicking 
on a topic name in the model displays more detailed information about that topic 
including a breakdown of understanding of specific concepts. Fig. 1 shows this 
breakdown viewed alongside the concept map. Fig. 2 highlights the important 
differences in structure of the remaining views. 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Using the edit function (Fig. 3), learners can directly control the model of their 
understanding and are able to change the system’s representation of their knowledge 
level for any concept to whatever they feel appropriate. Situations where a learner 
may wish to edit their model could include the following: (a) on initially accessing the 
system, the learner wishes to inform the system about topics they already understand 
(and hence do not wish to be tested on), (b) the learner suddenly grasps a concept and 
wants their model to reflect this without having to answer more questions, (c) the 
learner correctly guesses a series of answers and the system’s model therefore shows 
a higher knowledge level than they believe they have. 

 

Fig. 1. Concept map view of the learner model and topic breakdown 
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Using the persuade option (Fig. 4) allows learners to register their disagreement 
with the system’s assessment of their level of understanding for a topic, and propose a 
change to a different level. The system then explains why it believes the current level 
to be appropriate (by summarizing the learner’s understanding of the sub-concepts) 
and presents evidence supporting these beliefs (by providing samples of the learner’s 
previous responses that may indicate a misconception is held, for example). If the 
learner still wishes to proceed, they have the opportunity to ‘persuade’ the system to 
change their model by answering a series of test questions. Situations where a learner 
may use the persuade mode could include the following: (a) they believe their 
knowledge may be higher or lower than the system asserts, but lack the confidence to 
edit it unchallenged, or (b) they seek the satisfaction of proving the system wrong. 

In an amended version of Flexi-OLM, a chat window was added to allow users to 
negotiate changes to their learner model (Fig. 5) through a 'Wizard-of-Oz' style 
interaction simulating a chatbot. Discussion was constrained by a protocol [8] based 
on the negotiation model of Mr Collins [6], maintaining separate belief models for 
system and learner, following Baker’s notion of interaction symmetry [9], ensuring 
that the same dialogue moves are available to both parties. Each party (a) has full 
control over their own beliefs, (b) can challenge the other’s belief, (c) can seek 
justification for the other’s belief (d) may request justification before changing their 
own beliefs, and (e) may ultimately decide to leave their belief unchanged. On the 
system’s part, justification is provided using the learner’s past responses. The system 
will accept the learner’s suggestion if the difference between their beliefs is one level  

Prerequisites Hierarchy Lecture structure 

Textual summary Index Ranked 

Fig. 2. The pre-requisites, hierarchy, lecture, ranked, index, and summary views 

Your understanding of the following topics is excellent: Arithmetic 
operators, Keywords, If construct, Initialisation 

Your understanding of the following topics is moderate: Logical 
operators 

Your understanding of the following topics is somewhat limited: 
Comments, Control of flow statements, Primitive types, Prefixes, 
Expressions, Operator precedence 

Your understanding of the following topics is very limited: While 
loop, scanf, Strings 

You may have misconceptions about the following topics: Arrays 

The system does not have enough data to assess your 
understanding of the following: Prototypes, Arguments, Scope, 
Relational operators, Functions, printf, Format specifiers, Type 
conversion, Macros, Literals, Statements, Identifiers, Selection 
constructs, Iteration contructs, Inc/decrement operators, If...else 
construct, Switch construct, For loop, Do...while loop, Assignment 
operators, Compound statements, Tokens, Program structure, Header 
files 
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Fig. 5. Learner model and ‘chatbot’ window used for negotiation 

(on the scale of four levels: ‘very limited’, ‘somewhat limited’, ‘moderate’, and 
‘excellent’). If the difference is two levels a compromise is offered (of changing both 
beliefs by one level), but if the difference is three levels the learner will be asked to 

Fig. 4. Persuade interface 

Fig. 3. Edit interface 
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support their claim by answering questions. Tabs at the top of the page allow the 
learner to switch between viewing their own beliefs and the system’s (Fig. 5), aiding 
the identification of topics where there is disagreement. The aim is to reach agreement 
across all topics on the student’s level of understanding, although the protocol allows 
the system to tolerate a discrepancy of a single level per topic. If greater discrepancies 
are present, the system will allow a short time for the learner to propose a topic for 
negotiation before itself selecting the topic with the greatest discrepancy and 
attempting resolution by initiating a negotiation. 

3   The Study 

A study was conducted using to compare students’ use of the edit, persuade, and 
negotiate modes of interaction. 

3.1   Participants, Materials, and Methods 

Participants were 8 third-year undergraduate students from the department of 
Electronic, Electrical, and Computer Engineering at the University of Birmingham, 
who had all previously completed a course on C Programming. The students were 
introduced to Flexi-OLM (with edit and persuade functions) in a laboratory session, 
as part of a course on Interactive Learning Environments. They were asked to begin in 
‘test’ mode, where the system attempts to fill the model as quickly as possible by 
asking questions on all topics. After building an initial model, they were told to 
explore the system more freely, spending around an hour viewing the model, 
answering questions, and using the edit and persuade functions as they wished. 
Immediately following this interaction students submitted a questionnaire concerning 
their use of the views and the edit/persuade functions. 

The negotiated learner model version of Flexi-OLM was conducted as a ‘Wizard-
of-Oz’ [10] style experiment, with human experimenters performing the role of the 
system for the negotiation parts – a fact not revealed to the students until afterwards 
(see [8] for further details). The system’s initial belief model was constructed using 
the student’s responses from the first part of the study, while the student’s own model 
was elicited from a self-assessment completed at the start of the interaction. 
Participants were given a summary of the dialogue moves available in negotiation and 
asked to spend at least 20 minutes interacting with the system and their learner model, 
before completing a second questionnaire. 

3.2   Results 

Table 1 indicates the number of edit, persuade, and negotiation ‘episodes’ performed 
by each user. An edit episode involves the user adjusting their knowledge level for 
one or more concepts or misconceptions within a particular topic, while a persuade 
episode describes any situation where the user challenges the system over the model 
(regardless of whether they successfully effect a change). A negotiation episode 
begins when either system or student propose a topic for discussion, and ends with the 
student’s last utterance on that topic.  
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All users except one edited their model at least once, with the maximum number of 
edits performed being 6. The number of persuade episodes for each user varied 
between 1 and 14, and the number of negotiation episodes between 2 and 9. Two 
users did not attempt to initiate a negotiation, while the largest number of user-
initiated discussions was 7. 

Table 1. Number of episodes of editing, persuading, and negotiating experienced by users 

User 1 2 3 4 5 6 7 8 
Edit 6 4 4 2 2 1 1 0 
Persuade 2 4 5 14 1 4 3 3 
Negotiate (user initiated) 7 4 4 1 2 5 0 0 
Negotiate (system initiated) 2 0 0 1 1 0 4 3 
Negotiate (total) 9 4 4 2 3 5 4 3 

Figure 6 indicates the number of times each user inspected each of the seven views 
across both parts of the experiment. Of the 8 users, only 2 (users 5 and 3) made 
similar use of all the views. One user (user 6) appeared to use a single view almost 
exclusively, while for the rest, usage was more varied. Importantly, the view 
receiving the most use varied from individual to individual with 5 views (all except 
the index and summary) being favoured at least once. 

 
 
 
 

 
 
 
 
 
 
 

 
 
 
 
 
 

Table 2 shows the students’ responses to questionnaire statements. A five-point 
scale was used, with 5 indicating strong agreement and 1 indicating strong disagree-
ment. Each participant’s responses are shown in a separate column, with the average 
shown in the final column. All students found viewing, persuading, and negotiating 
the model to be useful activities. Responses regarding editing were mixed, with 2 
students finding it useful, 3 indifferent, and 2 not finding it useful. All students would 
be likely to persuade or negotiate in situations where they disagree with the model 
content, but only 2 would be likely to edit. 
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Fig. 6. The number of inspections of each view made by each participant 
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Table 2. Questionnaire statements and student responses 

Part A avg 
Viewing my learner model was useful 4 5 5 4 4 5 5 5 4.6 
Editing my learner model was useful 3 2 4 5 2 2 3 5 3.3 
I would always edit my learner model if I disagreed 
with it 

3 5 2 5 1 1 3 3 2.9 

Attempting to persuade the system to change my 
learner model was useful 

4 4 5 5 5 5 5 5 4.8 

I would always challenge my learner model (try to 
persuade the system) if I disagreed with it 

4 5 4 5 5 5 5 5 4.8 

Part B avg 
Negotiating with Flexi-OLM about my learner model 
was useful 

5 4 4 4 4 5 5 4 4.4 

I would always negotiate about my learner model if I 
disagreed with the system. 

5 5 5 5 5 5 5 5 5 

Table 3. Selected comments from questionnaires 

Editing 
a) “Overriding what the system is telling you without proving yourself to be right seems to 

be missing the point of a learner model” 
b) “allowed a way of cheating to improve your model” 
c) “I think editing should only be decremental and not incremental as I may get some 

questions right by fluke, but if I know the subject matter there should be no reason why I 
should get the question wrong”  

d) “The edit function in my opinion could be abused... Though when used sensibly saved 
me the bother of covering topics I know I can do” 

e)  “This may mean certain users will just edit their models so that they are as good as, or 
better than, their peers. This will not help their learning and will fool them into thinking 
they are doing well. ”  

Persuading 
f) “I found the persuade function useful and liked the fact it would test me before changing 

my knowledge level”  
g) “was extremely useful in forcing me to answer further questions and realise that I do 

lack knowledge in that topic even if I thought I knew it well” 
h) “The persuasion function definitely improved my learning as it allowed me to keep 

persuading until I understood the topic” 
i) “The way the system allows you to persuade it to change your level of knowledge is also 

useful, because it helps point out what is wrong for you a little more which facilitates the 
user to understand where they are going wrong and derive the correct answer” 

Negotiating 
j) “Negotiation was a good feature to challenge and learn whilst gain confidence in my 

ability as well”  
k)  “Using this [negotiation] version of Flexi-OLM was far less frustrating than using the 

previous version... I could defend myself much more easily and quickly using chatbot” 
l)  “I preferred interacting with the chatbot because while I am learning I would prefer to 

be guided on where my weak areas are. Although that could be done using the views but 
sometimes you get carried away doing questions not realising you are familiar with that 
topic, so the chatbot pops up to remind you” 

m) “Useful but could sometimes become annoying, too many interruptions” 
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The comments in Table 3 illustrate some of the reasons given by students for their 
preferences in Table 2. For editing and persuading, these also include comments from 
students who did not participate in the negotiation part of the study, and so whose 
data has otherwise not been included in this paper.  

The comments about editing suggest many students view the system as an 
assessment tool where understanding must be demonstrated and directly editing the 
model subverts this process (e.g. comments a, b, and c). Despite the fact it is not 
possible for tutors or peers to access an individual’s learner model, some students 
were still concerned with their peers being able to set an artificially high knowledge 
level (e.g. d and e). Interestingly, even students who could identify legitimate reasons 
for editing their own model (e.g. d) did not always believe others would be so 
responsible, and even suggested restricting functionality (e.g. c) to prevent abuse. 

In contrast, students reacted much more positively to persuasion, where all changes 
to the model must be justified by answering questions, and are thus considered to 
have been ‘earned’ (e.g. comment f). Two interesting uses for persuasion are 
revealed. Firstly students may have insufficient confidence in their own assessment, 
possibly exacerbated by failed attempts to persuade the system (e.g. g), and are 
actually attempting to persuade themselves that the system’s assessment is correct, 
rather than persuade the system to change its assessment. Secondly, are situations 
where students do not disagree with the system at all, but are using the persuade 
facility as a way to improve their understanding through practice while reviewing the 
evidence presented by the system (e.g. h and i).  

Similarly, comments regarding negotiation were mostly positive, for example 
identifying it as a confidence building tool (e.g. comment j) and in one case finding it 
less frustrating than persuading (k). The fact that the system could initiate negotiation 
(in contrast to editing and persuasion which are user initiated) was viewed as useful 
by some users (e.g. l) and annoying by others (e.g. m). 

3.3   Discussion 

Overall, students found viewing the learner model to be useful, with all giving 
agreement scores of either 4 or 5 (Table 1). The interaction data (Fig. 6) supports 
previous findings [1, 2] that learners have preferences for views in the learner model, 
and the high scores in the questionnaires for usefulness of viewing the model suggest 
no difficulty in selecting appropriate views to use. 

Only 3 of the 8 participants responded positively to the question of whether editing 
the model was useful, with comments suggesting many users perceive Flexi-OLM as 
an assessment tool and hence view editing as ‘cheating’. One reason for this could be 
that aside from presenting an individualised learner model, Flexi-OLM’ adaptivity is 
limited to selecting appropriate topics to question the user on (if they select ‘test 
mode’). In contrast to a full intelligent tutoring system with teaching material and 
strategies, Flexi-OLM represents an open learner model in isolation, having the aim 
of helping learners to identify their problems so that they can work on them 
themselves. Hence, students may not view maintaining an accurate model as 
important in shaping the interaction. If the model content was viewed as more crucial 
to the interaction (i.e. in a system that also performed tutoring) students may have 
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more need for a means of making direct changes to the model (for example, to 
prevent the system tutoring them on a topic they already understand). 

In contrast to editing, all participants agreed (6 strongly) that persuading was 
useful, and all agreed (3 strongly) that negotiating was useful, suggesting that students 
prefer situations where changes to the model must be justified. The fact that in 
negotiation the system will accept a very small change without justification or will 
offer a compromise on a moderate discrepancy could account for the small difference 
between the perceived usefulness of negotiating and persuading. 

Persuasion and negotiation also appear to have benefits for self-assessment by 
making it possible for the user to prove the system wrong, and also in fostering a 
reflective learning cycle where the user can learn by practising questions and 
continually reviewing the evidence about their understanding.  

Negotiation of the model illustrates a dimension of learner control beyond control 
of the model content – the issue of who is controlling the interaction. While editing 
and persuading are entirely initiated by the learner, either party can initiate 
negotiation, potentially allowing the system to encourage users to reflect upon their 
model where they would not otherwise have done so (see comment l, Table 3). The 
fact that one user could justify themselves “more easily and quickly” using the 
‘chatbot’ illustrates the flexibility of negotiation compared to persuasion – in 
negotiation a user can attempt to convince the system to change the model 
immediately, whereas in persuasion the system will always justify itself first.  

Questionnaire responses suggest that students would be very likely to persuade or 
negotiate with the system if they disagreed with their model, but much less likely to 
edit (though two users still claimed they would always edit), a consequence of the fact 
that editing was considered less useful than persuading or negotiating.  

4   Summary 

Students were provided with means to influence their learner model other than simply 
answering test questions. Despite arguments for increased learner control brought by 
editable learner models, our results suggest learners were most comfortable in the 
situation with little direct control (i.e. persuading, where they could propose changes 
to the model but had to demonstrate their level of understanding before these were 
accepted) and relatively comfortable with a small amount of control (i.e. negotiation, 
where small changes could be accepted by the system without challenge), but not 
comfortable with full direct control (editing). 

Results support previous findings [1, 2] that learners find it useful to be given a 
choice of how to view the learner model, and have different preferences for which 
view they find most useful.  

Of course, there are important limitations to these results. Firstly, the sample size 
(8 people) means a larger scale study would be required before strong conclusions can 
be drawn. Secondly, the participants were relatively computer-literate, so may have 
less difficulty navigating the multiple-view interface and negotiating with the system 
than students with less computer experience. Thirdly, the study does not take account 
of what may happen to an individual’s preferences over a longer timescale. Although 
students were able to explore all the views thoroughly before editing, persuading, or  
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negotiating, they only had time to perform a small number of more complex 
interactions (for example, some students achieved only 2 or 3 negotiation episodes). 
Finally, the use of self-report data relies on students’ abilities to know what is 
beneficial to them. Even though they appear to find persuading and negotiating 
useful, this does not necessarily mean these features actually help them learn. 
However, at the very least, these results suggest that further studies contrasting 
editing, persuading and negotiation of the learner model are worthwhile. 
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Abstract. Atomic Bayesian Networks (ABNs) combine several valuable 
features in student models:  prerequisite relationships, concept to solution step 
relationships, and real time responsiveness. Recent work addresses some of 
these features but have not combined them, which we believe is necessary in an 
ITS that helps students learn in a complex domain, in our case, object-oriented 
design. A refined representation of prerequisite relationships considers relation-
ships between concepts as explicit knowledge units.  Theorems show how to 
reduce the number of parameters required to a small constant, so that each ABN 
can guarantee a real time response. We evaluated ABN-based student models 
with 240 simulated students, investigating their behavior for different types of 
students and different slip and guess values.  Holding slip and guess to equal, 
small values, ABNs are able to produce accurate diagnostic rates for student 
knowledge states. 

1   Introduction 

An Intelligent Tutoring System (ITS) that individualizes its feedback can provide 
more useful help for each student [7][14][16]. Adaptive tutoring needs to model how 
well the student knows each concept in the problem domain (knowledge level) 
currently, not just the likely intention of the student’s next step in solving a problem. 
Modeling a student’s knowledge level will help the tutoring system provide feedback 
that clarifies fundamental knowledge such as concepts rather than point out errors in 
procedural knowledge. An ITS increases learning when it provides real-time feedback 
along the way where students solve a procedural problem [16]. Real time feedback 
helps students make progress and avoid hacking, which leads to confusion and 
leaving the learning environment prematurely. 

Student modeling with Bayesian networks can provide information about a 
student’s knowledge level for each granular piece of conceptual knowledge [4][7][15]. 
But the number of parameters and the updating time for Bayesian networks is in the 
order of exponential [12][13]. “Probability is not really about numbers; it is about the 
structure of reasoning” [12]. When researchers used probabilistic reasoning to model 
students’ knowledge state, fewer of them precisely investigated the relationship among 
causes that explain student solution steps. 

Table 1 compares recent work on student modeling using Bayesian networks, 
focusing on three features. The first two features, diagnose concepts and prerequisites, 
indicate whether a system diagnoses knowledge level of concepts or prerequisite 
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concepts, from students’ performance.  The third feature, real time, shows whether a 
system runs in real time in response to student work. Check marks indicate that the 
authors implemented a feature successfully, while a dash indicates a partial solution. 

Table 1. Comparisons between different systems 

Author Context Diagnose 
concepts 

Prerequi- 
sites 

Real time 

Murray (1998) Desktop associate    
Vanlehn et al.(2001) Solve physics problems    
Millan et al.(2002) CAT system    
Butz et al. (2004) Web-based learning 

programming lecture 
 –  

Millan et al.(2005) CAT system  –  
Our work (2006) OO-design    

Murray used a simplified Bayesian network algorithm to run in real time in a 
desktop associate system [11]. This system selects appropriate tasks for a user instead 
of helping the user to learn desktop knowledge. It did not diagnose any concepts in 
the domain, instead modeling one skill at a time, such as how to open an IE browser. 
Nor did it model any relationship between skills, such as prerequisites. 

VanLehn et al. modeled multiple rules in a solution graph in ANDES, which is a 
system that guides students to solve physics problems [1][15][16][17]. In ANDES, the 
student model predicts a student’s next solution step and diagnoses unmastered rules, 
instead of unknown concepts. Concepts represent knowledge at a finer granularity 
than rules. For example, one ANDES rule says that if the velocity of an object is 
constant, then its acceleration is zero, rather than representing the concepts velocity or 
acceleration. Furthermore, ANDES does not model prerequisite relationships between 
rules. The successful real-time feedback in ANDES is to diagnose any error in the 
current step and to guide a student to the next correct solution step. It does not tell the 
underlying concepts that the student needs to learn to avoid errors. 

Millán et al. modeled a relationship that multiple concepts cause students’ answers 
in a Computer Adaptive Test (CAT) system [7]. The system diagnoses students’ 
knowledge level from a list of problems chosen by a computer with either random or 
adaptive criterion. Millán et al. used 60 random problems to get the knowledge level 
of 14 concepts at the correctly diagnosing rate of 90%. Assuming each problem takes 
5 seconds for a student, their system needs about 5 minutes to compute the students’ 
current knowledge state. Later, Carmona et al. modeled prerequisite relationships [4]; 
using 40 problems, their new system attained a correctly diagnosing rate of 91% for 
14 concepts.  Run-times for diagnosis and update are still quite long. 

Butz et al. proposed modeling prerequisite relationships using pre-knowledge from 
a final-exam pool [3]. Their system called BITS is a web-based system that teaches 
C++ programming lectures. Their student model provides learning sequences adaptive 
to each student through the lecture materials. The authors did not indicate the 
accuracy of their results. Furthermore, gathering pre-knowledge from a final exam 
increases the cost of knowledge acquisition, and may be idiosyncratic to the particular 
set of students who took the final exam. 
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As Table 1 shows, researchers are recognizing the importance of prerequisite relat-
ionships. But none provide a student model that accurately diagnoses concepts and 
prerequisites in real time. Our work considers both prerequisite and concept-to-
solution-step relationships, and shows how to do so in real time, so that a student 
model can determine where students need help, as they solve a problem. 

In this paper we present a student model to diagnose students’ knowledge level in 
CIMEL-ITS, an intelligent tutoring system that helps beginners learn object oriented 
design in a CS1 course [2][9][10][18]. This student model provides a refined 
representation of prerequisite relationships, adds prerequisites to estimate the current 
students' knowledge level, and guarantees real-time responsiveness using an atomic 
Bayesian network (ABN). Evaluation results using 240 simulated students show that 
the ABN can diagnose each student’ knowledge level quickly and accurately. It has 
correctly diagnosed over 93% of 38 concepts after 38 randomly picked distinct 
problems in the novice object-oriented design domain. 

The organization of this paper is as follows: Section 2 describes the knowledge 
representation for our student model; Section 3 provides a formal definition of an 
ABN, with theorems limiting the number of parameters to a small constant, and 
explains the advantages of this approach; Section 4 presents evaluation results for the 
accuracy of student models using ABNs; and Section 5 outlines our conclusion and 
future work. 

2   Knowledge Representation  

According to cognitive science theory, a sound knowledge state should show a highly 
connected and well-defined structure [1][5]. Students need not only knowledge of 
individual concepts, but also the relationships between concepts, such as similarity, 
difference, usage and a-part-of, to build up a sound knowledge state. Our knowledge 
scheme represents these relationships as explicit nodes in a network. 

We use a pair (ku,au) to model the causal relationship between an immediate 
concept or knowledge unit and an action step that a student takes to solve a problem.  
A ku is a knowledge unit, which means the knowledge that students need to learn. 
There are two kinds of ku: concept and relation between concepts. For example, 
relation between concepts can be Attribute_Parameter, which models understanding 
the difference between concepts Attribute and Parameter (a common confusion for 
novices). We have observed from preliminary results that students frequently struggle 
to understand relationships between concepts, such as the difference between 
Attribute and Parameter (and when to use which), or between integer and double, etc.  
An au is an action unit, which is a single step in a student’s solution, e.g. writing a 
name for an attribute. From the definition of the pair (ku,au), ku  directly causes au. 

As shown in Figure 1, the knowledge units that students need to understand to 
solve the object oriented problems are modeled in a Curriculum Information Network 
(CIN) for the student model. All the knowledge units are connected by the 
prerequisite links. By convention, a prerequisite is a concept that a student needs to 
understand before understanding another concept. Different teachers may use different 
curricula which results to a different CIN. So more broadly, any concept one needs to 
teach before introducing a new concept is also a prerequisite. Immediate prerequisites 
are those concepts that strongly relate to a concept and play the most important role in 
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understanding the concept. The concept Class in our CIN is not the aggregation of 
concepts Attribute and Method. Instead it represents a category of objects. A student 
understands the concept of Class if he can identify correct class names. 

 
Fig. 1. Curriculum information network (CIN) for the student model 

3   Atomic Bayesian Network 

An Atomic Bayesian Network (ABN) focuses on just one concept, its immediate 
prerequisites, and its relationship to a solution step.  An ABN models both the causal 
association between a student’s solution and the most relevant concepts, and models 
prerequisite relationships among these concepts. It indicates that mastery of those 
concepts causes that whether the student makes the current solution step correctly or 
not. In other words, an ABN models two kinds of relationships: 1) the student needs 
to understand a concept at the center of an ABN before he can make the current 
solution step correctly, and 2) the student needs to understand all of the immediate 
prerequisites of the center concept before he is ready to understand the center concept. 

3.1   Definition of an Atomic Bayesian Network (ABN) 

As Figure 2 shows, an ABN is a directed graph composed of one edge (ku, au) and 
multiple edges (immediate-prerequisite(ku), ku), in which ku and au make a pair (ku, 
au). Immediate-prerequisite(ku) represents the knowledge units that must be taught 
right before teaching ku. A noisy-and relationship is enforced among all edges 
(immediate-prerequisite(ku), ku). Noisy-and is an uncertain relationship which is 
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generalized from the logical AND [7][12]. Whereas logical AND requires that a 
student understand all immediate prerequisites of ku before he understands ku, noisy-
and allows for uncertainty about the knowledge of immediate prerequisites. It 
assumes that allowing each immediate prerequisite is independent of allowing the 
others. For example, the concept Numeric-datatype has two immediate prerequisites: 
Int and Double. Noisy-and assumes that the joint events (numeric-datatype, int) and 
(numeric-datatype, double) are mutually independent. Given this independence, 
parameters in the conditional probability table for a noisy-and relationship take the 
product of the conditional probability values of each parent. For more details please 
see the proof for equation (1). 

 

Fig. 2. Atomic Bayesian Network (ABN) 

All of the variables (nodes) in an ABN have binary values, true or false. They are 
defined as follows: 

• The variable au (the leaf node) represents how a student makes a solution step in a 
constructive exercise, such as an OO design problem. The value of true means the 
student makes a correct step, while false means a wrong step. 

• The variable ku in the center represents if the student knows the most relevant 
concept for the current solution step. The value is true when the student 
understands the concept and false otherwise. 

• The variable p1(ku) (the root nodes) represents if a student knows the immediate 
prerequisites of the center concept. The value is true when the student 
understands the prerequisite and false otherwise. 

When a student understands ku, he might still make a wrong step because of a slip 
or unintentional mistake. Or, when a student does not know ku, he might guess the 
solution correctly. Let’s also consider the possibility of errors deriving the center 
concept from its prerequisites. Even if the student knows all the immediate 
prerequisites, a student might not understand the center concept.  Or a student might 
guess the correct meaning of the center concept even if he doesn’t understand any 
immediate prerequisite. These characteristics in student learning can be applied to 
find out the conditional probability tables in an ABN. 

Four variables to determine the conditional probability tables in an ABN are formally 
defined as follows: 

• slipe is the probability a student makes a wrong step when he knows ku, 
[8][11][16][17] where e means an evidence: P(au=false|ku=true)=slipe or 
P(au=true|ku=true)=1–slipe 

• guesse is the probability that a student makes a correct step when he doesn’t 
understand ku [8][11][16][17]: P (au = true | ku = false) = guesse 

……

au 

ku

p1(ku)1 p1(ku)2 p1(ku)N

p1: immediate-prerequisite 
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• slipp is the probability a student fails to understand the center concept when he 
knows one immediate prerequisite, where p means a prerequisite (i.e., a slip in the 
causal relationship from a prerequisite to center concept). 

• guessp is the probability that a student understands the center concept when he 
doesn’t know any immediate prerequisites. 
A conditional probability table between the nodes of au and ku can be calculated 

from slipe and guesse from their above definitions.  A conditional probability table 
between the nodes of immediate-prerequisite (ku) and ku can be calculated by the 
definition of slipp, guessp and noisy-and as 

P(ku=true| p1(ku)i=true ,… p1(ku)j=false)=        (1-slipp)        guessp (1) 

where if i  K, j  K, then p1(ku)i =true, p1(ku)j =false, KK ∪ is a set of all immediate 
prerequisites of the center concept, and K={ p1(ku)i =true| ],1[ ni ∈ }, a set of 

immediate prerequisites that the student knows, while k  is a set of immediate 
prerequisites that the student does not know. 

Proof:  
From the definition of conditional probability (t means true, f means false): 

P(ku = t | p1(ku)i = t, … p1(ku)j = f) =
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Because the events of knowing immediate prerequisites of a concept are mutually 
independent, and because noisy-and assumes that joint events of knowing an 
immediate prerequisite and knowing the concept are also mutually independent, then 
the conditional probability of a knowledge unit given its prerequisites becomes: 
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Applying the definition of conditional probability again, the conditional probability 
of an ABN, taking slip and guess into account, becomes: 

P(ku=t|p1(ku)i =t)∗ …∗ P(ku=t|p1(ku)j=f)=(1-slipp)∗ …∗ guessp=      (1-slipp)       guessp  

Every solution step correlates to an ABN which stores the updated value for the 
ABN of next solution step. If each knowledge unit has at most k immediate parents, 
and altogether there are n knowledge units in the domain, an ABN will: 

• Need O(1) running time instead of O(2n) for each solution step because it has a 
small bounded number of immediate parents. 

• Update O(1) nodes instead of O(n) nodes for each solution step. 
• Determine 4 parameters instead of O(nk) parameters in a noisy-and relationship. 

Using an ABN reduces the running time for each step from exponential for a 
complete Bayesian network to constant time because the ABN only considers its 
immediate parents, which is a small bounded number for any knowledge domain. The 
number of conditional parameters drops to 4—two pairs of guess and slip. The 
number of nodes that must be updated for each step drops to the number of parents. In 
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any domain, the number of immediate parents is much smaller than the number of 
total variables. 

Other tutoring systems using Bayesian networks have resorted to approximate 
algorithms in order to avoid exponential running time [7][16]. However, approximate 
algorithms are arbitrary with respect to how much of the network they consider. An 
ABN is more efficient, and it is sufficient, because the relationship between a center 
concept and ancestor prerequisites is tenuous at best. For example, from the CIN in 
Figure 1, Actor is a prerequisite of Actor_Method (a method is a service that an Actor 
can use), which in turn is a prerequisite of Method. From the solution step focusing on 
Method (give a meaningful name for the method), an ABN only updates 
Actor_Method, not Actor, because the prerequisite relation between Actor and 
Method is intuitively tenuous; it is sufficient just to update the immediate prerequisite. 
As we shall see, simulation results preliminarily support our claim about the 
sufficiency of ABNs (experiments with real students to validate ABNs’ sufficiency 
will be performed in our future research). 

The use of ABN accelerates the diagnosis in a student’s knowledge state because 
the ABN has a sufficiently accurate model of the student’s conceptual reasoning. 
Table 2 compares the student modeling approaches between considering and not 
considering prerequisites assuming A and B are prerequisites of C, and S is a 
student’s solution step. These two approaches all start from the initial prior 
probability values of 0.5 [7]. The table shows that when prerequisites are considered,  
four out of six posterior probabilities are further away from 0.5, which means our 
student model is less possible to end with undiagnosed states. 

Table 2. Comparison between different student modeling approaches. A, B, C are the related 
concepts to S, a solution step. A and B are prerequisites of C. 

 P(A|S=t) P(B|S=t) P(C|S=t) P(A|S=f) P(B|S=f) P(C|S=f) 

Millan et al.(2002) 0.56 0.60 0.65 0.36 0.28 0.17 
Our work (2006) 0.83 0.83 0.75 0.36 0.36 0.04 

 
 
 

3.2   Theoretic Framework for ABN 

We propose a theory that will reduce the number of parameters that an ABN needs.  It 
does so by discovering useful relationships between slipe and guesse and between slipp 
and guessp. Theorem 1 and 2 are intended for exercises not involving multiple choice 
questions. 

ABN Theorem 1: Let ku be a knowledge unit, au be ku’s evidence. If the initial prior 
probabilities for ku and au are P(ku)=0.5 and P(au)=0.5 when there is no information 
available in the domain, then 

P (au = true | ku = true) +  P(au = true | ku = false) = 1    (2) 

A B

S

0.50.5 
C 
0.5 

Millán et al.  

B

C

S

0.5 0.5

Our work  

A
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Both ku and au have binary value of true or false. A initial prior probability of 0.5 
means that initially it is equally likely that the variables take a value of true or false 
[7][17].  To avoid any spurious bias to the domain, we choose the initial prior 
probabilities P(ku) = 0.5 and P(au) = 0.5 when initially we know nothing about ku and 
au, whether the student knows the knowledge and whether he can make the solution 
step correctly or not. After gaining more evidences in the domain, updated posterior 
probabilities from evidences will change but the conditional probability table of this 
Bayesian network will not change, i.e. equation (2) still holds. 

Proof: 
Figure 3 shows the causal relationship between ku and au. From the process of 

marginalization [13], the marginal probability of au is P(au = t) =
ku

P(au = t, ku) 

 

 

Fig. 3. Causal relationship between ku and au 

From the conditioning rule [13],  

P(au=t)=
ku

P(au=t|ku)∗ P(ku)=P(au=t|ku=t)∗ P(ku=t)+P(au=t|ku=f)∗ P(ku=f) 

 P(ku=t)=0.5, P(ku=f)=0.5, and P(au=t)=0.5 
∴ 0.5=P(au=t|ku=t)∗ 0.5+P(au=t|ku=f)∗ 0.5   ∴ P(au=t|ku=t)+P(au=t|ku=f) = 1 

ABN Theorem 2: By definition of slipe, P(au=false|ku=true)=1-slipe, and by 
definition of guesse, P(au=true|ku=false)=guesse, then slipe=guesse, where 0 slipe or 
guesse 1. 

Proof:    
 P(au=t|ku=t)+P(au=t|ku=f)=1   ∴1-slipe+guesse=1   ∴slipe= guesse 

ABN Theorem 3: Let ku, p1(ku), …, pk(ku) be a concept and its immediate prere-
quisite, …, and k levels of immediate prerequisite. There is only one immediate 
prerequisite at each level. If the initial prior probabilities of ku, p1(ku), …, and pk(ku)  
are P(ku = true) = P(p1(ku) = true) = … P(pk(ku) = true) = 0.5, when there is no 
information available in the domain, then 

P(pk(ku))=true| pk-1(ku))=true)+P(pk(ku))=true| pk-1(ku))=false)=1 (3) 

Proof: 
Figure 4 shows the causal relationship among ku and its ancestors. From the process 
of marginalization [13], the marginal probability of a particular ku is a summation of 
all other kus in the network, both preceding and following. For example, for node 
pa(ku) (k a 1), 

 

P(pa(ku)=t)=
−+−

−+− =
kukupkupkupkupkup aakk

aaakk
kukuptkupkupkupkupP

),(,...)(,)(...,)(,)( 1111

111
)),...(,)(),(),...(),((  

ku au 
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Fig. 4. Relationship between ku and its ancestors 

This summation shows how to compute the probability of one node from the entire 
network.  However, producing the above joint probability is computationally hard.  So 
we replace the joint probability above with conditional probabilities for each node, 
using the Bayesian network formula [13].  Then the summation is equivalent to: 

−+−

+−

kukupkupkupkupkup aakk

kupkuPkupkupPkupkupPkupP
aakkk

),(,...)(,)(...,)(,)(

........

1111

))(|())(|)(())(|)(())((
111  

Next, we can separate the ku variables for calculation, as a set of simpler 
summations inside the summation. Each simpler summation covers fewer ku 
variables. So the expression is equivalent to: 

))(|)(())(|)(())(|)((

)(,...)(,)(...,)( 1121

2111
........{

−+−

−− =
kupkupkupkup aak

aakk
kupkupPtkupkupPkupkupP   

∗
)(kupk

P(pk-1(ku)|pk(ku))P(pk(ku))∗
+ )(1 kupa

P(pa(ku)=t |pa+1(ku))∗
ku

P(ku|p1(ku))} 

Since 
ku

P(ku|p1(ku))=1 no matter what is the value of the variable p1(ku), and 

since the conditioning rule that represents marginalization by conditional proba-

bilities, 
)(kupk

P(pk-1(ku)|pk(ku))P(pk(ku)) = P(pk-1(ku)). 

We repeat the procedure of separating ku variables to reduce the big summation for 
P(pa(ku)=true) to a summation of two products, of a conditional probability and a prior 
probability:P(pa(ku)=t|pa+1(ku)=t)*P(pa+1(ku)=t)+P(pa(ku)=t|pa+1(ku)=f)*P(pa+1(ku)=f)  

If the prior probability for each ku variable is 0.5, then 

P(pk(ku))=t|pk-1(ku))=t)+P(pk(ku))=t|pk-1(ku))=f)=1 

ABN Theorem 4: By definition of slipp, P(pk(ku)) = true | pk-1(ku)) = true) = 1-slipp, 
and by definition of guessp, P(pk(ku)) = true | pk-1(ku)) = false) = guessp, then slipp= 
guessp, where 0 slipp, guessp 1.  

The proof of ABN Theorem 4 is similar to proving the Theorem 2. 

4   Evaluation 

Experimenting with human subjects is expensive and a lot of unexpected factors can 
make results deviate from what is hypothesized. Large amount of data are needed to 

ku pk(ku) pk-1(ku) pa+1(ku) pa (ku) pa-1 (ku) 
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prove that the student model really works. Using simulated students avoids problems 
with limited human subject resources, at low cost, when testing the student model, 
until it appears to be ready for testing with human subjects. Several researchers apply 
simulated students to evaluate their student models [4][6][7][17]. 

One problem with simulated students is how confident can we be that they 
represent real students. Millán et al. found that adding more pre-knowledge to 
simulated student improves the evaluation results [7]. Their work shows that 
analyzing real students is necessary for designing simulated students and can increase 
confidence in simulation results. The probability that a real student knows a concept 
will be very small when the student does not know any prerequisites. Following this 
intuitive rule from observing real students, a simulated student will not know a 
concept without knowing any prerequisites. We generated 240 students of 6 types for 
the simulation. Students in the 6 types understand 5, 10, 15, 20, 25 and 30 concepts in 
the CIN respectively. If a simulated student understands a concept, the knowledge 
level for this concept is 1, otherwise 0. 

SM of 
simulated 
students 

SM start 
from 0.5 

P>=0.5--correct 

P<0.5--wrong 
Evidence

A random 
solution step 

P(solution step)

KL of simulated 
students

Updated 
estimated KL 

 

Fig. 5. Illustration of evaluation procedure 

Figure 5 illustrates the procedure of our simulation. We distinguish between 
simulated students, on the left, with pre-determined knowledge levels, and updated 
student models, on the right, developed as a result of each student step. Following the 
arrows, the simulation starts from a randomly picked solution step and the pre-defined 
knowledge state of a simulated student. Using the pre-defined knowledge state as 
prior probabilities, an ABN calculates the probability of correctly making the solution 
step. If P(solution step) is greater than 0.5, the model determines that the simulated 
student made a correct step, and if P(solution step) is less than 0.5, the model infers an 
error. Thus the model gathers evidence for updating the simulated student’s estimated 
knowledge level. The initial value of an estimated knowledge level for any concept is 
0.5. The posterior probability values for concepts in the ABN are stored in a database 
and are used as prior probabilities for updating another ABN for the next solution 
step. Our experiment repeats this procedure for 38 randomly picked solution steps, for 
each simulated student. 

There are three diagnosis results for a knowledge unit (ku) in the evaluation, 
known, unknown and undiagnosed. A posterior probability from 0.7 to 1 means the ku 
is known, a posterior probability from 0.3 to 0.7 means undiagnosed, and a 
probability from 0 to 0.3 means unknown [7]. A ku is correctly diagnosed when the 
updated ku is known and the corresponding simulated student does know it, or when 
the ku is diagnosed as unknown and the corresponding simulated student does not 
know it, by pre-definition. 
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According to our ABN theorems, slipe=guesse and slipp=guessp. We evaluated 16 
situations to investigate the influence of slip and guess values on the accuracy of the 
student model. Our hypotheses were 1) that pre-setting slip and guess values could 
lead to a reliable student model and 2) that varying slip and guess values would affect 
the accuracy of the student model. Evaluation results are shown in Table 3, where the 
correct diagnostic rate is the percentage of concepts diagnosed correctly for all 
simulated students. 

The table shows that correct diagnostic rates are higher when slipp, guessp and slipe, 
guesse take the same value. A simulated student model that presets slip and guess 
values to the same (relatively small e.g. <=0.1) values thus produces estimated 
knowledge levels with accuracy of at least 93%, confirming our first hypothesis. With 
respect to the second hypothesis, there is no significant difference when the probability 
is changed from 0.1 to 0.001.  Varying the value does not affect the behavior of the 
student model, so long as the slip and guess values are relatively small. 

Table 3. Correct diagnostic rates with different values of slip and guess 

slipp, guessp 0.2 0.1 0.01 0.001 
0.2 84.76% 81.31% 80.40% 79.08% 
0.1 84.43% 93.18% 86.22% 83.51% 
0.01 86.01% 88.85% 94.28% 91.15% 

 
slipe, 

guesse 
0.001 86.04% 88.88% 89.1% 94.31% 

5   Conclusions and Future Work 

Atomic Bayesian Networks are a new approach to student modeling.  Each ABN 
considers a small number of immediate prerequisites, a center concept and an action 
step. A student model implemented with ABNs uses prerequisites to estimate the 
current students' knowledge level.  ABN theorems show how to reduce the number of 
parameters for an ABN, which is that if the initial probability for any concepts is 0.5 
then slipe = guesse and slipp = guessp where e represents evidence and p represents 
prerequisite.  By limiting the number of parameters that an ABN needs to combine, it 
can guarantee real-time responsiveness. 

We evaluated the sufficiency of ABNs for student models with 240 simulated 
students, and also investigated the influence of different slip and guess values. The 
results show that correct diagnostic rates are higher when slipp, guessp and slipe, 
guesse take the same value. There is no significant difference when slip and guess 
values are different and relatively small. The high correct diagnostic rates indicate 
that the student model can correctly diagnose students’ knowledge states. 

In future work, we will evaluate our approach with human subjects, beginning in 
the fall of 2006. In addition, ABNs will be enhanced to consider the effects of 
feedback and historical knowledge, with the goal of a supporting an ITS that evolves 
in response to student work, in real time. 
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Abstract. One of the most persistently difficult aspects of vocabulary for foreign 
language learners is collocation. This paper describes a browser-based agent that 
assists learners in acquiring collocations in context during their unrestricted Web 
browsing. The agent overcomes the limitations imposed by learner models in 
traditional ITS. Its capacity to function in noisy unscripted contexts derives from 
a well-understood theory of lexical knowledge that attributes a word’s identity to 
its contextual features. Collocations constitute a central feature type, and we 
extract these features computationally from a 20-million-word portion of BNC. 
These we are able to detect and highlight in real time for learners in the noisy 
Web environments they freely browse. Our learner model, derived by 
semi-automatic techniques from our 3-million word corpus of learner English, 
maps detected collocations onto corresponding collocation errors produced by 
this learner population, alerting learners to the non-substitutability of words 
within the target collocations. A notebook offers a push function for individuali- 
zed repeated exposure to examples of these collocations in context.   

1   Purpose and Motivation 

One of the most serious limitations in ITS is the fragility of learner models. A common 
consequence of a lack of robust learner models for a particular learning domain is that 
intelligent systems typically impose tight restrictions upon the learners. Only with such 
restrictions can the learner’s behavior become predictable enough to enable the system 
to respond intelligently (and appropriately) within the scope the system’s limited 
expertise. This is not only the case where learner models are meager or poorly 
articulated. Often equally limiting are highly articulated learner models because these 
correspondingly require highly articulated scripts to guarantee that this model can 
derive the needed inferences from the learner’s behavior. Thus, quite generally, learner 
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freedom and flexibility are often sacrificed as a prerequisite for expressing the system’s 
intelligence. 

Such tight restrictions are especially regrettable in foreign language learning, where 
the goal is to gain competence in using language to express personal meanings and to 
understand the meanings expressed by others in a range of contexts. Moreover, one of 
the richest contexts where learners can be exposed to the target language used for such 
authentic communication is the Web. Such rich exposure to language input offered by 
the Web also addresses one of the persistent limitations of traditional classroom foreign 
language learning: underexposure to the target language in authentic contexts. 
Unfortunately for system designers, the Web is correspondingly noisy and the sorts of 
language and contexts that the users may encounter are unpredictable. In earlier work 
we have referred to this environment as the “digital wild” [13]. The purpose of our 
recent research has been to develop an approach to designing digital tools sufficiently 
robust to provide context-sensitive personalized help to language learners in such 
environments. Here we describe and illustrate here a ubiquitous agent that provides this 
sort of help for vocabulary learning.  

2   Approach 

We refer to the overall research framework and infrastructure that we have developed 
under this browser-based approach with the acronym UWiLL (ubiquitous web-based 
interactive language learning). The tools reported in this paper build upon the 
infrastructure of browser-based language tools we recently developed under UWiLL 
[13]. In this paper we address the limitation that imperfect learner models typically 
translate into restrictions on the learners. We describe and illustrate an approach which 
retains both the learners’ freedom and the system’s responsiveness to them. Here our 
approach relies upon two fundamental ingredients: (1) a highly articulated yet 
computationally tractable theory of the target knowledge domain and (2) a 
correspondingly tractable theory of what it takes to acquire this knowledge. Within our 
way of framing the problem, once these two key ingredients are in place, the burden on 
the learner model eases dramatically, to the point where personalization can be 
achieved in these same noisy conditions with the addition of a relatively simple, 
straightforward learner model. In what follows we show how this is so. 

3   A Computationally Tractable Domain Knowledge Model 

A universal assumption in second language acquisition (SLA) research is that exposure 
to the target language is the sine qua non of language acquisition. Yet learners must 
eventually glean from this exposure a mastery of the target language. Thus, exposure to 
target language is useful to the extent that the learner can distill from this experience the 
features of the language that must be mastered, for example, to distill from exposure to 
English the fact that English requires verbs to agree with their subjects in finite clauses 
[5][8]. Accordingly, our agent, to function in the noise of the unrestricted Web, must be 
able to detect in real time within this noise whatever salient linguistic features it is 
designed to help the learner acquire. Our agent is viable for two reasons. We have an 
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explicit theory of these linguistic features and we have computational tools that can 
extract them from noisy texts in real time.  

4   Collocation and a Theory of Contextual Features 

The specific domain of language learning that we target here is vocabulary learning. 
Thus the purpose of our agent is to help learners increase their mastery of the target 
language vocabulary in noisy unscripted contexts. Accordingly, our approach, sketched 
above, requires that our agent be able to detect within these unrestricted contexts 
precisely those linguistic features that govern the mastery of the target vocabulary. To 
achieve this, we need a machine-tractable theory of these features.  

For this, we subscribe to a contextual view of words. This view assumes that words 
are, by their very nature, contextual creatures and that mastery of a word consists 
essentially in mastering the contextual features that govern that word’s felicitous use. 
One of the most widely exploited types of contextual features of words in the 
computational linguistics literature is collocation (for example,[3][15]; inter alia). 
Thus, the salient contextual features of the target word that we exploit are the 
collocating words (or collocates) of that word. This underlying assumption is captured 
in the famous quote of British linguist J.R. Firth: “You shall know a word by the 
company it keeps” [4]. Essentially, the collocates of a word are “the company it keeps,” 
that is, a word’s collocates are the other words which it conventionally co-occurs with. 

Here we motivate the notion of collocation as a fundamental dimension of the 
contextual features that make up a word’s identity. Along the way we show a word’s 
collocates to be (1) features that the learner must eventually master as a key aspect of 
vocabulary learning and (2) features that we can extract computationally in real time 
and detect under noisy condition for the learner’s attention.  

Following Manning and Sch tze [7], we refer to the target word of interest as the 
focal word and to the words that this target word selects for its contextualized use as the 
collocates of that focal word. Hence a collocation comprises a pair of words: a focal 
word and one of its collocates. Part of mastering a noun, for example, is to master its 
collocates. Lack of this mastery leads learners to produce expressions such as big rain, 
big wind, big respect (“I have big respect for that coach”). These errors arise from 
inadequate collocation knowledge. Each of these three nouns, taken as different focal 
words, imposes different requirements on the selection of its collocates; they each 
require a different adjective to express the intended meaning: heavy rain, strong wind, 
great respect. Collocational knowledge is heavily idiomatic. That is, it does not readily 
generalize (e.g., heavy rain but not heavy wind; strong wind but not strong rain). 
Again, on our view, collocates as contextual features are not secondary aspects of word 
knowledge; they constitute the very heart of a focal word’s identity. We have 
mentioned a central motivation of our work to be learners’ need for adequate exposure 
to the target language as a means of mastering the features of the target language. Here 
we can frame this motivation for the particular issue of learning collocations. 
Specifically, second language learners require sufficient exposure to vocabulary words 
in context in order to detect and internalize the collocates of these words. 

Wang [9] provides empirical evidence that in the particular case of collocation 
learning in a foreign language, exposure to examples of the target collocation is an 
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effective strategy in helping learners acquire collocations. In fact, exposure to positive 
examples of a target collocation was dramatically more effective than teacher 
corrections and comments in helping learners acquire a collocation they had misused. 
Thus, the central pedagogical strategy of our ubiquitous agent is to draw the learner’s 
attention to collocations detected in their web browsing and then to supplement this 
highlighting with numerous example sentences containing the detected collocation. 

5   The Design of the Ubiquitous Agent: Collocator 

We refer to our ubiquitous agent as Collocator. The design of Collocator exploits the 
free Web browsing of learners to provide the intensive exposure to collocations that is 
required if those collocations are to be acquired. To do this, the agent detects 
collocations that occur in the Web pages that the learner freely browses and then, at the 
request of the learner, highlights any of these detected collocations in their context on 
the Web page. The rest of the agent’s functionality are described in what follows. 

There are two versions of Collocator that operate simultaneously: G-Collocator (G 
for Greedy or General Collocator) and P-Collocator (P for Picky or Personalized 
Collocator). G-Collocator runs on an algorithm (to be described below) that detects any 
word pairs that exhibit a sufficiently strong word association score and treats these 
pairs as collocations. P-Collocator is more selective, containing a learner model that 
indicates which collocations have been misused by this learner population and thus 
require special attention. The design architecture of both G- and P- Collocator are 
described in what follows. 

5.1   Components of the Browser-Based Agent 

The schema in Figure 1 represents the components of Collocator, the browser-based 
agent.  

 

Fig. 1. 
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Here we describe this architecture schematically and then in the following section 
provide details of each component and its relation to the overall system. 

The schema shows two levels of knowledge. The lower level contains two sources 
of knowledge that feed the agent; the upper level contains two counterpart sorts of 
knowledge extracted from these sources. The two knowledge sources represented on 
the lower level are (1) a standard English corpus (a 20-million-word portion of the 
British National Corpus, which we have re-indexed for efficient real-time collocation 
extraction) and (2) our corpus of learner English—EnglishTLC (3 million words of 
English running text produced by Taiwan learners).  

From this lower level of knowledge sources we derive the upper level—extracted 
knowledge of two sorts. The first sort of extracted knowledge is our domain knowledge 
model consisting of English collocations. These are extracted from BNC through 
statistical word association measures. We use a traditional mutual information (MI) 
measure combined with our own variation of this which detects collocations that 
traditional MI underextracts (See [14]). The extracted collocations then serve as the 
target knowledge model—standard collocations. These are the collocations detected by 
G-Collocator. It has no particular learner model, but provides exposure to any 
collocations detected in the Web pages the user browses. Hence, G in G-Collocator 
suggests Greedy or General collocation detection. 

The second archive of extracted knowledge represented on the upper level of the 
schema is the relevant learner model used for P-Collocator, for Personalized or Picky 
collocation detection. This model, derived from our 3-million-word learner corpus, 
consists of attested miscollocations produced by our population of learners. 
Miscollocations are errors such as pay time (rather than the correct spend time) or learn 
knowledge (rather than the acceptable gain knowledge or acquire knowledge). We use 
two techniques for mapping these miscollocations attested in our learner model onto 
the corresponding acceptable collocations found in the domain knowledge model that 
can be used in their place (for example, mapping the miscollocation eat medicine onto 
the correct collocation take medicine). This mapping is the core knowledge deployed 
by P-Collocator. The specific target or correct collocations identified by this mapping 
are what we refer to in the schema as ‘salient collocations’. In what follows, we 
describe the functionality of this agent as it accompanies learners in the context of their 
unrestricted Web browsing. 

5.2   G-Collocator (GC) 

GC detects every valuable collocation in browsed web pages. Thus, it is greedy or 
general. The collocation-extracting scheme is part-of-speech sensitive, which means 
we have to know the part-of-speech information of each word in browsed web pages. 
We train a Markov Model-based POS tagger [1] and use British National Corpus 
(BNC)1 as our training data. The internal evaluation shows this tagger has 93% 
precision including identifying unknown words. After part-of-speech tagging, the agent 
uses the following equation from [14] to measure the word association score: 

                                                           
1 http://www.natcorp.ox.ac.uk/ 



508 D. Wible et al. 

 

( ) ( )
( )

( )
( )

( )⋅
=

ysn
yP

xsn
xP

yxP
yxnormMI

,
log, 2  

where x, y mean the word with specific part-of-speech and sn means the number of 
distinct senses for that word listed in WordNet. This is our adaptation of traditional 
mutual information (MI) in which we take into account the polysemy of the words x 
and y. In other words our formulation of MI is normalized for the number of senses of x 
and y. This formulation helps overcome traditional MI’s underextraction of 
collocations with high frequency words. For example, our normalized MI detects take 
as one of the top collocating verbs with the noun temperature (as in The nurse took the 
patient’s temperature) whereas traditional MI would not detect take as a collocate of 
this noun. (See [14] for details). These word probabilities are extracted from BNC.  

All possible pairings of POS-specific words (x and y above) in which the two words 
appear within a five-word window of each other in our 20 million-words of the BNC 
are taken as collocation candidates, with each x,y ordered pair yielding a word 
association score using the above measure. A minimum score threshold is used to select 
which of the candidate word pairs constitute collocations. This threshold can be 
lowered or raised to adjust the agent’s precision and recall. The collocation knowledge 
thus extracted from our POS-tagged BNC feeds our browser-based G-Collocator, 
enabling the agent to detect and highlight collocations that appear in the web pages that 
the user browses. Figure 2 shows a sample interface with the display of collocations 
detected by G-Collocator on a specific browsed web page. The detected collocations  
 

 

Fig. 2. 
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are listed on a dropdown menu. Each of these listed collocations then links to further 
examples of the same collocation from BNC and to a highlight option, which triggers 
the highlighting of the collocation within the current webpage for the learner’s 
convenience. The check mark to the left of a collocation on the dropdown list indicates 
the collocations that the user has requested to be highlighted within the web page text. 

5.3   P-Collocator (PC) 

Collocations typically entail two dimensions of knowledge: (1) knowledge that the two 
words in a collocation are a conventional pairing, such as heavy rain or strong wind; 
and (2) knowledge that the collocate (heavy in heavy rain and strong in strong wind) is 
not freely substitutable, that is, knowledge that the collocation strong wind can not be 
paraphrased as heavy wind or big wind. This second aspect of collocation knowledge is 
sometimes referred to as non-substitutability. We have anecdotal evidence that the 
learners who grasp the first dimension of a collocation do not necessarily grasp its 
second negative dimension. Specifically, Wang [9] found in her pretests of her foreign 
language learners’ that a substantial portion of subjects who were able to supply the 
correct collocate for a specific focal word in a production task also incorrectly judged 
the counterpart miscollocation to be acceptable as well. The weakness of G-Collocator 
is that it addresses only the first dimension of collocation knowledge. It conveys to 
learner that take medicine is a collocation whenever this pair is encountered in 
browsing, but not that eat medicine is an unacceptable alternative. 

On the assumption that learners require both dimensions of collocation knowledge, 
the motivation for P-Collocator is to add to G-Collocator the second dimension: 
relevant unacceptable miscollocations associated with detected collocations indicating 
the non-substitutability that is not apparent from positive examples alone. To do this, 
we need a learner model, and for this learner model we need an additional knowledge 
source: knowledge of the miscollocations that the target learner population produces. 
On the basis of these attested miscollocations, P-Collocator provides personalized or 
picky collocation detection (hence, the P-). It does this by piggy-backing on 
G-collocator’s results, adding our learner model and a mapping between the learner 
model of attested miscollocations and pinpoint domain knowledge, that is, the 
corresponding correct collocations.  

The learner model consists of an archive of attested collocation errors found in our 
3-million-word corpus of English produced by learners in Taiwan (called English 
Taiwan Learner Corpus or EnglishTLC). The pinpoint mapping between this learner 
model and specific target domain knowledge consists of pairings between each of the 
collocation errors in the learner model on the one hand and its counterpart correct 
collocation (or collocations) on the other. Piggy-backing on the collocations that 
G-Collocator detects, P-Collocator thus is able to determine which of these collocations 
that have been detected in the current webpage map back to attested miscollocations in 
the learner model. For example, G-Collocator will detect in a current webpage that 
acquire knowledge constitutes a collocation. P-Collocator can map this collocation 
onto the learner model and detect that learn knowledge and get knowledge are attested 
miscollocations that learners have produced instead of the correct acquire knowledge. 
Next, we describe the design of these main components in this P-Collocator’s 
architecture.  
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The two main components of P-Collocator knowledge are the learner model and the 
mapping between standard collocations and their corresponding miscollocations 
produced by learners. As mentioned above, the learner model is derived from our 
EnglishTLC learner corpus. We use two methods to extract miscollocations from 
EnglishTLC. First, since the learner corpus has been partially error-tagged by teachers 
(See [11]), miscollocations thus tagged serve as one source of the LM. Second, using 
semi-automatic techniques we bootstrap from these tagged miscollocations to uncover 
additional, untagged, miscollocations in the learner corpus [6][12].  

The second component is the mapping between each of these attested collocations 
in the LM to the corresponding correct collocations. An example of this would be the 
miscollocation pay time on the one hand and the correct version spend time on the 
other. A portion of these pairings have been provided by hand and designed into regular 
expression rules that detect and correct learner miscollocations at a 96% precision rate 
[6]. To supplement these, Wible et al [10] proposed a computational tool called Lexical 
Assistant which takes as its input attested miscollocations from EnglishTLC and 
returns an acceptable collocation. They hypothesize that the correct alternative to a 
miscollocate is likely to be found among the synonyms of that miscollocate or among 
other semantically similar expressions. For example, for the mistaken expression “Did 
you eat your medicine yet?” the correct counterpart for ‘eat’ here, that is, ‘take’, is 
indeed a synonym of ‘eat’ in one sense of ‘eat’ and in one sense of ‘take’. In this 
respect, the very nature of collocation errors suggests that a valuable source for their 
correction is the synonym set of the wrong word. Lexical Assistant exploits the data 
structures of WordNet. Since, WordNet encodes other lexical semantic relations in 
addition to synonymy, we are able to search WordNet not only for the synonyms of the 
miscollocate but also for its hyponyms and hypernyms as well in order to 
systematically expand the set of candidate corrections for the miscollocate. 

With this LM of mappings from miscollocations to their correct collocations, 
P-Collocator not only detects collocations in the noise of the unrestricted Web, it also 
points out to the user that this particular detected collocation is the correct one that 
should be used instead of a particular common miscollocation often produced by this 
population of learner. For example, upon detecting and highlighting acquire 
knowledge, P-Collocator also points out that this is the correct version of the common 
error learn knowledge. 

The interface for P-Collocator is illustrated in Figure 3. The entire set of detected 
collocations detected by G-Collocator appears on a dropdown list from the toolbar. The 
subset of these detected by P-Collocator is indicated on this same list by the addition of 
an asterisk * (for example, the top two collocations on the dropdown list in Figure 
3—acquire knowledge and eliminate need). By clicking on any of these asterisked 
collocations, the user can display P-Collocator’s matching of this collocation to the 
incorrect one often used by this population of learners. 

5.4   Notebook Function 

The experience of web browsing is notoriously fleeting an ephemeral. In order to allow 
the collocation input provided by Collocator to take root in the learner’s second 
language competence, there is a need to supplement the exposure that Collocator 
provides to these collocations that they encounter during browsing on the Web. It is 
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widely acknowledged in the second language vocabulary research that repeated 
exposure is one of the fundamental requirements that must be met if vocabulary item is 
to be acquired (See [2] for a review of this literature). To create opportunities for 
repeated exposure from the fleeting contact with collocations on the Web, we add a 
notebook function for each learner. The notebook can be displayed on the left of the 
browser interface. It allows users to store and organize any of the collocations 
Collocator highlights or the additional example sentences that Collocator provides. It 
also supports searches for other collocations not encountered during browsing. In 
addition, as the key to repeated exposure, it offers a “push” function that enables the 
user to request repeated exposure to a particular collocation over subsequent days. 

 

 

Fig. 3. 

6   Future Directions 

Collocator supports increased personalization of the LM by referring not only to the 
aggregate learner corpus for miscollocations, but also to an archive of English written 
by the individual user to detect errors produced by that learner. This is possible because 
Collocator is incorporated within the architecture of a larger online platform, IWiLL 
(See [11]), which automatically archives the writings that learners produce on the 
platform, for example as writing assignments turned in to a teacher on the platform or 
writings the learner has posted to any of the discussion boards on the platform. One 
current limitation of the personalization approach is that the small amount of individual 
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learners’ written production causes low recall of that learners’ collocation problems. 
With these individual archives of written production currently in place within the 
system architecture, however, the effectiveness of this personalization of the LM will 
grow as individual learners’ written production accrues over time.  
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Abstract. Each learner has different preferences and needs. Therefore, it is very 
crucial to provide the different styles of learners with different learning envi-
ronments that are more preferred and more efficient to them. This paper reports 
a study of the intelligent learning environment where the learner’s preferences 
are diagnosed, and then user interfaces are customized in an adaptive manner to 
accommodate the preferences. A learning system with a specific interface has 
been devised based on the learning-style model by Felder & Silverman, so that 
different learner preferences are revealed through user interactions with the sys-
tem. Using this interface, learning styles are diagnosed from learner behavior 
patterns on the interface using Decision Tree and Hidden Markov Model  
approaches. 

1   Introduction 

Individual learners have different preferences and learning styles, and these prefer-
ences are related with learner behaviors on user interface of learning environments. 
Thus interfaces that can adapt to each individual's specific preferences would be de-
sired in intelligent learning environments [1]. 

The objective of this research is to develop an intelligent tutoring system that can 
diagnose individual's learning styles through learner's behavior patterns on the user 
interface, and customize its user interface to fit the individual's specific preferences 
and styles. Felder & Silverman [2] have already performed research on classification 
of students, development of different tutoring strategies, and the evaluation of learn-
ing strategies. By using the learning-style model by Felder & Silverman which is 
more comprehensive, this study demonstrated a case of learning environment where 
the learning styles are diagnosed using learner models and the learner's behaviors, and 
customized user interfaces can be, finally, reconfigured in an adaptive manner to 
accommodate the learning styles. 
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2   Learner Model 

Chen and Mizoguchi [3] emphasize that a learning system is considered to be “intelli-
gent” if it can adapt its tasks to the learning content based on a learner model, so the 
learner model is a very important part in intelligent learning systems. Learner model 
is to be updated according to the analysis in a dynamic manner to provide an adaptive 
learning environment tailored to each learner. In this research, learner model has been 
designed: (i) it can provide the tutoring system with all relevant learner information, 
(ii) it will help in designing a tutoring system which can respond to the learner’s vari-
ous activities and situations, and (iii) for learning interface adaptation, which is the 
focus of this paper, it provides a capability to look through the learner’s information 
and activities, and then extract the appropriate learner aspects for designing the be-
havior-based user interface customization. 

3   Learning Styles and Hypothesized User-Interface Behaviors 

The Index of Learning Style (ILS) in a learning-style model by Felder & Silverman 
was adopted in this research as an appropriate category for designing the behavior-
based learner diagnosis in that each learning style can be classified into two distinc-
tive preferences [4]. The ILS has four dimensions; Global (G) vs. Sequential (Q) in 
terms of understanding process of information, Visual (V) vs. Auditory (A) in terms 
of information input, and Sensory (S) vs. Intuitive (N) in terms of information percep-
tion, and Active (C) vs. Reflective (R) in terms of information processing.  

The distinctive characteristics in each dimension suggested by Felder & Silverman 
are described in Table 1. Among them, by using some of the characteristics which can 
be reflected on user interfaces, learner behavior patterns on learning interfaces were 
hypothesized for this research.  

Table 1. Characteristics of ILS (The characteristics incorporated are annotated with brackets) 

Global Sequential 
Jumping directly [G1] Steady progression [Q1] 
Big picture [G2] Partial materials [Q2] 

Visual Auditory 
Pictures & Demonstrations [V1] Words & Explanation [A1] 

Sensing Intuitive 
Patient with details, Careful but slow [S1] Bored by details, Quick but careless [N1] 

Active Reflective
Work in groups [C1] Work alone [R1]
Brief discussion or  
problem-solving activities, Practical [C2]

Occasional pauses for thought, 
Fundamental [R2]

3.1   Global vs. Sequential (G vs. Q) 

The ILS work states that the instructor should offer "the big picture or goal of a  
lesson" before presenting the learning steps (G2). From this viewpoint, it has been 
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hypothesized that if a learner wants to look through the overview of the contents at 
the beginning, they may be Global learners. Thus, as seen in Fig. 1, the overview 
buttons are located on the "table of content" screen for learners themselves to deter-
mine to look over the big picture of the learning contents.  

Furthermore, Global learners may want to jump to the section (G1) they are inter-
ested in by clicking the section hyperlinks on the "table of content" screen rather than 
following the sequential order that may be preferred by Sequential learners. In main 
content areas (Fig. 2), Sequential style learners may study in a steady order (Q1) by 
clicking the "next/previous" buttons, while Global learners may jump to select the 
content that they want by choosing the "section name" buttons directly.  

Overview Button 

Section Hyper-
link Buttons 

Following the sequential order
 

Fig. 1. Interface Layout for Table of Contents 

Additional
Content

Hyperlink 
Button

Text-driven
Content

Picture-driven 
Content

Next-Previous Button
Enquiry to 
Teacher

 

Fig. 2. Interface Layout for Main Learning Contents 
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3.2   Visual vs. Auditory (V vs. A) 

Felder & Silverman discuss that Visual style learners may prefer images or demos 
(V1) on the screen, while Auditory learners may prefer written texts or explanations 
(A1). Thus, the second interface layout in Fig. 2 has content areas configured by both 
images and text with similar contents information. The learners can choose either 
picture-driven or text-driven areas according to their preferences. In the picture-driven 
area, the detailed explanations are mainly led by images in order to help the learners 
establish an understanding of the learning contents. On the other hand, the text-driven 
area is led by written texts. Therefore, comparison in button clicks and durations be-
tween text-driven and picture-driven contents can be led to diagnosing the learner’s 
learning style in the V vs. A dimension.  

3.3   Sensing vs. Intuitive (S vs. N) 

An interface design has been devised to determine whether Sensory learners are pa-
tient with the additional materials and spend more time on studying the details of the 
references when additional contents or examples are given for reference learning 
materials as illustrated in Fig. 2.  

A button for “Additional material” on the top right in Fig. 2 can be chosen by 
learners who want to study the detailed examples for the Architectural style (i.e. Ro-
man Architecture in Fig. 2). If they clicked the button, the additional contents also 
have many different examples and details, so the students also go into deeper infor-
mation if they are interested. It is based on that ILS regards Sensors as having “atten-
tiveness to details (S1)” and Intuitors as being “bored by details (N1)”.  

Furthermore, a quiz section was designed as a problem-solving situation where 
learners have to select and insert a correct piece into a correct place on the problem.  
 

Pieces

If correct, fitted in

To move to relevant learning contents

 

Fig. 3. Interface Layout for Problem Solving Situation 
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This has been suggested in that Felder & Silverman mention that while Sensory type 
learners are careful but may be slow (S1), Intuitive learners are quick but may be 
careless (N1), so the interface design shown in Fig. 3 has been devised to verify the 
assumption. The user interface works in the way that as soon as the students drag and 
drop a piece on the answer section, if correct, the piece is fitted in, but if wrong, it 
goes back to the original place.  

To illustrate, if students are careful to choose the answer and move to the puzzle 
section, they may have low trials and high correctness and completeness, but if they 
try it out without care, they may have high trials and low correctness and complete-
ness. Therefore, the learner’s learning style in Sensing vs. Intuitive dimension can be 
recognized from the differences in the number of trials and the correctness on the user 
interface of the quiz section. 

3.4   Active vs. Reflective (C vs. R) 

Felder & Silverman point out that an Active learner is someone who feels more com-
fortable with active experimentation, and enjoys brief discussion and problem-solving 
activities (C2). Conversely, Reflective learners process information reflectively and 
want to have intervals to think about what others have told (R2). From this viewpoint, 
Active learners may want to participate in activities such as quiz, chatting (C1), and 
brief discussion, whereas reflective learners may be more interested in reviewing other 
learners’ and professional opinions (R1) rather than doing real activities. In the discus-
sion section, different buttons are provided based on the different characteristics.  

4   Experiment 

Based on these interface guidelines, a learning content was developed in the architec-
ture domain with Macromedia Flash [4] in order to collect and verify the hypothe-
sized behaviors. Systems concerned with user modeling for the automatic adaptation 
of interfaces focus on monitoring behaviors collected from the interface [5]. In this 
research, the learner's behaviors for the interface were also monitored in order to 
derive the learner's learning style preferences from the interface events, instead of 
using the ILS questionnaire for assessing learning preferences as in [2].  

Table 2. Data Collection for Learning Styles Diagnosis 

 G Q V A S N C R 
Number of data with low LoP [1-3] 22 20 14 8 22 12 30 17 

Number of used data 20 8 42 7 27 9 14 9 

As the result of ILS questionnaire, we can get Level of Preference (LoP) which is 
the mark of how much the learners belong to the specific learning style. It is repre-
sented by odd numbers from 1 to 11 and a bigger number means a stronger prefer-
ence. We used data with higher LoP only as described in Table 2.  
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5   Learning Styles Diagnosis and Pattern Extraction 

5.1   Behavior Pattern Extraction 

The first step in providing adaptive learning interface customization seems to build a 
model for learning styles [6]. In order to build one, we collect the learners’ behaviors 
from the user interface, and analyze the data with Decision Trees (DT) and Hidden 
Markov Models (HMM). DTs produce the rules of the classification which are visible 
and easy to understand for the pattern recognition and classification [7]. HMMs are a 
statistical method that uses probability measures to model sequential data represented 
by sequence of observations [8, 9].  

Fig. 4 shows the detailed approach of this study in order to extract learners’ hidden 
behavior patterns. First of all, the data was collected from the experiment where the 
learners with different learning styles studied the learning content of architecture 
domain with the hypothesized interfaces, and the learners’ behaviors on the learning 
content were recorded in XML files. Secondly, a preprocessing of the data based on 
the XML files was performed in order to make the data more appropriate for mining, 
exploring the characteristics of DT & HMM. Based on the preprocessed data, DTs 
and HMMs are constructed for each learning style dimension.  

 

Fig. 4. Workflow of Learning Style Diagnosis for Adaptive User Interface Customization 

5.2   Decision Tree 

Preprocessing. The learner’s data directly collected from the user interface may not 
be proper to use for building a user model. There can be errors or missing attributes, 
so some transform may be needed [10]. We removed anomalous and erroneous data, 
discarded the data with a LoP of 1 or 3, and transformed some data into more usable 
format. For instance, the actions of the same type (e.g. chatting with friends and ask-
ing to teachers) were combined into an instance, and durations in the events of the 
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same properties (e.g. time spent on picture-driven contents) were added and put into 
an instance. In addition to these, it was also taken into consideration how correct the 
students solved the quiz or how carefully they tried to solve it. From the data, we 
collected the attributes for building decision trees such as the number of interface icon 
clicks, the durations of some activities, the correctness of solving quizzes, the number 
of opinions that they wrote or read, the trial rate of the quiz, and so on.  

Attributes. A total of 58 attributes as shown in Table 3 has been devised so that DT 
based diagnosis can be constructed. For example, “GQ_7_MainCntsGlobal” in the G 
vs. Q dimension, represents the number of clicks for contents selection through hyper-
link buttons as in Fig. 3. A global learner would move to other content with the hyper-
link (MainCntsGlobal) button rather than moving in a sequential order.  

Table 3. Diagnosis Attributes for DTs in G vs. S dimension 

Learning Style Attribute List 

Global vs. 
Sequential 

GQ_1_TableofCntMenuClick  
GQ_2_TableofCntTabClick  
GQ_3_TableofCntSeqClick  
GQ_4_TableofCntMenuFirst  
GQ_5_MainMenuSymbolFst  
GQ_6_MainCntsSequence  

GQ_7_MainCntsGlobal  
GQ_8_MainScreenMove  
GQ_9_DetailGlobal  
GQ_10_DetailSequence  
GQ_11_SubCntsGlobal  
GQ_12_SubCntsSequence  

Training and Test. The preprocessed data were divided into two sets. Seventy per-
cent of them were used for training and thirty percent of them were used for testing. 
Table 4 shows the number of data which was used in each learning style dimension. 
For example, 49 learners among 70 learners had a LoP larger than 3 in the V vs. A 
dimension. Among the 49 data, 35 were used for training (i.e. building a decision 
tree) and 14 for testing the built tree [11].  

Table 4. Training Data and Test Data 

 G vs. Q V vs. A S vs. N C vs. R 
Number of training set 21 35 27 17 
Number of testing set  7 14 9 6 

The decision tree obtained for the V vs. A dimension is shown in Fig. 5. The 
decision tree in the example (Fig. 5) illustrates that the root classifier is the duration 
on the text-driven contents by moving through the optional text button for choosing 
text-driven contents. In the learning system used, a user can choose either picture-
driven or text-driven contents, and there are many buttons for choosing either one. If 
learners spent their learning time on the text-driven contents chosen by the optional 
button less than 332.5 seconds, they are regarded as Visual style learners.  

Otherwise, the DT is to check the duration on the picture-driven contents. If the 
learners spent their learning time on the picture-driven contents greater than 127 sec-
onds, they are also classified into a Visual group. If not, the next step is to count how 
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many times the learners clicked a button for moving to the relevant picture-driven 
content. The DT will determine the learners to be an Auditory group if the number of 
the counts is less than 18.5. Lastly, depending on the number of text buttons clicks 
(2.5) on the table of content rather than moving through image buttons, DT will clas-
sify the learners into the Auditory group or the Visual group.  

 

Fig. 5.  An Example of the Final DTs 

Those rules obtained by DT correspond to the hypothesized behaviors on the user 
interface. This decision tree was validated with the 14 testing data in order to test the 
accuracy of the trees and rules, and the error rate is 0% in the decision tree for the 
data. Similarly, the decision trees in Sensing vs. Intuitive (SN) and Global vs. Sequen-
tial dimensions (GQ) were also analyzed and validated with quite low error rates (SN: 
22.22%, GQ: 28.57%), but Active vs. Reflective dimension had a quite high error rate 
(33.33%).  Table 5 shows the detailed information about test sets with error rates in 
each dimension. 

Table 5. Results of DTs (Error Rates) 

5.3   Hidden Markov Model 

While DTs do not consider the sequence of learner's actions, HMMs do. For example, 
if a learner clicks button A, B and C sequentially, DTs can handle only click counters 
of each button, but HMMs can handle the sequence of clicks. In this viewpoint, DTs 
and HMMs are complementary each other. 

Preprocessing. In order to train HMMs [8.9], we need sequential information. Since 
the learners' data collected from our learning system are the sequences of buttons  
or menus clicks, we can easily apply the data to HMMs. We also removed anoma-
lous and erroneous data, and discarded the data with a number of data with low LoP 

DTs G vs. Q V vs. A S vs. N C vs. R 

Error Rate 28.57% 0.0% 22.22% 33.33% 
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(e.g.1-3). We also transformed the data. For example, to prepare the data for the G vs. 
S, we abstracted the menu button clicks with menu hierarchy. If there are two top-
level menu buttons such as m1 and m2, sub-menus m11 and m12 under m1, and m21 and 
m22 under m2, and a learner sequentially clicks m1, m11, m2, m21, and m22, we converted 
this sequence into m1, m1, m2, m2 and m2. That is, we use only the highest level infor-
mation. On the other hand, we do not perform this kind of transformation for the V vs. 
A because button clicks for the V vs. A would be meaningful.  

Attributes. The collected data from the experiment consist of a variety of learning 
activities on the learning content. Therefore, in order to analyze separately the data in 
each dimension with HMM, learning activities were filtered and redefined into four 
different sequential data sets as a preprocessing step. Table 6 shows the sequential 
attributes for four different dimensions of learning styles. First of all, learner's sequen-
tial information on studying the history of western architecture abstracted in a high 
level, explained in the preprocessing section, was extracted to make the G vs. Q 
HMMs, consisting of 9 attributes (e.g. GQ_1_Main1: studying Greek architecture, 
GQ_2_Main2: studying Roman architecture, etc.).  

Training and Test. We used on HMM program which is implemented in Java, 
JahmmViz [12]. We built two HMMs for each learning style dimension. For example, 
one HMM for Visual and one HMM for Auditory were trained for the V vs. A dimen-
sion. Fig. 6 shows the trained HMMs for the V and A where hidden states were used. As 
we did for building DTs, we divided the data into the training set and the test set with a 
ratio of 7:3. Table 7 shows the number of data which was used in each learning style 
dimension. For example, among the 42 data, 30 were used for training and 12 for testing 
in the Visual dimension. In order to verify the HMMs, we apply a test data to each 
HMM and evaluate the probabilities for each HMM to accept the data. If the probability 
of the Visual HMM is higher, we conclude that the learner of the data is Visual and vice 
versa. The Visual and the Auditory HMMs correctly classify 12 data among 14 (i.e. the 
error ratio is 14.28%). The HMMs for the G vs. S (GS) dimension and S vs. N (SN) 
dimension were also validated and showed low error rate (GS: 14.28%, SN: 22.22%). 
However, the C vs. R dimension showed a little high error rate (33.33%). 

Table 6. Diagnosis Attributes for HMMs in G vs. S dimension 

Learning Style Attribute List 

Global vs. 
Sequential  

GQ_1_Main1 
GQ_2_Main2 
GQ_3_Main3 
GQ_4_Main4 
GQ_5_Main1add 

GQ_6_Main2add 
GQ_7_Main3add 
GQ_8_Main4add 
GQ_9_TopicChange 

Table 7. Results of HMMs (Error Rates) 

 

HMMs G vs. Q V vs. A S vs. N C vs. R 

Error Rate 14.28% 14.28% 22.22% 33.33% 
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Fig. 6. (a) HMM for a Visual Learner Style and (b) HMM for an Auditory Learner Style

5.4   Result Analysis 

To diagnose user’s learning style, two different kinds of machine learning techniques 
were utilized. DT was used with focus on button click counters and durations on the 
hypothesized learning interface and HMM was used to analyze the sequential infor-
mation of a user’s learning process.  

G vs. Q: DTs show 28.57% error rate and HMMs show 14.28% error rate. The se-
quential information is one of the essential data to extract learner's Global vs. Sequen-
tial behavior patterns, so HMMs are better for analyzing data than DTs.  

V vs. A: Our methods showed 0% (DT), and 14.28% (HMM) error rates. This result 
illustrates that the hypothesized interfaces are well designed to classify Visual vs. 
Auditory learners. Since the variety of attributes, such as the number of button clicks, 
the time for learning, the rates of a correct answer, and trial of solving the quiz, etc. 
are more useful than sequence information of attributes for the V vs. A dimension, 
DTs show better results than HMMs. Thus, the DT technique can be utilized in order 
to diagnose the individual learning style in the V vs. A dimension.   

S vs. N: It might be possible that both methods; DTs & HMMs are applied to identify 
the learner’s style. Then, if the results of both methods are the same, it is obvious to 
determine whether she/he is sensing or intuitive. However, if not, a decision-making 
process is needed for the diagnosis of the learning style: (i) A gap value of probabili-
ties derived from the S and N HMMs with “each testing data” is calculated, and then 
the average of the gap values with “all of the testing data” is produced. (ii) A gap 
value of probabilities in “a new learner’s data” whose learning style is diagnosed can 
also be calculated by using the S and N HMMs. (iii) If the gap value from the new 
learner is greater than the average value, the result from the HMMs is regarded as 
more trustworthy. Otherwise, the result from the DTs will be chosen.      

C vs. R: It seems that the error rates in both the DT and HMM methods are very high. 
We extracted Quiz & Discussion related button clicks from learners' data, and trained 
DTs and HMMs for the C vs. R dimension. In fact, most of learners tended to focus 
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on the main learning part rather than the discussion and quiz parts due to limited time. 
It was statistically proved that most of learners spent on the discussion part less than 
10 percent of whole experiment time. Therefore, not enough data to train DTs and 
HMMs were obtained from this viewpoint.  

6   Adaptive Interface 

As shown above, learning styles of individual learners are diagnosed based on behav-
iors obtained from specially designed interfaces using machine learning approaches 
such as DT and HMM. It means that individual learning styles can be recognized 
based on the user interface-based behavior patterns. Therefore, based on the learning 
styles diagnosis, it is also possible to develop an intelligent tutoring system that is 
adaptive to individual learner’s learning styles and preferences. In this CREDITS 
center, a prototype of an intelligent learning environment that is adaptive to learning 
styles has been developed on the subject of heritage alive of an old temple [13].   

7   Concluding Remarks 

This paper describes learning styles diagnosis based on behavior patterns for user 
interfaces, and developing an intelligent learning system which can enhance learning 
efficiency and experiences by providing effective user interfaces and learning con-
tents depending on the learner’s preferences. To achieve the aim, some machine 
learning approaches like DT & HMM were utilized. Based on the diagnosis of learn-
ing styles with the machine learning approaches, this study also exemplified how the 
different learning styles can be adapted to the user interface layout in intelligent learn-
ing environments. 

We are currently conducting a learning style diagnosis experiment as discussed in 
paper with about 600 students using an interior design-related content. We believe 
that a bigger pool of student data would provide more beneficial learner modeling 
results. Further research efforts are being made to extend beyond simple data (e.g. 
button clicks, the duration on a page alone, etc.) to additional data collection (e.g. 
different attention on either text-driven or picture-driven contents, etc.), by means of 
eye movements with an eye-tracker device. 

For the future work, in addition to the classification methods like DT and HMM, 
clustering methods can be approached in order to partition the learners into 16 differ-
ent learning styles groups. In that the four dimensions may have influences on one 
another, the learning style analysis conducted in each dimension separately needs to 
be extended to the combinations of those four dimensions. Furthermore, another fu-
ture work will also be directed to extending the learner modeling by considering the 
various other kinds of learner characteristics such as emotion and motivation as well 
as learning mastery in providing adaptive learning support.  
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Abstract. To implement real intelligence or adaptivity, the models for
intelligent tutoring systems should be learnt from data. However, the ed-
ucational data sets are so small that machine learning methods cannot be
applied directly. In this paper, we tackle this problem, and give general out-
lines for creating accurate classifiers for educational data. We describe our
experiment, where we were able to predict course success with more than
80% accuracy in the middle of course, given only hundred rows of data.

1 Introduction

Ability to learn is often considered as one of the main characteristics of in-
telligence. In this sense most of the intelligent tutoring systems are far from
intelligent. They are like old-fashioned expert systems, which perform mechanic
reasoning according to predefined rules. They may use very intelligent-sounding
methods like Bayesian networks, decision trees or fuzzy logic, but almost always
these methods are used only for model representation. They determine only, how
to reason in the model, but the model itself is predefined.

This situation is very surprising, compared to other fields, where machine
learning methods are widely used. In modern adaptive systems both the model
structure and model parameters (see terminology in Table 1) are learnt from
data. However, in educational applications, it is rare that even the model pa-
rameters are learnt from data.

The main problem is the lack of data. The educational data sets are very small
– the size of class, which is often only 50-100 rows. In distance learning setting,
the course sizes are larger, and it is possible to pool data from several years, if
the course has remained unchanged. Still we can be happy, if we get data from
200-300 students. This is really little, when we recall that most machine learning
methods require thousands of rows of data.

Another problem is that the data is often mixed, and contains both numeric
and categorial variables. Numeric variables can always be transformed to catego-
rial, but the opposite is generally not possible (we can transform all variables to
binary, but in the cost of model complexity). This is not necessarily a problem,
because the best methods for really small data sets use categorial data. Educa-
tional data has also one advantage compared to several other domains: the data
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Table 1. The basic terminology used in this paper

Concept Meaning
Model structure Defines the variables and their relations in the model.

E.g. nodes and edges in a Bayesian network, or independent
and dependent variables in linear regression.

Model parameters Assigned numerical values, which describe the variables and
their relations in the given model. E.g. prior and conditional
probabilities in a Bayesian network, or regression coefficients
in linear regression.

Modelling paradigm General modelling principles like definitions, assumption and
techniques for constructing and using models. E.g. Bayesian
networks, linear regression, neural networks, or decision trees.

sets are usually very clean, i.e. the values are correct and do not contain any
noise from measuring devices.

In the following, we will tackle these problems. In Section 2, we describe the
general appoach, which allows us to infer also the model structure from data. In
Section 3, we give general guidelines for modelling educational data. We concen-
trate on constructing a classifier from real student data, alhtough some principles
apply to other predicting tasks, as well. In Section 4, we report our empirical
results, which demonstrate that quite accurate classifiers can be constructed
from small data sets (around 100 rows data) with careful data preprocessing
and selection of modelling paradigms. We compare the classification accuracy of
multiple linear regression, support vector machines and three variations of naive
Bayes classifiers. In Section 5, we introduce related research, and in Section 6,
we draw the final conclusions.

2 Approach

Combination of descriptive and predictive modelling is often very fruitful, when
we do not have enough data to learn models purely from data but on the other
hand we do not want to rely on any ad hoc assumptions. The idea is to ana-
lyze the data first by descriptive techniques (classical data mining) to discover
existing patterns in data. The patterns can be for example association rules,
correlations or clusterings. Often the process is iterative and we have to try
with different feature sets, before we find any meaningful patterns. In a success-
ful case, we discover significant dependencies between the outcome variable and
other variables and get information about the form of dependency. All this infor-
mation is utilized in the predictive modelling phase (classical machine learning),
which produces the actual models for prediction.

In the second phase, the system constructor should first decide the most ap-
propriate modelling paradigm or paradigms and then restrict the set of suitable
model structures. The selection of modelling paradigm depends on several fac-
tors like data size, number and type of attributes, form of dependencies (linear
or non-linear). In the next section, we will give some general guidelines for the
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educational domain, but the most successful descriptive paradigms do also hint
suitable predictive paradigms. For example, strong correlations support linear
regression and strong associations support Bayesian methods.

If we have very little data, the model structure cannot be defined from data,
but we can compose it according to descriptive patterns found in the first phase.
If the descriptive analysis suggests several alternative model structures, it is
best to test all of them, and select the one with smallest generalization error.
The model parameters are always learnt from data. In small data sets it often
happens that some parameters cannot be defined, because of the lack of data.
A couple of missing variables can be handled by well-known heuristic tricks, but
several missing variables is a sign of too complex a model.

3 Classifiers for Educational Data

The main problem in ITSs is classification. Before we can select any tutoring
action, we should classify the situation: whether the student masters the topic or
not, whether she or he will pass the course or not. However, the problem contains
so many uncertain or unknown factors that we cannot classify the students
deterministically into two mutual classes. Rather, we should use additional class
values (e.g. the mastering level is good, average, or poor) or estimate the class
probabilities. The latter approach is more recommendable, because additional
variables always increase the model complexity and make it more inaccurate. On
the other hand, the class probabilities can always be interpreted as intermediate
class values, if needed.

Typically, the student profile contains too many attributes for building accu-
rate classifiers, and we should select only the most influencing factors for pre-
dicting purposes. In addition, the domains of numeric attributes are large, and
the data is not representative. In practice, we have to combine attributes and
reduce their domains as much as possible, without losing their predictive power.
As a rule of thumb, it is suggested that the data set should contain at least 10
rows of data per each model parameter. In simplest models, like naive Bayes
classifiers using binary attributes, this means about n

20 independent attributes,
where n is the data size.

The other consequence of this simple calculation is the model complexity. We
should select modelling paradigms, which use as simple models as possible. In the
following, we will suggest good candidates for both numeric and categorial data.
All these classifiers are able to produce class probabilities or similar measures,
instead of deterministic class decisions. We have excluded such commonly used
methods like nearest neighbour classifiers, neural networks and variations of
decision trees, which would require much more data to work accurately.

3.1 Classifiers for Numeric Data

The simplest predictive model for numeric data is linear regression. In multiple
linear regression we can predict the dependent variable Y , given independent
variables X1, ..., Xk, by a linear equation Y = αkXk+αk−1Xk−1+...+α1X1+α0.
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Although the result is numeric value, it can be easily interpreted as a class value
in binary class problem.

The main assumption in the linear regression is that the relationship should
be approximately linear. However, the model can tolerate quite large deviations
from linearity, if the trend is correct. On the other hand, we can use linear re-
gression as a descriptive tool to identify, how linear or non-linear the relationship
is. This is done by checking the square of multiple correlation coefficient

r2 =
V ar(Y ) − MSE

V ar(Y )
,

where V ar(Y ) is Y ’s variance and MSE is the mean of squared errors. As a rule
of thumb, if r2 > 0.4, the linear tendency is significant, and we can quite safely
use linear regression.

The main limitations of applying linear regression in educational domain con-
cern outliers and collinearity. The linear regression model is very sensitive to
outliers, and educational data contains almost always exceptional students, who
can pass the course with minimal effort or fail without any visible reason. If the
data contains several clear outliers, robust regression [4] can be tried instead.
Collinearity means strong linear dependencies between independent variables.
These are very typical in educational data, where all factors are more or less re-
lated to each other. It is hard to give any exact values, when the correlations are
harmless, but in our experiment the accuracy of linear regression model classifier
suffered, when the correlation coefficient was r > 0.7. The weaker correlations
did not have any significant effect.

Support vector machines (SVM) [7] are another good candidate for classifying
educational data. The idea is to find data points (”support vectors”) which define
the widest linear margin between two classes. Non-linear class boundaries can be
handled by two tricks: first, the data can be mapped to a higher dimension, where
the boundary is linear, and second, we can define a soft margin, which allows
some misclassification. To avoid overfitting but still achieving good classification
accuracy, a compromise of these two approaches is selected.

Support vector machines suit especially well for small data sets, because the
classification is based on only some data points, and data dimension–size ratio
has no effect on model complexity. In practice, SVMs have produced excellent
results, and they are generally considered as best classifiers. The only shortcom-
ing is the ”black-box” nature of the model. This is in contrast with the general
requirement that models in ITS should be transparent. In addition, selecting
appropriate kernel function and other parameters is difficult, and often we have
to test different settings empirically.

3.2 Bayesian Classifiers for Categorial Data

The previously mentioned classifiers suit only for numeric and binary data. Now
we will turn to classifiers, which use categorial data. This type of classifiers are
more general, because we can always discretize numeric data into categorial with
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desired precision. The resulting models are simpler, more robust and generalize
better, when the course content and students change.

Bayesian networks are very attractive method for educational domain, where
uncertainty is always involved and we look for a transparent, easily understand-
able model. Unfortunately, the general Bayesian networks are too complex for
small data sets, and the models overfit easily. Naive Bayes models avoid this
problem. The network structure consist of only two layers, the class variable in
the root node and all the other variables in the leaf nodes. In addition, it is as-
sumed that all leaf nodes are conditionally independent, given the class value. In
reality this so called Naive Bayes assumption is often unrealistic, but in practice
the naive Bayes model has worked very well. One reason is that according to
[1] Naive Bayes assumption is not a necessary but only sufficient condition for
naive Bayes optimality. In empirical tests, naive Bayes classifiers have often out-
performed more sophisticated classifiers like decision trees or general Bayesian
networks, especially with small datasets (up to 1000 rows) [1].

In the educational domain, the Naive Bayes assumption is nearly always vi-
olated, because the variables are often interconnected. However, Naive Bayes
classifier can tolerate surprisingly strong dependencies between independent vari-
ables. In our experiments, the model accuracy suffered only when the conditional
probability between two leaf node values was P (F = 0|E = 0) = 0.96. The av-
erage mutual information between those variables was also high, AMI(E, F ) =
0.178, of the same magnitude as the dependencies between class variable and
leaf variables (AMI ∈ [0.130, 0.300]). The effect to classification accuracy was
about the same as in linear regression model.

Tree augmented naive Bayes models (TAN models) [2] enlarge naive Bayes
models by allowing additional dependencies. The TAN model structure is oth-
erwise like in the naive Bayes model, but each leaf node can depend on another
leaf node, in addition to class variable. This is often a good compromise between
a naive Bayes model and a general Bayesian network: the model structure is
simple enough to avoid overfitting, but strong dependencies can be taken into
account. In the empirical tests by [2] the TAN model outperformed the standard
naive Bayes, but in our experiments the improvements were not so striking.

Bayesian multinets [3] generalize the naive Bayes classifier further. In Bayesian
multinets we can define a different network structure for every class value. This
is especially useful, when classes have different independence assertions. For
example, when we try to classify the course outcomes, it is very common that
failed and passed students have different dependencies. In addition, the class of
failed students is often much smaller and thus harder to recognize, because of
less accurate parameter values. When we define for both classes their own model
structures, the failed students can be modelled more accurately. In addition,
the resulting model is often much simpler (and never more complex) than the
corresponding standard naive Bayes model, which improves generalization.

Friedman & al. [2] have observed that the classification accuracy in both TAN
and Bayesian multinet models can be further improved by certain parameter
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smoothing operations. In ”Dirichlet smoothing” or standard parameterization
the conditional probability of Xi given its parent ΠXi is calculated by

P (Xi = xk|ΠXi = yj) =
m(Xi = xk, ΠXi = yj) + αijk

m(ΠXi = yj) + αij
,

where αij =
∑

k αijk are Dirichlet hyperparameters. If αijk = 0, the param-
eters reduce to relative frequencies. Other values can be used to integrate do-
main knowledge. When nothing else is known, a common choice is to use values
αijk = 1. This correction is known as Laplace smoothing. In empirical tests by
[2] it produced significant improvements especially in small data sets, but in our
experiments the improvements were quite insignificant.

4 Empirical Results

Our empirical tests are related to distance learning Computer Science program
ViSCoS, in the University of Joensuu, Finland. One of the main goals in ViS-
CoS is to develop an intelligent tutoring system based on real student data.
Java Programming courses have been selected as our pilot courses, because of
their importance and large drop-out and failing rates. In the first phase, we
have developed classifiers, which can predict the course success (either passed
or failed/drop-out) as early as possible. Currently this information serves only
course teachers, but the next step is to integrate intelligent tutors into course
environment.

4.1 Data

Our data set consisted of only exercise points and final grades. The data hah been
collected in two programming courses, (Prog.1 and Prog.2), in two consecutive
years 2002-2003 and 2003-2004. In Prog.1 course, the students study to use Java
in a procedural way, and object-oriented programming is studied only in Prog.2.

The first problem in our modelling task was feature extraction and feature se-
lection. Each class consisted of only 50-60 students, but each student had solved
exercises in 19 weeks. To increase the data size and decrease the number of
attributes, we created new attributes, which abstracted away the differences be-
tween two academic years. This was relatively easy, because the course objectives
had remained the same. The exercises could be divided into six categories: ba-
sic programming skills, loops and arrays, applets, object-oriented programming,
graphical applications and error handling. The exercise points in each category
were summed and normalized so that the maximum points were the same in
both years. After that the data sets could be combined. The resulting Prog.1
data set contained 125 rows and four attributes and Prog.2 data set contained
88 rows and eight attributes.

The attributes, their domains and descriptions are presented in Table 2. In
the original data set, all attributes were numerical, but for Bayesian classifiers
we converted them to binary-valued qualitative attributes.
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Table 2. Selected attributes, their numerical domain (NDom), binary-valued qualita-
tive domain (QDom), and description

Attr. NDom. QDom. Description
A {0, .., 12} {little, lot} Exercise points in basic programming structures.
B {0, .., 14} {little, lot} Exercise points in loops and arrays.
C {0, .., 12} {little, lot} Exercise points in applets.
D {0, .., 8} {little, lot} Exercise points in object-oriented programming.
E {0, .., 19} {little, lot} Exercise points in graphical applications.
F {0, .., 10} {little, lot} Exercise points in error handling.
TP1 {0, .., 30} {little, lot} Total points in Prog.1.
TP2 {0, .., 30} {little, lot} Total points in Prog.2.
FR1 {0, 1} {fail, pass} Final result in Prog.1.
FR2 {0, 1} {fail, pass} Final result in Prog.2.

4.2 Classifiers

For model construction, we performed descriptive data analysis, where we
searched dependencies between numeric and categorial attributes by correlation,
correlation ratio, mutual information and association rules. The analysis revealed
that total points TP in both courses depended heavily on exercise points and
the dependency was quite linear. Even stronger dependencies were discovered
by association rules between final results FR and binary versions of exercise at-
tributes. The dependency analysis revealed also dependencies between exercise
attributes. Most of them were moderate, except the dependency between E and
F . In addition, we found that final results in Prog.2 depended strongly on Prog.1
attributes B, C and TP1. B attribute affected mostly among successful students
and C among failed students, but generally TP1 was the most affecting factor.

The goal was to predict the course final results FR1 and FR2 as early as
possible, and thus we tested seven different cases:

1. A ⇒ FR1 4. TP1 ⇒ FR2
2. A, B ⇒ FR1 5. TP1, D ⇒ FR2
3. A, B, C ⇒ FR1 6. TP1, D, E ⇒ FR2

7. TP1, D, E, F ⇒ FR2

Two numeric classification methods (multiple linear regression and support
vector machines) were applied to numeric data, and three versions of naive Bayes
classifiers (standard NB, TAN and Bayesian multinets) to categorial data. In
numerical methods, we had to learn seven different models in both paradigms,
but for naive Bayes classifiers, it was enough to learn just one model for Prog.1
and one for Prog.2 and update the class probabilities by Bayes rule, when new
exercise attributes were known.

The naive Bayes model structures are described in Figure 1. In TAN models,
we have included the strongest dependencies between exercise attributes. The
Bayesian multinet structures are quite similar, because the dependencies among
failed and successful students were mostly same. The biggest difference is that
in the Prog.2 model, we use attribute B to initialize P (FR2) in the succeeders’
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NB1 TAN1 BMN1

FR1

A B C

FR1
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A B C
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D E F
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B

Fig. 1. Naive Bayes (NB1, NB2), Tree-augmented Naive Bayes (TAN1, TAN2),
and Bayesian multinet (BMN1, BMN2) classifiers for predicting the final results
(FR1, FR2) in Prog.1 and Prog.2 courses. A, B, C, D, E and F are exercise points.
Either total points in Prog.1 TP1 or exercise points in B or C categories have been
used as background variables for Prog.2 models.

network and C in the failers’ network. The model parameters in TAN models and
Bayesian networks were calculated both with and without Laplace smoothing.

4.3 Results

The models have been compared in all test cases by 10-fold cross-validation.
The generalization error has been expressed as true positive and true negative
rates, which tell the proportion of correctly predicted successful students from all
successful students, and similarly for failed students. The results are represented
in Table 3.

Table 3. Comparison of five classification methods. Linear regression (LR) and support
vector machine (SVM) classifiers were trained with numeric course data, and Naive
Bayes (NB), tree-augmented Bayesian networks (TAN) and Bayesian multinets (BMN)
with categorial data. The generalization error has been estimated by 10-fold cross-
validation and for each model structure and classification method true positive TP
and true negative TN rates are reported.

Model LR SVM NB TAN BMN
structure TP TN TP TN TP TN TP TN TP TN
A ⇒ FR1 0.83 0.47 0.91 0.42 0.96 0.31 0.96 0.31 0.96 0.31
A, B ⇒ FR1 0.91 0.72 0.93 0.69 0.80 0.81 0.82 0.83 0.82 0.83
A, B, C ⇒ FR1 0.93 0.81 0.94 0.78 0.83 0.81 0.84 0.81 0.85 0.81
TP1 ⇒ FR2 0.70 0.68 0.88 0.59 0.96 0.51 0.96 0.51 0.75 0.38
TP1, D ⇒ FR2 0.78 0.85 0.86 0.76 0.71 0.68 0.71 0.68 0.73 0.73
TP1, D, E ⇒ FR2 0.75 0.90 0.98 0.82 0.82 0.86 0.82 0.81 0.78 0.81
TP1, D, E, F ⇒ FR2 0.70 0.92 0.94 0.82 0.86 0.86 0.84 0.81 0.78 0.81
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We observe that generally the support vector machine performed best, es-
pecially in the last cases, when several attributes were included. However, in
Prog.1 data, the naive Bayes classifiers predicted the failers better than the sup-
port vector machine. Predicting potential failers/drop-outs accurately is more
important, because they would need special tutoring. In addition, the real prob-
abilities reveal more information.

When we compare different naive Bayes classifiers, we observe that the results
are quite controversal. In Prog.1, the TAN and Bayesian multinet models achieve
a slight improvement, but in Prog2, the standard naive Bayes model performs
better. The results by TAN and Bayesian multinets are quite similar especially in
Prog.1. This is not surprising, because the model structures are nearly the same.
However, in Prog.2, the TAN model outperforms multinet model in almost all
cases. This suggests that total points in Prog.1 is a better background variable
than exercise points in B or C.

We have also tried the Laplace smoothing in all Bayesian models, but it
did not produce any improvement. In fact, in some cases it only increased the
generalization error.

5 Related Research

So far, none of the existing ITSs learn the model from data, but there have been
some experiments to this direction. Two studies have tackled quite a similar
problem to ours, but the data sizes were much larger and the data sets contained
very different features. The prediction accuracy in these studies was of the same
magnitude as in our case, although in the second study, the prediction was done
in the end of course.

Kotsiantis et al. [5] have compared six classification methods (Naive Bayes,
decision tree, feed-forward neural network, support vector machine, 3-nearest
neighbour and logistic regression) to predict drop-outs in the middle of course.
The data set contained demographic data, results of the first writing assignments
and participation to group meetings. The data set contained 350 students. The
best classifiers, Naive Bayes and neural network, were able to predict about 80%
of drop-outs.

Minaei-Bidgoli et al. [6] have compared six classifiers (quadratic Bayesian clas-
sifier, 1-nearest neighbours, k-nearest neighbours, Parzen window, feed-forward
neural network, and decision tree) to predict the course final results from a learn-
ing system log data. The data contained attributes concerning each task solved
and other actions like participating in the communication mechanism and read-
ing support material. The data set contained 250 students. The best classifier,
k-nearest neighbours, achieved over 80% accuracy, when the final results had
only two classes (pass/fail).

6 Conclusions

In this paper, we have tackled a difficult problem of learning classifiers for ITS
from real data. The main problem is the small size of educational data sets, and
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the traditional machine learning methods cannot be applied directly. However,
with careful preprocessing and selection of modelling paradigms we can learn
quite accurate classifiers.

We have given general outlines, how to classify successfully small data sets of
both numeric and categorial data. We recommend especially variations of naive
Bayes classifiers, which are robust, can handle mixed variables and produce
informative results (class probabilities).

We have also reported our empirical study, where we compared five classifica-
tion methods for predicting the course outcomes as early as possible. The data
consisted of only exercise points and the data sets were very small (in Prog.1
course 125 rows and in Prog.2 course 88 rows).

For numerical data, we used multiple linear regression and support vector
machine classifiers, and for categorial data, three variations of naive Bayes clas-
sifier (the standard model, TAN model and Bayesian multinets). All methods
achieved about the same accuracy. In Prog.1, 80% accuracy was achieved in the
middle of course and in Prog.2 already in the beginning of course.
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Abstract. Motivation plays a key role in learning and teaching, in particular in 
technology enhanced learning environments. According to motivational 
theories, proper contingency design is an important prerequisite to motivate 
learners. In this paper, we demonstrate how confidence levels in an adaptive 
educational system can be raised using a contingency design technique. Lear-
ners that saw parts of a complete picture depending on their performance were 
more confident to solve the next task than learners who did not. Results suggest 
that it is possible to raise confidence levels of learners through appropriate 
contingency design and thus to automatically adapt to their motivational states. 

1   Introduction 

Motivation obviously plays a key role in learning and teaching. However, technology 
enhanced learning environments often fail to motivate learners. Teachers devote a lot 
of time to assess and increase their students’ motivation. Experienced teachers 
understand that it is crucial to keep students motivated in order to achieve optimal 
learning results. This is underpinned by an overwhelming amount of research [6]. 
Students with high intrinsic motivation often outperform students with low intrinsic 
motivation [21], and students with high motivation engage more in learning activities 
and are more likely to complete a course [23]. Accordingly, successful teachers are 
able to detect the students’ needs and preferences. They try to provide an environment 
that enables the students to achieve their goals. Empirical studies show that human 
teachers devote as much time to the achievement of students’ motivational goals as to 
cognitive and informational goals [19]. 

The evident importance of motivation for learning, and the fact that learners differ 
in their motivational state, open promising perspectives for an adaptive educational 
system that adapts to these motivational states. In this paper we outline a framework 
for modeling the motivational states of learners. Some first empirical results indicate 
how parts of this framework, in particular how contingency design might be 
implemented in an adaptive educational system. 

2   Motivational Theories 

Motivation is an internal state or condition that activates behavior and gives it 
direction [17]. In particular, the motivation to learn is characterized by long-term, 
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quality involvement in learning and commitment to the process of learning [1]. The 
concept of motivation (previously also called conation) has been the focus of many 
psychological studies. A wide spectrum of motivation theories has been developed to 
date. These include psychoanalytic theories [7], behavioral theories [25], humanistic 
theories [22], and various cognitive theories [22] [32]. In applied psychology such as 
organizational and educational psychology, value-expectancy theories have been 
shown to be fruitful. 

 
Fig. 1. Motivation theory of Keller (1983), adopted from de Vicente (2003) 

One prominent example is Keller’s theory of motivation in education [11]. The 
theory distinguishes three main outputs: effort (engaging in actions), performance 
(actual accomplishment) and consequences (intrinsic and extrinsic outcomes, e.g., 
emotional responses, social rewards, material objects). These outputs are influenced 
by person inputs as well as by environmental inputs (see Fig, 1). This theory provides 
various ways to influence students’ motivation and thus their performance. The 
distinction between motivational design, learning design, and contingency design is 
very useful for the implementation of motivation strategies in technology enhanced 
learning systems as described below. In accordance with results presented by 
[30][31], we suggest that Keller’s theory can serve as a framework for guiding the 
modeling of motivation in adaptive educational systems. 

3   Adaptation to Motivational States 

The adaptation to motivational states can be divided into two phases: assessment of 
the learner’s motivational state and adaptation to these states with motivational 
strategies. 
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3.1   Assessment of Motivational States 

Several different ways have been proposed so far to detect the motivational state of 
learners, including self-reports through sliders [30], behavioural cues in the 
interaction between learner and educational system [31], students’ response times to 
tasks in combination with actual performance [3], as well as learner’s attention, 
current task and expected time to perform [24]. Questionnaires and external standards 
can also be applied as external criteria of motivation [33] to validate the system’s 
assessment. 

3.2   Adaptation Strategies 

Once the motivational state of the learner has been assessed correctly, there are 
several strategies to adapt to this state. According to Keller [12] motivation strategies 
can be categorized into motivational design, learning design and contingency design. 

Motivational design addresses the learner’s motivation directly in order to increase 
the effort put into a learning task. This can be done by communicating with the 
learner in a so called affective dialogue [27]. In particular, positive feedback and 
praise can have a positive impact on student motivation [29]. Motivational design 
might also aim at an improvement of students’ self-efficacy, their attention to or 
perceived relevance of the topic[13]. 

Learning design aims at changing the content itself or selecting/recommending 
appropriate content according to the motivational state of the learner. This includes 
providing a variety of materials in order to avoid predictability and repeatability [26], 
involving the learners in active problem solving and divergent thinking [26], choosing 
activities that are meaningful and relevant to the student [4], and deciding whether the 
student may proceed to the next topic or not [9]. Effort behavior can also be scaffold 
by keeping learning activities short, using visual enhancement to support the 
activities, and intermingling information presentation screens with interactive screens 
[28]. The system might also adapt the difficulty of tasks [27] and offer help [9]. 

Contingency design aims at making the learner confident that effort and 
performance are closely coupled with consequences. This might include informing the 
learner about procedures (number of tasks, evaluation criteria) as well as using words 
and phrases that help attribute success to learner's effort and ability [28]. It has also 
been suggested to enhance the level of the learner’s perceived control by introducing 
clear rules and performance criteria [20] and by offering immediate feedback [10]. 

The study reported in this paper focuses on the effects of contingency design in an 
adaptive system called EDUCE. The technique used in this study is based on gradual 
manifestation of pictures in dependence on performance. 

4   Motivation Modeling in EDUCE 

EDUCE is an adaptive intelligent educational system ([14][16]that uses Gardner’s 
theory of Multiple Intelligences (MI) as the basis for dynamically modeling learning 
characteristics and for designing instructional material [8]. The theory of Multiple 
Intelligences reflects an effort to rethink the theory of measurable intelligence 
embodied in intelligence testing. It is also a rich concept that offers a framework and 
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a language for developing adaptive educational systems that supports creative, 
multimodal teaching [18]. 

The Multiple Intelligence theory states that there are eight difference intelligences 
that represent a different way of thinking, solving problems and learning. In EDUCE, 
four intelligences are used to develop instructional resources and model the learner. 
These are defined as the verbal/linguistic, logical/mathematical, visual/spatial and 
musical/rhythmic intelligences. The musical/rhythmic intelligence was chosen 
because it is not considered as an intelligence that can be used to deliver and inform 
the design of content yet the emotive power of music is widely acknowledged [5]. 

The motivational features of EDUCE can be described along Keller’s theory as 
learning design and contingency design. 

4.1   Learning Design in Educe 

The learner’s performance obviously depends on the individual abilities (Fig. 1). 
EDUCE recognizes the learner’s MI profile using a predictive engine. The current 
version uses the following four intelligences in modeling the student: 

• Logical/Mathematical intelligence (LM) - This consists of the ability to 
detect patterns, reason deductively and think logically. 

• Verbal/Linguistic intelligence (VL) - This involves having a mastery of the 
language and includes the ability to manipulate language to express oneself. 

• Visual/Spatial intelligence (VS) - This is the ability to manipulate and create 
mental images in order to solve problems. 

• Musical/Rhythmic intelligence (MR) - This encompasses the capability to 
recognize and compose musical pitches, tones and rhythms. 

EDUCE builds a dynamic model of the student’s MI profile by observing, analyzing 
and recording the student’s choice of MI differentiated material. Other information 
also stored in the student model includes the navigation history, the time spent on 
each learning unit, answers to interactive questions and feedback given by the student 
on navigation choices. 

EDUCE holds a number of tutorials designed with help of subject matter experts. 
Each tutorial contains a set of content explaining a particular subject area.  For the 
experiment described in this paper, Science is the subject matter. A tutorial consists of 
learning units that explain a particular concept.  In each unit there are four different 
sets of learning resources, each based predominantly on one of the intelligences.  The 
different resources explain a topic from a different angle or display the same 
information in a different way. Students are adaptively guided through this material 
based on their dynamic MI profile [15]. 

4.2   Contingency Design in EDUCE 

Contingency design aims at making the learner confident that effort and performance 
are closely coupled with consequences. Each learning unit in EDUCE consists of 
several distinct stages. The first stage aims to attract the learner’s attention (Fig. 2), 
the second stage provides a set of different MI resources, the third stage re-enforces 
the key message in the lesson and the final stage presents interactive questions  on  the  
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Fig. 2. The Awaken stage of “Opposites Attract” with four options for different resources 

topic. After accessing the second stage, students may repeatedly go back and use the 
same or different MI resource. 

The question phase offers an ideal opportunity to implement contingency design. 
EDUCE displays a picture which partially reveals itself based on the number of 
correct questions answered. In this particular tutorial a cartoon was divided into nine 
pieces. The meaning would not be revealed unless the learners answered all questions 
correctly and all nine parts are actually shown. 

According to Keller, such a contingency design would increase the learners’ 
confidence in answering questions and their performance. We designed an empirical 
study that aimed to demonstrate these effects. 

5   Experimental Design 

In order to explore the effect of Contingency Design on confidence levels and 
learning performance we set-up and experimental study with students. In particular 
the impact of the independent variable, picture strategy, on two dependent variables, 
learning performance and confidence levels was explored. 

The picture strategy for raising confidence levels encompasses two main strategies: 

1. Show Picture: After each question the student answers, the overall progress of 
the student is displayed through the use of a partially displayed picture. For 
example if 9 questions have been answered correctly then 4 pieces of the 
picture are displayed. In total there is 9 pieces in a full picture. Fig. 3 dis-plays 
a sample picture a student may see. 

2. Without Picture: Here after the student answers a question no feedback is 
provided. The student continues to move through the tutorial without any 
feedback on progress.  

To determine confidence levels, before each question, the student was asked the 
question: Do you feel able to answer the next question? The response to the question 
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was gathered using a 4 point likert scale with 1 = no and 4 = yes. These answers are 
collated to determine confidence levels throughout the tutorial. 

Learning performance is defined by the post-test score and the learning gain. To 
calculate the relative learning gain each student before and after a tutorial sits a pre-
test and post test. The test for the pre-test and post-test is the same and consists of 
questions that appear during the tutorial. The questions are multi-choice question with 
four options.   

The experiment was conducted during one session on the computer, with each 
student spending on average 18 minutes exploring one tutorial. The session was 
preceded by a pre-test and followed by a post-test. The pre-test and post-test had the 
same 10 multi-choice questions, which were mostly factual. Students were randomly 
assigned to one of the two groups defined by the picture strategy: show picture and 
without picture. Within each group, students explored one of two different tutorials: 
static electricity or electricity in the home. They were also assigned to one of two 
groups, one group was forced to explore all the MI informed resources, the other 
group was free to progress through the tutorial after looking at least at one resource. 

 

Fig. 3. Picture  with fours pieces displayed 

5   Results 

35 boys and girls participated in the study. The ages ranged from 12 to 17, with an 
average age of 14. The students were randomly assigned to one of the two versions. 
13 students were assigned to the show picture version and 19 students were assigned 
to the do not show picture version. Each student spent on average 18 minutes 
exploring one tutorial. The students were participating in a “Discovering University” 
program being run in the author’s place of work. The objective of the program was to 
give students the experience of third level education and to encourage them to 
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continue education in university. The students attending this program would primarily 
be from areas designated as disadvantaged in terms of the number of students who 
participate in third level education. The study itself was conducted in the computer 
laboratories in the college and took place within the ‘Computer’ sessions on the 
Discovering University program. No reward incentives were provided to the students 
who participated.  

The results were analysed from two perspectives, the effect of the picture strategy 
on confidence levels and performance levels. It was expected that the show picture 
strategy would raise performance and confidence levels. 

A one-way ANOVA was conducted to explore the impact of the picture strategy on 
the post-test score.  Disappointingly the results were not statistically significant, 
however post-test score for the picture strategy (M=55.4, SD=21.45) was slightly 
higher that the post-test for the no picture strategy (M=54.2, SD=20.63). A similar 
analysis was also conducted on the relative gain score and the results were also not 
statistically significant. One reason may be that the assessment instrument was not 
sensitive enough to measure differences in performance levels. 

To determine if picture strategy had impact on confidence levels, the change in 
confidence level between the beginning and the end of the tutorial was analysed. To 
determine the change in confidence, the responses to the confidence question were 
aggregated. For each section, the total confidence level or the sum of all responses to 
the confidence questions was calculated. Subsequently, the change in confidence level 
was calculated by finding the difference between the confidence level at the end of 
tutorial and the beginning of the tutorial.  

A one-way ANOVA was conducted to explore the impact of the picture strategy on 
the change in confidence level. The results were statistically significant: F (1, 31) 
=6.613, p=.05. Post-hoc comparisons using the Tukey HSD test indicated that the 
mean score for the show picture group (M=19.23, SD=24.33) was significantly 
different from the no show picture group (M=3.73, SD=16.6). Fig. 4 illustrates how 
the confidence level changes over time.  
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Fig. 4. Average Confidence Levels for Picture and No Picture group 
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The results suggest that the confidence levels of students could be raised by 
showing the performance level through the form of a partially displayed picture. The 
suggested that students could raise their confidence levels by being able to 
immediately link performance level to effort.  

Together the results indicate that the picture strategy had an impact on the 
confidence level of students. However in this experiment an increase in confidence 
level did not translate into an increase in performance in the post-test.  

6   Conclusions 

This paper has described a framework for supporting motivation in an adaptive 
system. It has demonstrated how the EDUCE adaptive systems can be categorized 
according to this framework. It has also described an experiment that measures on 
aspect of this framework, contingency design, or the confidence that effort is linked to 
performance.  

Results indicate that confidence levels can be raised through the use of contingency 
design. In EDUCE this was implemented using a picture that reveals more as the 
student gets more questions right. The implications for the design of adaptive systems 
are that it is possible to raise confidence levels through contingency design. It may be 
that for students with low confidence levels, an intelligent tutoring system may use 
adaptive strategies to support contingency design. The challenge of future work is to 
determine how to automatically detect confidence levels and to determine the  
relationship between confidence level and performance. Future work will also address 
other aspects of the motivational framework such as motivational design in order to 
increase motivation in learning environments. 
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Abstract. The M-Ecolab was developed to provide motivational scaffolding 
via an on-screen character whose demeanour defended on modelling the 
learner’s motivational state at interaction time. Motivational modelling was 
based on three variables: effort, independence and the confidence. A 
classroom evalu-ation was conducted to illustrate the effects of motivational 
scaffolding. Students had an eighty minute interaction with the M-Ecolab, 
divided into two sessions. The results suggested a positive effect of the 
motivational scaffolding, particularly for initially de-motivated students who 
demonstrated higher learning gains. We found that these students followed the 
suggestions of the on-screen character which delivered personalized feedback. 
They behaved in a way that was conducive to learning by being challenge-
seekers and displaying an inclination to exert more effort. This paper gives a 
detailed account of the methodology and findings that resulted from the 
empirical evaluation. 

1   Introduction 

Can we increase students’ motivation to learn? This question has shaped the nature of 
research on motivation in education since the 1930’s and constitutes an active field of 
research in Artificial Intelligence in Education [1]. Motivation has been understood as 
a crucial factor affecting learning behaviour and is a complex phenomenon influenced 
by a plethora of circumstances that surround the learning experience. Intelligent 
Tutoring Systems (ITS) have made use of some elements proposed in Theories of 
Motivation: examples include the works of Lepper [2], Malone [3] and Song [4]. Our 
approach consists of modelling the learner’s motivational state during the interaction 
and adapting the motivating reactions according to the model’s beliefs. We have 
elaborated on previous work [5, 6] and have added a motivational modeller for an 
existing ITS, the Ecolab [7, 8]. This paper describes an evaluation of M-Ecolab, the 
enhanced version of Ecolab. The aims of this paper are two-fold. First, we present 
findings with respect to the effects of the motivational scaffolding in M-Ecolab using 
the methodology employed in two previous evaluations of Ecolab [8, 9]. Second, we 
compare and contrast the outcomes of the three evaluations. 
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2   Motivational Scaffolding in the Ecolab 

The Ecolab [7] is an ITS designed for teaching pupils aged 9-11 years-old concepts 
related to food chains and webs. It consists of a simulation of an ecology laboratory 
where students can add and/or remove organisms to explore feeding relationships. 
The set of actions that pupils can perform includes move, eat, be eaten, be predator, 
etc. The Ecolab laboratory can be viewed from three different perspectives. The 
‘world view’ shows plants and animals as they would look in the real world. The 
‘energy view’ shows, using bar graphs, the levels of energy associated with the 
organisms in the Ecolab. Finally, the ‘web view’ is a diagrammatic representation of 
the eating relationships represented in the system. The curriculum is divided into 
nodes with different versions of the system imposing more or less control over the 
order in which the nodes are tackled. Previous evaluations of the Ecolab system have 
illustrated the benefits of challenging students and guiding, but not controlling, their 
learning [7] and of offering the learners help at the meta-cognitive level by making 
low-ability learners more aware of their help-seeking needs [9]. The success of 
previous Ecolab systems is thought to derive from modelling the learner’s cognitive 
and meta-cognitive traits. By considering the learners’ ability and collaborative 
support at interaction time, the Ecolab is capable of altering the system’s reactions for 
individual learners. Ecolab provides help at four levels of quality: the deeper the level, 
the greater the control taken by the system and the less scope there is for the pupil to 
fail [10].  

To shed some light onto the effect of motivating the learner we developed M-
Ecolab as an extension of the Ecolab software to provide motivational scaffolding. 
Various approaches have been taken to assess the degree of motivation in learning 
environments. Song and Keller [4], for example, utilized motivational self-assessment 
to provide appropriate motivating techniques to the learner. Our approach, however, 
revolves around modelling three motivational traits identified as key in learning 
contexts [11]: effort, confidence and independence from the tutor. In our model, effort 
modelling considers quality and quantity of the actions within the software, and the 
persistence that learners display when facing errors. Independence is modelled 
considering the degree of help provided by the system. Confidence is modelled based 
on the degree of challenge-seeking that learners display during the interactions. The 
rationale for motivational modelling is that the system can react differently to learners 
in different states of motivation via a model of the learners’ motivation, built by 
assessing their actions, cognitive and meta-cognitive states and relating them to the 
motivational variables previously described. Since the original Ecolab was based on a 
Vygotskyan model [7], an explicit “more able” partner has been incorporated in the 
M-Ecolab as a motivating element through the use of an on-screen character called 
Paul. We provide motivational scaffolding consisting of spoken feedback given at two 
times, pre- and post-activity. Pre-activity feedback is inevitable and informs the 
learner of the objectives of that learning node; post-activity feedback, on the other 
hand, offers comments to help learners reflect on their behaviour at that node. Since 
the system maintains motivational models for individual learners the feedback given 
by Paul at post-activity time is adjusted. The adjustment is underpinned by the 
motivational model and consists on alterations of Paul’s voice tone and gestures. 
According to the model’s perception of the learner’s motivation/de-motivation Paul 
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encourages the learner: to exert more effort, to be more independent or to become 
more confident. For example, if the motivational modelling determines a low state of 
motivation because the quality of the actions was poor, Paul’s post-activity feedback 
states: “For the next node try to make fewer errors”. Under these circumstances, 
Paul’s face would reflect concern. For a more detailed description of M-Ecolab 
interactions refer to [12]. We also included a quiz as motivating element. It is 
available during the interaction via a button within the interface but constitutes just an 
option that learners can activate at will. If activated, the quiz asks questions related to 
the topic of food-chains. Wrong answers are not corrected but an indicator reflects the 
number of correct and incorrect answers that the learner has given during the 
interaction. Correct answers are praised; a maximum of three questions is allowed per 
learning node in order to prevent the learner concentrating more on the quiz than on 
the main learning activities.  

3   Evaluating the M-Ecolab 

To measure the influence of the motivational scaffolding on the learners’ behaviour 
and to try to establish its impact in comparison to previous Ecolab assessments, an 
evaluation of the M-Ecolab was made in a local primary school during March 2005. 
We assessed students’ knowledge of food webs and chains employing isomorphic 
pre- and post-tests experiment time. This test was also used in previous evaluations 
[8, 9]. Please note that the questions used in the pre- and post-tests were different 
from those of the quiz. The learners’ initial motivation using the system was assessed 
via an adaptation for British primary schools of Harter’s test [13]. We chose Harter’s 
test as its reliability has been demonstrated and it is, arguably, the scale most widely 
used for measuring children’s individual differences in motivation. There were 19 
learners who employed M-Ecolab, 9 girls and 10 boys: all members of three fifth 
grade classes, aged 9-10. All participants had been exposed to the standard, non 
computer-based teaching of food-chains prior to the study. They were asked to 
complete the pre-test for 15 minutes and then Harter’s test for a further five minutes. 
Two weeks later M-Ecolab was demonstrated with the use of a video-clip showing its 
functionality. At this point the researcher answered questions regarding the use of the 
software. One tablet PC loaded with M-Ecolab was provided for each learner. The 
students were then allowed to interact with it for 40 minutes. A week later a second 
interaction session took place for a further 40 minutes. Immediately after the second 
interaction the pupils were asked to complete the post-test. The participants were not 
taught about the topic of food chains between sessions. 

4   Results 

The previous evaluations of Ecolab looked at how two variations of the software 
affected participants’ learning of feeding relationships according to the learners’ 
ability (or skill) [8, 9]. The criterion employed to divide the sample was the students’ 
results of their Science SAT (Standard Assessment Test – a national test used in the 
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UK) using a tertile split. We recognize that this method of analysis does not always 
provide the best approach to analyze differences [14]; however, we chose to follow 
this method in order to be consistent with precedent evaluations. We categorized 
children into 3 ability groups, see Table 1. 

Table 1. Pre- and post-test scores according to ability 

Ability Pre-test score Mean (SD) Post-test score Mean (SD) 

Low (n = 6) 15.0 (6.03) 21.17 (6.18) 

Average (n=9) 18.56 (4.95) 24.0 (4.03) 

High (n = 4) 28.50 (5.92) 29.50 (2.08) 

Motivation in the M-Ecolab 
We wanted to explore the motivational development that learners experienced 
through their use of M-Ecolab. To that effect we analyzed students considering their 
motivational state both before and during the interaction. We acknowledge that the 
scales to assess motivation before (Harter’s scale) and during (model of motivation 
specific to M-Ecolab) the interaction are different and that a better rationale should be 
used in future evaluations. Nevertheless, these two indications were combined to 
make four groups to analyze the effects of motivating techniques on learners (see 
Table 2): 
  

• Group 1. Motivated students before and during the interaction (MM). 
• Group 2. Motivated student before with low motivational during the 

interaction (MD). 
• Group 3. De-motivated students before with high motivation during the 

interaction (DM). 
• Group 4. De-motivated students before and during the interaction (DD). 

Table 2. Distribution of M-Ecolab students considering their motivational change group 

Group 
 

Population 
 

Effort  
Mean 
(SD) 

Independence 
Mean (SD) 

Confidence 
Mean (SD) 

Learning 
Gain 

1  n = 6 
.54 

(.11) 
.71 

(.07) 
.60 

(.05) 
12.87 % 

2  n = 6 
.38 

(.09) 
.42 

(.09) 
.65 

(.14) 
17.42 % 

3  n = 4 .58 
(.06) 

.67 
(.09) 

.64 
(.14) 

40.90 % 

4  n = 3 .30 
(.12) 

.41 
(.07) 

.61 
(.32) 

27.27 % 
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Table 2 reveals that the majority of students had high motivation before the 
interaction (Groups 1 and 2). Interestingly, their learning gains were the lowest for the 
population. By contrast, it was the students of Group 3 those with the highest 
percentage of learning gains.  Not surprisingly members of Group 3, with three low 
and one average ability pupil, all had above average learning gains. We also analyzed 
differences in terms of the motivational variables (effort, independence and 
confidence) for pupils with higher learning gains (Groups 3 and 4). We found 
significant differences in effort (t(5)=3.932, p=.011) and independence (t(5)=4.054, 
p=.010) but not in their confidence. We also found that members of Group 3 followed 
the suggestions provided by Paul at post-activity feedback more than members of 
other groups. We speculate whether this factor could explain the differences in levels 
of effort and independence observed and the differences in the percentages of learning 
gains. The increase of motivation and learning gains observed in members of Group 3 
was encouraging and led us to further investigate the interaction characteristics of 
learners with initial low motivation. Although the low learning gains for high 
motivation students is interesting, we focused our attention here on understanding the 
behaviours and characteristics for less motivated pupils. 

Comparisons to Previous Evaluations 
In Ecolab I [7] high ability students improved more than other abilities as we found a 
significant within-subjects pre- to post-test difference. In Ecolab II [9] low ability 
students benefited most from the meta-scaffolding provided (Fig. 1a & 1b).  

  

a. Ecolab I b. Ecolab II 

Fig. 1. Ability by testing time, Ecolab 1 and Ecolab II 

In M-Ecolab the situation was different as it was both average and low ability 
students who improved their scores significantly from pre- to post-test (see Fig. 2, 
please note that the mean test represent percentages and not actual values as those of 
Table 1). One of our concerns while drawing comparisons to previous Ecolab 
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evaluations was the difference observed, at pre-test time (T1), among children’s 
ability at three different schools. We believe, in a similar way to [9] that, this 
difference is not explained by discrepancies in abilities among samples but is more 
likely to be an effect of shorter periods of time elapsed from the learning of the 
concepts of food chains in a non-computer fashion and the use of the pre-test. An 
analysis of variance (ANOVA) of the pre- and post-tests scores using one within-
subjects variable (time: 1 = pre-test, 2 = post-test), and one between-subjects variable 
(ability: high, average, low) indicated the difference between the ability groups in M-
Ecolab was significant (F(2,16) = 4.022, R2= .251, p=.038). 

 

Fig. 2. Ability by testing time, M-Ecolab 

We will now examine the following: What were the learners’ characteristics and 
behaviours that may have accounted for the increase in performance observed in low 
and average ability students? What was the type of help received by the learners? 
What was the impact of the motivating techniques on the learners? And how do these 
compare with previous Ecolab evaluations? 

Nature of M-Ecolab Interactions 
To throw some light onto these questions we looked at the records of the interactions, 
maintained in log files kept for individual M-Ecolab learners. These records were 
examined to reveal both the character of the interactions and the type of help 
provided by the system. The relevance of using behaviours is that in combination with 
the students’ ability, learning gains and motivation we can gather evidence of what 
might have constituted a fruitful interaction in M-Ecolab. To be consistent with 
previous evaluations we considered existing definitions of behaviours [8]: 

• Challenge-seeking is an interaction trait associated with a learner’s inclination to 
accept challenging activities. At the beginning of each learning node, Ecolab 
provides opportunities for children to select among 3 different levels of challenge. 
This behaviour was referred to as exploration in previous evaluations [9]. 
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However, we believe that a more descriptive name should be used. The opposite 
behaviour is known as challenge-avoiding. 

• Busyness is an interaction characteristic determined by measuring the number of 
actions of any type such as help request, adding or deleting organisms, etc. An 
above average number of actions categorized a student as busy or quiet otherwise. 

• Hopping is a behaviour associated with a learner who switches frequently from 
one type of view to another. These interactions contain no or few series of repeated 
actions of the same type. The opposite of a hopping conduct is known as a 
persistent behaviour. 

Because the essence of M-Ecolab was to provide motivating strategies to de-
motivated students we were concerned about the degree of “distraction” that learners 
could have had during their interactions due to an excessive use of the quiz. To have 
an insight into how this affected students we have defined a new behaviour: 

• The degree of quiz-using that students experienced during their interaction with 
M-Ecolab was considered. Learners who visited the quiz an above average number 
of times were considered quiz-seekers or quiz-avoiders otherwise.  

In previous Ecolab evaluation the importance of the challenge-seeking behaviour 
has been highlighted [9]; it was found that this behaviour was present amongst 
students with above average learning gains (92% in Ecolab II, 82% in Ecolab I). 
However, there was a discrepancy between Ecolab I and Ecolab II regarding the 
composition of the groups of challenge-seekers: In the Ecolab II there was evidence 
that the group of challenge-seekers was composed of all three ability groups, as 
opposed to a majority of high ability students in Ecolab I. This discrepancy was 
thought to be the effect of meta-cognitive scaffolding provided by Ecolab II [9]. We 
analyzed whether the M-Ecolab produced the same effect and found that challenge-
seeking was an important trait when motivating elements were present. 58% of 
students with above average learning gains, belonging to Groups 3 and 4, were 
challenge-seekers, see Table 3. 

Table 3. Distribution of students considering their average learning gains and behaviours 

 Challege-seekers 
n=10 

Quiz-avoiders 
n = 10 

Persisters 
n = 9 

Students with above 
average learning gains 

n = 12 
n = 7 n = 8 n = 8 

Students with below 
average learning gains 

n = 7 
n = 3 n = 2 n = 1 

We found that students with above average learning, including both low and 
average ability, were not inclined to use the quiz. We also found that 67% of students 
with above average learning gains were persisters. Furthermore, when we combined 
behaviours to form duplets, we found that only 50% of learners with above average 
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learning gains were both quiz-avoiding and persisters. This suggests an effect of 
motivating techniques in M-Ecolab which is different from both Ecolab I and II 
evaluations. In earlier studies it was found that the combination of busyness and 
challenge-seeking yielded better learning outcomes: 71% of Ecolab II and 70% of 
Ecolab students with above average learning gains had this behaviour. 

Help-Seeking in the M-Ecolab 
Two traits of the interaction from previous Ecolab evaluations were used to denote 
help usage in M-Ecolab: 

• Students who sought an above average quantity of help were considered to have 
had lots of help, or little otherwise.  

• Similarly, pupils who requested greater levels of help were contemplated as having 
had deep help, or shallow otherwise. 

The study of help provision in M-Ecolab had a particular relevance for us because 
in a pilot study [12], where pupils used M-Ecolab for 40 minutes, we found that the 
motivating techniques made an impact upon the qualities and quantities of help 
selected between two experimental group. We found that M-Ecolab learners were 
significantly less independent from the system’s help as they requested greater 
qualities and quantities of help. Our analysis showed, however, that the findings of 
the pilot study were not replicated. We believe that the factor that accounts for this 
discrepancy is the total interaction time (40 minutes for the pilot, 80 minutes for this 
evaluation). It may have been the case that a longer interaction had an impact on the 
learners’ behaviours, particularly regarding help-seeking.  

Nevertheless, by analyzing the help requested by low ability pupils with above 
average learning gains, we found that these students used lots and shallow help and 
that average ability students with above average learning gains utilized little and deep 
help.  This difference in help-seeking behaviour suggests that successful students used 
a very different help-seeking strategy depending on their ability. 

5   Discussion 

Our findings suggested that by modelling motivation and adjusting the motivational 
reaction initially de-motivated students significantly increased their post-test scores. 
We also found that low and average ability students also improved their post-test 
performance. However, we also found that neither initially highly motivated nor high 
ability students increased their post-test scores; we are aware, however, that this result 
could be due to a “ceiling effect” (see Fig. 2).  In order to find the specific causes of 
learning gains in de-motivated, and in low and average ability students we analyzed 
the learners’ interactions following the approach taken by Luckin [8], and catalogued 
students according to behaviours. We noted that our results are consistent with 
previous findings [9] in the sense that seeking for challenge is a characteristic of 
learners with higher learning gains. Further analyses suggested that the combination 
of behaviours that yielded better learning gains for low and average ability students 
was that of being quiz-avoiding and a persister as opposed to being busy and 
challenge-seeker in previous Ecolab evaluations. Regarding help-seeking, we found 
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that successful students used very different strategies depending on their ability: low 
ability students used lots and shallow help whereas average ability students utilized 
little and deep help.  

Regarding initially de-motivated learners, we analyzed whether successful students 
(belonging to Group 3 in Table 2) varied their effort, independence or confidence 
during the interaction. We found that students with above average learning gains had 
significantly higher degrees of effort (t(5) = 3.932, p = .011) and independence (t(5) = 
4.054, p = .01). Interestingly, we found that successful students explicitly followed the 
post-activity feedback provided by an on-screen character who adjusted his tone of 
voice and facial expressions considering individual learners’ motivation. Curiously, 
initially motivated students did not vary their behaviour much during the interaction 
tending to have similar values for effort, independence and confidence during 80 
minutes of interaction. We believe that the presentation of motivating techniques to 
motivated learners was not beneficial. This is consistent with Keller’s [15] 
suggestions that motivating techniques should be used with care for high motivation 
students.  

These results have suggested an effect on learning of the motivating techniques; 
more importantly, these effects were different depending on the students’ ability and 
motivation. These results have also suggested an important influence of spoken 
feedback (adjusted considering the learners’ motivational state) at post-activity time. 
However, we acknowledge that these results have been derived from a very small 
sample (n=19). We also acknowledge that our motivational modelling needs further 
development: we intended it to present motivating strategies to de-motivated learners 
only and not to all the sample as was the case. We also think that adapting the 
feedback and character’s reactions, in conjunction with a quiz, constitute only a first 
step for the study of motivating techniques in ITS’s and that a wider range of 
possibilities could be also considered in future research. But despite these drawbacks 
we believe that the findings reflect an interesting effect of motivating de-motivated or 
low and average ability students. These results also suggest general guidelines that 
could be used to improved students’ motivation in ITS’s. The results should be 
interpreted only as an indication of the effects of motivating learners in ITS’s and as 
general pointers for future research on motivation. 

Can we be motivated to learn? Although the topic of motivation in tutoring 
systems is a vast field involving both affective and cognitive states, we believe that 
the design of ITS’s could include motivating elements that might be conducive of 
learning particularly for low ability students. If our ITS’s are to motivate students we 
need to provide a means of recognizing the causes of de-motivation, particularly lack 
of effort or excess of dependency on the system’s help, and encourage learners to 
improve these behaviours. 
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Abstract. This paper describes the design of the learner modelling component
of the LEACTIVEMATH system, which was conceived to integrate modelling of
learners’ competencies in a subject domain, motivational and affective dispo-
sitions and meta-cognition. This goal has been achieved by organising learner
models as stacks, with the subject domain as ground layer and competency, mo-
tivation, affect and meta-cognition as upper layers. A concept map per layer de-
fines each layer’s elements and internal structure, and beliefs are associated to
the applications of elements in upper-layers to elements in lower-layers. Beliefs
are represented using belief functions and organised in a network constructed as
the composition of all layers’ concept maps, which is used for propagation of
evidence.

1 Introduction

The description given by the ADL Initiative of modern e-learning systems combines a
content-based approach from computer based training with adaptive educational strate-
gies from intelligent tutoring systems [1]. This mixture of approaches produces tensions
in the design of these systems, particularly in the design of their learner modelling sub-
system, which aim at supporting a wide range of adaptive educational strategies—e.g.
from coarse-grain construction of e-books to tailored natural language dialogue [2]—
with a general lack of what is traditionally afforded by ITS systems: painfully designed
and dynamically constructed learning activities capable to provide large amounts of
specific and detailed information on learner behaviour.

This type of e-learning systems make heavy use of pre-authored educational con-
tent to support learning, hoping to capitalise on the expertise of a variety of authors
in producing educational materials. However, educational content is for the most part
opaque to learner modelling due to the absence of domain expert subsystems to query
about it. The information available is hence reduced to what is explicitly provided by
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authors as metadata [3]. Unfortunately, provision of metadata is a heavy burden on
authors because it amounts to work be done twice: to say something and to say what
it was said. The more detailed and accurate the metadata, the more work there is to
do. Consequently, metadata tends to be subjective and shallow, with a well-intentioned
drive towards standardisation thwarted—from a learner modelling point of view—by
the shallowness of current metadata standards such as LOM [4].

Guidance to learners through educational content in e-learning systems tends to jump
in between two extremes: predefined paths and content browsing. From a learner mod-
elling perspective, both situations are mainly equivalent, since neither of them accom-
modates to learner modelling needs. While in some ITS systems learner modelling can
lead learner progress through the subject domain, in these type of e-learning systems it
has to be opportunistic, taking advantage of whatever information becomes available.
A learner modelling subsystem in this conditions has to do more with less, answering
questions about the learner on the basis of scarce and shallow information, hopefully
without pursuing blind over-generalisation.

In this paper we describe the consequences of requirements and working conditions
as sketched above on the design of the Extended Learner Modeller (XLM) for LEAC-
TIVEMATH, an e-learning system for mathematics [2]. XLM was required to model
motivational and affective dispositions of learners towards a subject domain and related
competencies, as well as learners’ meta-cognition of their learning. Our approach to
the problem can be summarised in terms of four characteristics: (i) a generic, layered
and multi-dimensional modelling framework, (ii) tolerance to vague and inconsistent
information, (iii) squeezing of sparse information and (iv) open learner modelling.

2 Modelling Framework

In XLM, a learner model is a collection of beliefs about the learner’s states and dispo-
sitions arranged along five dimensions (figure 1): subject domain, competency, moti-
vation, affect and meta-cognition. Each of these dimensions is described in a concept
map which specifies the individual factors in the dimension that are relevant to learning
and considered in learner models. The maps also specify how the different factors and
attributes relate to each other. For example, in the current implementation the subject
domain is a branch of mathematics known as Differential Calculus and breaks down
into domain topics such as function, derivative and chain rule (a particular instance of
differentiation rule that produces derivatives); competency is mathematical and decom-
poses according to the PISA framework [5]; and motivation decomposes into factors
that are considered to influence learner motivation such as the interest, confidence and
effort put into learning the subject domain and related competencies. The layered struc-
ture of learner models specifies how the modelled dimensions of learners interact with
each other. At the bottom of the stack lies the subject domain, underlining the fact that
learner modelling occurs within a subject domain, even if a learner model does not
hold any belief about the subject domain per se. but about learner dimensions applied
to the domain. On top of the subject domain are the layers of competency, motiva-
tion, affect and meta-cognition, each one relying on the lower layers for expressing a
wide range of beliefs about the learner. For example, mathematical competencies on the



Approximate Modelling of the Multi-dimensional Learner 557

Subject Domain

Competency

Motivation / Affect

Meta-cognition

C
on

ce
pt

ua
l

an
d 

P
ro

ce
du

ra
l

E
rr

or
s 

(C
A

P
E

s)

Fig. 1. A multi-dimensional and layered structure for learner models

subject domain (e.g. the learner’s level of problem solving with respect to the chain
rule), motivational dispositions towards the subject domain (e.g. the learner’s level of
confidence with respect to differential calculus) or towards competencies on the subject
domain (e.g. the learner’s level of effort with respect to solving problems with the chain
rule).

Conceptual and procedural errors (CAPEs) is a sixth but special dimension. CAPEs
are not generic as competencies, but each one specific to particular domain topics.
Moreover, neither motivation nor affect nor meta-cognition apply to CAPEs, under the
assumption that they are not perceived by learners.

3 Levels and Beliefs

Let us start our explanation of the type and representation of beliefs held in XLM learner
models by considering a particular belief concerning the learner’s competency to pos-
ing and solving mathematical problems with derivatives. Let us also assume that the
mathematical competencies of learners can be measured in a discrete scale of four lev-
els, from an entry level I to a top level IV— only three levels are described in [5] but
LEACTIVEMATH uses four. A learner’s mathematical competency is assumed to be at
one of this levels, having achieved and passed all previous levels, hence a belief on the
learner’s competency to pose and solve problems with derivatives becomes a statement
about the level that the learner’s competency is (more likely) at.

In the same way, every belief in XLM is about a learner’s level on something—as
far as that something can be expressed as the application of upper dimensions to lower
dimensions in the learner model structure (figure 1). In the current implementation, all
dimensions in XLM are measured in a similar scale of four levels.

There are many ways to represent beliefs such as this, from symbolic representations
using a logical formalism [6] to numeric representations such as using probability dis-
tributions [7]. In XLM, a belief in a learner model is represented and updated using a
numeric formalism known as the Transferable Belief Model (TBM) [8], a variation of
Dempster-Shafer Theory (DST) which is based on the notion of belief functions [9]. A
first difference between a probability distribution and a belief functions is that, while the
former assigns a number in the range of [0,1] to each possible state of the world—i.e.
each level the learner’s competency could be at—the latter does the same but to each
set of possible states of the world.
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More formally, if Θ = {I, II, III, IV} is the set of all possible states of the world, then a
probability distribution is a function p : Θ → [0,1] while a belief function b : 2Θ → [0,1]
maps the set of all sets of levels in Θ into [0,1].

A belief in a learner model can be represented at least in three different ways, as a
mass, a certainty1 or a plausibility function [8, 9]. Although they are equivalent, a mass
function is the easiest to manipulate computationally and is hence the one used in XLM.
If s0 is a set of levels, say s0 = {III, IV}, the mass of s0, or m(s0) can be interpreted ob-
jectively, as the support the evidence gives to the case that the true learner’s competency
level is in the set s0 (i.e. it is either III or IV) without making any distinction between
the elements of the set2. Subjectively, it can be interpreted as the part of the belief that
pertains exclusively to the likelihood that the true learner’s competency level is in s0,
without being any more specific towards either of the levels.

A mass function in XLM is generally required to satisfy the requirement that the sum
of all its values must be one; i.e.

m : 2Θ → [0,1] such that ∑
s∈2Θ

m(s) = 1. (1)

However—in accordance with TBM and differently from DST—it is not required that
the mass assigned to the empty set to be zero. Such a mass is interpreted in XLM as
the amount of conflict in the evidence accumulated. The mass assigned to the set of all
levels Θ is generally interpreted as the amount of complete ignorance in a belief.

4 Evidence

Evidence for learner modelling comes into XLM in the shape of events representing
what has happened in the learners interaction with educational material and the rest of
LEACTIVEMATH. Some events originate inside XLM, as is the case for events gener-
ated by its Situation Model (the component of XLM in charge of modelling the local
motivational state of learners) and Open Learner Model (the graphical user interface to
learner models that supports inspectability of the models and challenging of beliefs).

Events are raw evidence that needs to be interpreted in order to produce mass func-
tions that can be incorporated into beliefs in learner models using a combination rule
[10]. Currently, two categories of events are interpreted by XLM and their evidence in-
corporated into beliefs: behavioural events and diagnostic events. Events in the first cat-
egory simply report what the learner has done or achieved, whereas events in the second
category report a judgement of learner levels produced by some diagnostic component
of LEACTIVEMATH.

1 More commonly known as a belief function, but we use certainty to avoid confusion with the
more general notion of belief in XLM.

2 Imagine Theta is an international tennis team composed by Indian Papus (I), Japanese Takuji
(II), Scottish Hamish (III) and French Pierre (IV). They have played against the American
team and you hear on the radio than all of them, but an European one, have lost their matches.
If this is all the evidence you have about who in Theta won its match, it certainly supports the
case that the player is in the set {Hamish,Pierre} but does not distinguish between them.
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Listing 1. Example metadata for an exercise

<exercise id="K3_TIMSS" for="deriv_higher/second_deriv">
<metadata>

<Title xml:lang="en">Acceleration of a straight forward movement</Title>
<depends−on><ref xref="deriv/diff_f"/></depends−on>
< difficulty value="easy"/>
<competency value="think"/>
<competency value="model"/>
<competencylevel value="simple_conceptual"/> <!−− equiv. to II −−>
...

</metadata>
...

</exercise>

4.1 Interpretation of Behavioural Events

Given an event of type ExerciseFinished, reporting that a learner has finished an ex-
ercise with some success rate, XLM interprets it to produce evidence for updating the
learner model. The resulting evidence would be a collection of mass functions over the
following set of sets of levels 2Θ = {s|s ⊆ Θ}. However, given the fact that levels are
ranked, it makes no sense to have mass for sets that are not intervals (e.g. {I, III}). In
other words, the focus of m is always going to be a subset of

Φ = {{I},{II},{III},{IV},{I, II},{II, III},{III, IV},
{I, II, III},{II, III, IV},{I, II, III, IV}}.

(2)

For the particular case of an event of type ExerciseFinished in the current implementa-
tion of XLM, these levels are actually competency levels. In the general case, the nature
of the levels will depend on the nature of the belief the evidence is relevant to.

In order to make the explanation easier to follow, let us consider a concrete case: in-
terpreting an ExerciseFinished event that resulted from the learner finishing an exercise
with metadata as in listing 1. An exercise of this type comes with its own additional
information, including learner identifier, exercise identifier and success rate achieved
by the learner in the exercise (in the range [0,1]).

Beliefs Addressed. By interpreting events of type ExerciseFinished, XLM generates
direct evidence for beliefs grounded on the subject domain topics the exercises are
related to. For example, the exercise K3_TIMSS is for a learning object with identifier
deriv_higher/second_deriv, which is mapped to the domain topic second_derivative
that represents the abstract notion of second order derivative. The metadata listed above
indicates the exercise depends on the learning object deriv / diff_f which is mapped to
the topic derivative that stands for the abstract notion of derivative. Consequently, all
direct evidence produced from an ExerciseFinished event from this exercise will be
evidence for beliefs grounded on the topics derivative and second_derivative.

Metadata indicating which mathematical competencies the exercise evaluates or
trains on provide further details of which beliefs should be affected by the event. For
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our example, this are beliefs on competencies think (think mathematically) and model
(model mathematically). Therefore, the beliefs to be directly affected by our example
of event would be beliefs related to the learner’s thinking or modelling mathematically
with first or second derivatives. These could be, in principle, beliefs on the learner’s
competencies, their motivational or affective dispositions on these competencies, or
their meta-cognition on these competencies. No belief on a conceptual or procedural
error is directly affected, since the event does not provide any information on CAPEs.
The current implementation of XLM depends on events produced by its Open Learner
Model component for updating beliefs on meta-cognition, on events produced by its
Situation Model component for updating beliefs on motivational dispositions, and on
events produced by LEACTIVEMATH Self-Report Tool for updating beliefs on affective
dispositions. Consequently, only evidence for beliefs on learners’ mathematical com-
petencies on the subject domain are produced from events of type ExerciseFinished.

Generation of Evidence. Once the beliefs to be affected by an event have been identi-
fied, the next step is to generate the corresponding evidence: a mass function per belief
over the sets of levels in Φ . Although most of the metadata for an exercise could have
an impact on the evidence to be produced, for the case of an ExerciseFinished event in
the current implementation of XLM only a subset of the metadata is taken into account:
the relationship between the exercise and the belief addressed (i.e. whether the exercise
is for the topic the belief is about, or only depends on it), the competency level of the
exercise, the difficulty of the exercise and the success rate reported in the event.

The competency level of an exercise is used to determine who should find the exer-
cise either very easy or very difficulty, and who may find it otherwise (i.e. easy, medium
or difficult, the remaining terms in LEACTIVEMATH vocabulary for metadata on the
difficulty of exercises). For example, being K3_TIMSS an easy exercise for compe-
tency level II means it should be a very easy exercise for any learner with competency
level IV. Furthermore, we have assumed that would be the case for any exercise for
competency level II, and table 1 presents the initial estimation of the difficulty of an
exercise for a learner, given the competency levels of the exercise and the learner. To
fill the still empty cells in table 1 we use the metadatum for difficulty of the exercise. A
possible interpretation of this metadatum is given in table 2 for the case of exercises for
competency level II.

At this stage, the metadata for an exercise such as K3_TIMSS supports estimates
of how difficult the exercise would be for learners with different competency levels.
In particular, we can see that K3_TIMSS does not discriminate between learners with

Table 1. Effect of the metadata value for competency level on the estimated difficulty of an
exercise for a learner at a given competency level

Competency level Competency level of learner
of exercise I II III IV
I - - very easy very easy
II - - - very easy
III very difficult - - -
IV very difficult very difficult - -
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Table 2. Effect of the metadata value for difficulty on the estimated difficulty of an exercise for
competency level II for a learner at a given competency level

Exercise Difficulty of the exercise
for a learner at a given competency level

Competency level Difficulty I II III IV
VE M VE VE VE
E D E VE VE

II M VD M VE VE
D VD D E VE

VD VD VD M VE
VE: very easy, E: easy, M: medium, D: difficult, VE: very difficult

competency level III or IV. Hence mass should not be assigned to levels III nor IV alone
in any evidence generated from it, but only to the set {III, IV} or sets containing it.

Here is the point when we need to translate from the qualitative tags denoting dif-
ficulty to quantitative measures. In other words, we need to estimate, for every rate
of success r, the probability P of achieving r given difficulty d. We need to estimate
P(r|d). We use scaled normal distributions

P(r) = δe−(r−μ)2/2δ 2
(3)

with parameters determined by difficulty as specified in table 3. They assign a 0.5 prob-
ability to being completely successful (r = 1) in a very easy exercise, to being moder-
ately successful (r = 0.75) in an easy exercise, to being just fair (r = 0.5) in a medium
exercise, to being unsuccessful (r = 0.25) in a difficult exercise and to being completely
unsuccessful (r = 0) in a very difficult one. For example, if the success rate reported in
an ExerciseFinished event for exercise K3_TIMSS is r = 0.8 then we get the following
probabilities per competency level: 0.2730 (I), 0.4975 (II) and 0.4615 (III and IV).

Table 3. Parameters for probability assignment functions per difficulty value

Parameters Difficulty
very easy easy medium difficult very difficult

μ 1 0.75 0.5 0.25 0
δ 0.5 0.5 0.5 0.5 0.5

An straightforward way of translating this probabilities into a mass function would
be by normalising the probabilities obtained above and assigning them to the single-
tons {I}, {II}, {III} and {IV}. However, as it was said before, exercise K3_TIMSS
does not distinguish between learners with competency levels III or IV, hence it does
not provide evidence for the learner having any of these levels in particular but, in
any case, just of having any of them. Furthermore, what should be done if all prob-
abilities above where the same? A possibility is to consider the exercise as unable to
discriminate between the possible levels of competency of the learner, hence provid-
ing no new evidence at all. Technically, this means the mass distribution in this case
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should be the one corresponding to total ignorance (or complete lack of evidence):
m(Θ) = 1 and m(s) = 0 for all other s �= Θ .

We can generalise these two cases to an iterative method for calculating a mass func-
tions from probabilities:

1. If s = {l1, l2, . . . , ln} is the set of levels with non zero probabilities, then make m(s)
equal to the smallest probability, m(s) = min(p(l1), p(l2), . . . , p(ln)).

2. For every level li in s make its probability equal to p(li)− m(s).
3. Remove from s all levels with re-calculated probability equal to zero and start again

at step (1).
4. Finally, scale all m(s) uniformly, so that the total mass ∑s⊆Φ m(s) = 1.

The application of this method to the case of exercise K3_TIMSS with success rate
of 0.8 and the probabilities calculated above produces the following mass function:

m({I, II, III, IV}) = 0.549, m({II, III, IV}) = 0.379, m({II}) = 0.072,
m(s) = 0.0 for any other s ⊂ Φ .

In words, this is weak evidence for the learner being at competency level II (simple-
conceptual) and stronger evidence for they being at a competency level in {II, III, IV}.
However, this evidence includes a fair amount of ignorance that suggest it is still plau-
sible for the learner to be at any competency level, including level I.

Each belief that have to do with topics trained on, or evaluated by the exercise would
receive such an evidence. Beliefs concerning topics the exercise depends on would re-
ceive a discounted evidence with increased ignorance:

m′(s) = d × m(s) for all s �= Θ and m′(Θ) = m(Θ)+ (1 − d), (4)

where d is a discount factor in between zero and one.

4.2 Interpreting Diagnostic Events

The interpretation of diagnostic events by XLM is simpler than the interpretation of
behavioural events given the fact that an estimation of the learner level is included in
diagnostic events. Based on how much XLM trust the source of the event, the original
estimation of the learner level is transformed into a probability distribution over the
set of levels Θ . This probability distribution is then transformed into a mass function
following the same procedure as explained in section 4.1.

Consider, for example, the case of LEACTIVEMATH Self-Report Tool, which is pre-
sented to learners every time they complete an exercise so that they can provide feed-
back on their states of liking, pride and satisfaction—which are assumed to be with
respect to the exercise just finished. The values input by the learners are reported to
XLM in SelfReport events. Then XLM transform a single value per factor into a prob-
ability distribution by choosing a suitable Beta distribution from the collection shown
in figure 2. The mass function resulting from the interpretation of the event would con-
stitute evidence for beliefs on the learner’s affective dispositions towards the subject
domain topics and competencies that result from considering the exercise metadata.
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Fig. 2. Beta distributions for each value that can be reported by learners using the Self-Report
Tool. The intervals [0,0.25], [0.25,0.50], [0.50,0.75] an [0.75,1.0] correspond to the levels I, II,
III and IV, respectively.

4.3 Propagation of Evidence

Interpretation of events such as the ones described in sections 4.1 and 4.2 provides
direct evidences for some beliefs in a learner model. These evidences are propagated
to the relevant parts of the learner model following the associations between elements
in the maps for each layer in the learner modelling framework (section 2). An iterative
algorithm is used for belief propagation which is a simple adaptation of Shenoy-Shafer
algorithm for belief-functions propagation [11]. In every iteration, all beliefs that have
received updated messages (with adjusted evidences) re-calculates its own and checks
whether these have changed significantly (given a predefined threshold and a method
for comparing mass functions). If that is the case, and its messages are not full with
ignorance (beyond another predefined threshold) then it propagates the evidence to their
neighbours. The iterative process ends when no more messages have been exchanged
or when a predefined maximum number of iterations have been reached.

5 Conclusions and Future Work

A learner modelling subsystem called XLM has been presented in this paper which
tries to capture the multi-dimensional nature of learners. XLM uses a collection of
dimensions—subject domain, conceptual and procedural errors, competency, motiva-
tion, affect and meta-cognition—defines them using concept maps and arranges them
in layers. Together, the internal maps and layered framework provide a rich structure for
organising beliefs about learners. Beliefs are represented using belief functions, which
allow the representation of ignorance, uncertainty and conflict in evidence and beliefs.
Together with a simple algorithm for propagation of evidence, XLM is the first imple-
mentation of learner models with belief functions networks we are aware of, providing
in this way an alternative to Bayesian networks for learner modelling [7, 12, 13, 14].
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A first complete implementation of XLM has been delivered early this year. Never-
theless, there are many issues to be revised and parameters to be adjusted before XLM
reaches maturity. First, competency level and difficulty are seen as two granularities
in the same scale, like metres and centimetres. This may be a misinterpretation of the
nature of competency levels, which seems to represent more qualitative changes than
difficulty [5]. Secondly, a core but minimum subset of metadata is taken into account
while interpreting events, which could be expanded for better. Thirdly, careful analysis
and evaluation of the probability assignments, probability distributions and the propa-
gation algorithm are necessary to improve the modelling process.

References

1. Advanced Distributed Learning: Sharable Content Object Reference Model Version 1.2: The
SCORM Overview. (2001)

2. LeActiveMath Consortium: Language-enhanced, user adaptive, interactive elearning for
mathematics (2004) http://www.leactivemath.org.

3. National Information Standards Organization: Understanding Metadata. (2004)
4. Institute of Electrical and Electronics Engineers: IEEE 1484.12.1 Draft Standard for Learn-

ing Object Metadata. (2002)
5. Organisation for Economic Co-Operation and Development: The PISA 2003 Assessment

Framework. (2003)
6. Self, J.A.: Dormorbile: A vehicle for metacognition. AAI/AI-ED Technical Report 98,

Computing Department, Lancaster University, Lancaster, UK (1994)
7. Zapata-Rivera, J.D., Greer, J.E.: Inspecting and visualizing distributed bayesian student mod-

els. In Gauthier, G., Frasson, C., VanLehn, K., eds.: Intelligent Tutoring Systems: Fifth
International Conference, ITS’2000. Number 1839 in Lecture Notes in Computer Science,
Springer Verlag (2000) 544–553

8. Smets, P., Kennes, R.: The transferable belief model. Artificial Intelligence 66 (1994)
191–234

9. Shafer, G.: A Mathematical Theory of Evidence. Princeton University Press (1976)
10. Sentz, K., Ferson, S.: Combination of evidence in dempster-shafer theory. Sandia Report

SAND2002-0835, Sandia National Laboratories (2002)
11. Shenoy, P.P., Shafer, G.: Axioms for probability in belief-function propagation. In Shachter,

R.D., Levitt, T.S., Kanal, L.N., Lemmer, J.F., eds.: Proceedings of the Fourth Anual Confer-
ence on Uncertainty in Artificial Intelligence, North-Holland (1990) 169–198

12. Conati, C., Gertner, A., VanLehn, K.: Using bayesian networks to manage uncertainty in
student modeling. User Modeling and User-Adapted Interaction 12 (2002) 371–417

13. Bunt, A., Conati, C.: Probabilistic student modelling to improve exploratory behaviour. User
Modeling and User-Adapted Interaction 13 (2003) 269–309

14. Jameson, A.: Numerical uncertainty management in user and student modeling: An overview
of systems and issues. User Modeling and User-Adapted Interaction 5 (1996) 193–251



 

M. Ikeda, K. Ashley, and T.-W. Chan (Eds.): ITS 2006, LNCS 4053, pp. 565 – 574, 2006. 
© Springer-Verlag Berlin Heidelberg 2006 

Diagnosing Self-efficacy in Intelligent Tutoring  
Systems: An Empirical Study 

Scott W. McQuiggan and James C. Lester 

Department of Computer Science, North Carolina State University, Raleigh, NC 27695 
{swmcquig, lester}@ncsu.edu 

Abstract. Self-efficacy is an individual’s belief about her ability to perform 
well in a given situation. Because self-efficacious students are effective 
learners, endowing intelligent tutoring systems with the ability to diagnose self-
efficacy could lead to improved pedagogy.  Self-efficacy is influenced by (and 
influences) affective state. Thus, physiological data might be used to predict a 
students’ level of self-efficacy. This paper investigates an inductive approach to 
automatically constructing models of self-efficacy that can be used at runtime to 
inform pedagogical decisions. In an empirical study, two families of self-
efficacy models were induced: a static model, learned solely from pre-test (non-
intrusively collected) data, and a dynamic model, learned from both pre-test 
data as well as runtime physiological data collected with a biofeedback 
apparatus. The resulting static model is able to predict students’ real-time levels 
of self-efficacy with reasonable accuracy, while the physiologically informed 
dynamic model is even more accurate. 

1   Introduction 

Affect has begun to play an increasingly important role in intelligent tutoring systems.  
Recent years have seen the emergence of work on affective student modeling [8], 
detecting frustration and stress [7, 21], modeling agents’ emotional states [1, 11, 16], 
devising affectively informed models of social interaction [13, 18, 20], and detecting 
student motivation [24].  All of this work seeks to increase the fidelity with which 
affective and motivational processes are modeled in intelligent tutoring systems in an 
effort to increase the effectiveness of tutorial interactions and, ultimately, learning.  

Self-efficacy is an affective construct that has been found to be a highly accurate 
predictor of students’ motivational state and their learning effectiveness [25].  
Defined as “the belief in one’s capabilities to organize and execute the courses of 
action required to manage prospective situations” [2], self-efficacy has been 
repeatedly demonstrated to directly influence students’ affective, cognitive, and 
motivational processes [3].  Self-efficacy holds much promise for intelligent tutoring 
systems (ITSs).  Foundational work has begun on using models of self-efficacy for 
tutorial action selection [6] and investigating the impact of pedagogical agents on 
students’ self-efficacy [5, 14].  Self-efficacy is useful for predicting what problems 
and sub-problems a student will select to solve, how long a student will persist on a 
problem, how much overall effort they will expend, as well as motivational traits such 
as level of engagement [22, 25].  Thus, if an ITS could increase a student’s self-
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efficacy, then it could enable the student to be more actively involved in learning, 
expend more effort, and be more persistent; it could also enable them to successfully 
cope in situations where they experience learning impasses [3]. 

To effectively reason about a student’s self-efficacy, ITSs need to accurately model 
self-efficacy. Self-efficacy diagnosis should satisfy three requirements. First, it should 
be realized in a computational mechanism that operates at runtime. Self-efficacy may 
vary throughout a learning episode, so pre-learning self-efficacy instruments may or 
may not be predictive of self-efficacy at specific junctures in a learning episode.  
Second, self-efficacy diagnosis should be efficient.  It should satisfy the real-time 
demands of interactive learning. Third, self-efficacy diagnosis should avoid inter-
rupting the learning process.  A common approach to obtaining information about a 
student’s self-efficacy is directly posing questions to them throughout a learning 
episode.  However, periodic self-reports are disruptive.  

This paper reports on the results of an experiment that investigates an inductive 
approach (naïve Bayes and decision tree classifications) to constructing models of 
self-efficacy.  In the experiment, two families of self-efficacy models were induced: 
the model learner constructed (1) static models, which are based on demographic data 
and a validated problem-solving self-efficacy instrument [4], and (2) dynamic models, 
which extend static models by also incorporating real-time physiological data.  In the 
experiment, 33 students provided demographic data and were given an online tutorial 
in the domain of genetics.  Next, they were given a validated problem-solving self-
efficacy instrument, and they were outfitted with a biofeedback device that measured 
heart rate and galvanic skin response.  Physiological signals were then monitored 
while students were tested on concepts presented in the tutorial. After solving each 
problem, students rated their level of confidence in their response with a “self-
efficacy slider.”  Both families of resulting models operate at runtime, are efficient, 
and do not interrupt the learning process.  The static models are able to predict 
students’ real-time levels of self-efficacy with 73% accuracy, and the resulting 
dynamic models are able to achieve 83% predictive accuracy. Thus, non-intrusive 
static models can predict self-efficacy with reasonable accuracy, and their predictive 
power can be increased by further enriching them with physiological data. 

The paper is structured as follows.  Section 2 discusses the role of self-efficacy in 
learning.  The experimental design is presented in Section 3 (experimental method) 
and Section 4 (procedure), and the results are described in Section 5. Section 6 
discusses the findings and their associated design implications, and Section 7 makes 
concluding remarks and suggests directions for future work. 

2   Self-efficacy and Learning 

Self-efficacy is powerful.  It influences students’ reasoning, their level of effort, their 
persistence, and how they feel; it shapes how they make choices, how much resilience 
they exhibit when confronted with failure, and what level of success they are likely to 
achieve [2, 22, 25]. While it has not been conclusively demonstrated, many conjecture 
that given two students of equal abilities, the one with higher self-efficacy is more 
likely to perform better than the other over time.  Self-efficacy is intimately related to 
motivation, which controls the effort and persistence with which a student approaches 
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a task [15].  Effort and persistence are themselves influenced by the belief the student 
has that she will be able to achieve a desired outcome [3]. Self-efficacy has been 
studied in many domains with significant work having been done in computer literacy 
[9] and mathematics education [19].  It is widely believed that self-efficacy is 
domain-specific, but whether it crosses domains remains an open question.  

A student’s self-efficacy1 is influenced by four types of experiences [3, 25].  First, 
in enactive experiences, she performs actions and experiences outcomes directly.  
These are typically considered the most influential category.  Second, in vicarious 
experiences, she models her beliefs based on comparisons with others.  These can 
include peers, tutors, and teachers.  Third, in verbal persuasion experiences, she 
experiences an outcome via a persuader’s description.  For example, she may be 
encouraged by the persuader, who may praise the student for performing well or 
comment on the difficulty of a problem.   Her interpretation will be affected by the 
credibility she ascribes to the persuader.  Fourth, with physiological and emotional 
reactions, she responds affectively to situations.  These experiences, which often 
induce stress and anxiety and are physically manifested in physiological responses, 
such as increased heart rate and sweaty palms, call for emotional support and 
motivational feedback. 

Self-efficacy holds great promise for ITSs. Self-efficacy beliefs have a stronger 
correlation with desired behavioral outcomes than many other motivational constructs 
[10], and it has been recognized in educational settings, that self-efficacy can predict 
both motivation and learning effectiveness [25]. Thus, if it were possible to enable 
ITSs to accurately model self-efficacy, they may be able to leverage it to increase 
students’ academic performance. Two recent efforts have explored the role of  
self-efficacy in ITSs.  One introduced techniques for incorporating knowledge of self-
efficacy in pedagogical decision making [6].  Using a pre-test instrument and 
knowledge of problem-solving success and failure, instruction is adapted based on 
changes in motivational and cognitive factors.  The second explored the effects of 
pedagogical agent design on students’ traits, which included self-efficacy [5, 14].  The 
focus of the experiment reported in this paper is on the automated induction of self-
efficacy models for runtime use by ITSs. 

3   Method 

3.1   Participants and Design 

In a formal evaluation, data was gathered from thirty-three subjects in an Institutional 
Review Board (IRB) of NCSU approved user study.  There were 6 female and 27 
male participants varying in age, race, and marriage status.  Approximately 36% of 
the participants were Asian, 60% were Caucasian, and 3% were of other races.  27% 
of the participants were married.  Participants average age was 26.15 (SD=5.32). 
                                                           
1  Self-efficacy is closely related to the popular notion of confidence.  To distinguish consider 

the situation in which a student is very confident that she will fail at a given task. This 
represents high confidence but low self-efficacy, i.e., she is exhibiting a strong belief in her 
inability [3]. 
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3.2   Materials and Apparatus 

The pre-experiment paper-and-pencil materials for each participant consisted of a 
demographic survey, tutorial instructions, Bandura’s Problem-solving Self-Efficacy 
Scale [4], and the problem-solving system directions.  Post-experiment paper-and-
pencil materials consisted of a general survey.  The demographic survey collected 
basic information such as gender, age, ethnicity, and marital status.  The tutorial 
instructions explained to participants the details of the task, such as how to navigate 
through the tutorial and an explanation of the target domain.  Bandura’s validated 
Problem-solving Self-Efficacy Scale [4], which was administered after they 
completed a tutorial in the domain of genetics, asked participants to rate how certain 
they were in their ability to successfully complete the upcoming problems (which 
they had not yet seen).  The problem-solving system directions supplied detailed task 
direction to participants, as well as screenshots highlighting important features of the 
system display, such as the “self-efficacy slider”. 

The computerized materials consisted of an online genetics tutorial and an online 
genetics problem-solving system.  The online genetics tutorial consisted of an 
illustrated 15-page web document which included some animation and whose content 
was drawn primarily from a middle school biology textbook [17].  The online 
genetics problem-solving system consisted of 20 questions, which covered material in 
the online genetics tutorial.  The problem-solving system presented each multiple-
choice question individually and required participants to rate their confidence, using a 
“self-efficacy slider,” in their answer before proceeding to the next question.  

Apparati consisted of a Gateway 7510GX laptop with a 2.4 GHz processor, 1.0 GB 
of RAM, 15-in. monitor and biofeedback equipment for monitoring blood volume 
pulse (one sensor on the left middle finger) and galvanic skin response (two sensors 
on the left first and third fingers).  Participants’ right hands were free from equipment 
so they could make effective use of the mouse in problem-solving activities. 

4   Procedure   

4.1   Participant Procedure   

Each participant entered the experimental environment (a conference room) and was 
seated in front of the laptop computer.  First, participants completed the demographic 
survey at their own rate.  Next, participants read over the online genetics tutorial 
directions before proceeding to the online tutorial.  On average, participants took 
17.67 (SD = 2.91) minutes to read through the genetics online tutorial.  Following the 
tutorial, participants were asked to complete the Problem-Solving Self-Efficacy Scale 
considering their experience with the material encountered in the genetics tutorial. 
The instrument asked participants to rate their level of confidence in their ability to 
successfully complete certain percentages of the upcoming problems in the problem-
solving system. Participants did not have any additional information about the type of 
questions or the domain of the questions contained in forthcoming problems. Parti-
cipants were then outfitted with biofeedback equipment on their left hand while the 
problem-solving system was loaded.  Once the system was loaded, participants 
entered the calibration period in which they read through the problem-solving system 
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directions.  This allowed the system to obtain initial readings on the temporal 
attributes being monitored, in effect establishing a baseline for HR and GSR.  

The problem-solving system presented randomly selected, multiple-choice 
questions to the participant.  The participant selected an answer and then manipulated 
a self-efficacy slider representing the strength of their belief in their answer being 
correct.  Participants completed 20 questions.  Participants averaged 8.15 minutes (SD 
= 2.37) to complete the problem-solving system.  Finally, participants were asked to 
complete the post-experiment survey at their own rate before concluding the session. 

4.2   Machine Learning Procedure 

The following procedure was used to induce models of self-efficacy: 

• Data Construction:  Each session log, containing on average 14,645.42 (SD = 
4,010.57) observation changes, was first translated into a full observational 
attribute vector.  For example, BVP and GSR readings were taken nearly 30 times 
every second reflecting changes in both heart rate and skin conductivity.  

• Data Cleansing:  Data were converted into an attribute vector format.  Then, a 
dataset was generated that contained only records in which the biofeedback 
equipment was able to successfully monitor BVP and GSR throughout the entire 
training session.  Blood volume pulse (used for monitoring HR) readings were 
difficult to obtain from two participants resulting in the destruction of that data. 

• Naïve Bayes Classifier and Decision Tree Analysis: The prepared dataset was 
loaded into the WEKA machine learning package [23], a naïve Bayes classifier and 
decision tree were learned, and tenfold cross-validation analyses were run on the 
resulting models.  The entire dataset was used to generate several types of self-
efficacy models, each predicting self-efficacy with varying degrees of granularity.  
These included two-level models (Low, High), three-level models, four-level 
models, and five-level models (Very Low, Low, Medium, High, Very High). 

5   Results 

Below we present the results of the naïve Bayes and decision tree classification 
models and provide analyses of the collected data.  Various ANOVA statistics are 
presented for results that are statistically significant.  Because the tests reported here 
were performed on discrete data, we report Chi-square test statistics (χ2), including 
both likelihood ratio Chi-square and the Pearson Chi-square values.  Fisher’s Exact 
Test is used to find significant p-values at the 95% confidence level (p < .05). 

5.1   Model Results 

Naïve Bayes and decision tree classifiers are effective machine learning techniques for 
generating preliminary predictive models.  Naïve Bayes classification approaches 
produce probability tables that can be implemented into runtime systems and used to 
continually update probabilities for assessing student self-efficacy levels. Decision  
trees provide interpretable rules that support runtime decision making.  The runtime 
system monitors the condition of the attributes in the rules to determine when  conditions 
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Fig. 1. ROC curves for naïve Bayes (a) and decision tree (b) three-level models of self-efficacy.  
Areas under the curve are found in the key.  Overall the naïve Bayes model correctly classified 
72% of the instances while the decision tree was able to correctly classify 83%. 

are met for assigning particular values of student self-efficacy.  Both the naïve Bayes 
and decision tree machine learning classification techniques are useful for preliminary 
predictive model induction for large multidimensional data, such as the 144-attribute 
vector used in this experiment.  Because it is unclear precisely which runtime 
variables are likely to be the most predictive, naïve Bayes and decision tree modeling 
provide useful analyses that can inform more expressive machine learning techniques 
(e.g., Bayesian networks) that also leverage domain experts’ knowledge. 

All models were constructed using a tenfold cross-validation scheme.  In this 
scheme, data is decomposed into ten equal partitions, nine of which are used for 
training and one used for testing.  The equal parts are swapped between training and 
testing sets until each partition has been used for both training and testing.  Tenfold 
cross-validation is widely used for obtaining a sufficient estimate of error [23]. 

Cross-validated ROC curves are useful for presenting the performance of classi-
fication algorithms for two reasons.  First, they represent positive classifications, 
included in a sample, as a percentage of the total number of positives, against 
negative classifications as a percentage of the total number of negatives [23].  Second, 
the area under ROC curves is widely accepted as a generalization of the measure of 
the probability of correctly classifying an instance [12]. 

The ROC curves (Fig. 1) above show the results of both a naïve Bayes and 
decision tree three-level model.  Low-confidence was noted by a student self-efficacy 
rating lower than 33 (on a 0 to 100 scale).  Medium-confidence was determined by 
rating between 33 and 67, while High-confidence was represented all ratings greater 
than 67.  The smoothness of the curve in Figure 1(a) indicates that sufficient data 
seems to have been used for inducing naïve Bayes models.  The jaggedness of the 
curves in Figure 1(b) indicates that more data covering the possible instances is 
needed.  In particular, further investigation will need to consider more opportunities 
for students to experience instances of low self-efficacy.  Despite the appearance of a 
lack of sufficient data, the decision tree model performed significantly better than the 
naïve Bayes model (likelihood ratio, χ2 = 21.64, Pearson, χ2 = 21.47, p < .05). The 
highest performing model induced from all data was the two-level decision-tree based 
dynamic model, which performed significantly better than the highest performing 
static model, which was a  two-level decision  tree  model (likelihood  ratio, χ2 = 3.99, 
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Table 1. Model results – area under ROC curves.  Gray rows indicated static models induced 
from non-intrusive demographic and Problem-Solving Self-Efficacy data.  The other rows 
represent dynamic models that were also based on physiological data. 

Model Two-level Three-level Four-level Five-level 
Naïve Bayes 0.85 0.72 0.75 0.64
Decision Tree 0.87 0.83 0.79 0.75
Naïve Bayes 0.82 0.70 0.69 0.63
Decision Tree 0.83 0.73 0.69 0.64  

Pearson, χ2 = 3.97, p < .05).  The three-level dynamic decision tree model was also 
significantly better than the static three-level decision tree (likelihood ratio, χ2 = 
18.26, Pearson, χ2 = 18.13, p < .05). All model results are presented in Table 1. 

5.2   Model Attribute Effects on Self-efficacy 

Heart rate and galvanic skin response had significant effects on self-efficacy 
predictions (Table 2).  Participants’ age group was the only demographic attribute to 
have a significant effect on all levels of self-efficacy models (Table 3). 

Table 2. Chi-squared values representing the significance of physiological signals on varying 
levels of dynamic self-efficacy models (p < 0.5).  Grayed cells represent no significance. 

Physiological signal Two-level Three-level Four-level Five-level 
HR  9.58 15.35 12.78 
GSR  9.24 17.96 14.82 

Table 3. Demographic effects on self-efficacy. Chi-square values reported with p < .05. Grayed 
cells represent no statistical significance. 

Demographic Two-level Three-level Four-level Five-level 
Gender   18.10 11.14 
Age Group 16.25 50.00 94.64 87.64 
Race & Ethnicity     

6   Discussion and Future Work 

Self-efficacy is closely associated with motivational and affective constructs that both 
influence (and are influenced by) a student’s physiological state.  It is therefore not 
unexpected that a student’s physiological state can be used to more accurately predict 
her self-efficacy.  For example, Figures 2 and 3 show the heart rates for one parti-
cipant in the study over the course of solving two problems.In Figure 2, the partici-
pant reported high levels of self-efficacy, while the same participant whose heart rate 
progression is shown in Figure 3 reported low levels of self-efficacy.  The heart rate 
for the high self-efficacy student gradually drops as they encounter a new question, 
presumably  because  of  their  confidence  in  their  ability  to  successfully  solve  the 
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Fig. 3. Heart rate for reported low self-efficacy student 

problem. In contrast, the heart rate for the low self-efficacy student spikes drama-
tically when the student selects an incorrect answer.  This phenomenon is particularly 
intriguing since the students were in fact not given feedback about whether or not 
their responses were correct.  It appears that through some combination of cognitive 
and affective processes the student’s uneasiness with her response, even in the 
absence of direct feedback, was enough to bring about a significant physiologically 
manifested reaction.  Curiously, there is a subsequent drop in heart rate after the 
student reports her low level of self-efficacy.  In this instance, it seems that providing 
an opportunity to acknowledge a lack of ability and knowledge to perform may itself 
reduce anxiety. 

The experiment has two important implications for the design of runtime self-
efficacy modeling.  First, even without access to physiological data, induced decision-
tree models can make reasonably accurate predictions about students’ self-efficacy. 
Sometimes physiological data is unavailable or it would be too intrusive to obtain the 
data.  In these situations, decision-tree models that learn from demographic data and 
data gathered with a validated self-efficacy instrument administered prior to problem 
solving and learning episodes, can accurately model self-efficacy. Second, if runtime 
physiological data is available, it can significantly enhance self-efficacy modeling.  
Given access to HR and GSR, self-efficacy can be predicted more accurately. 
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7   Conclusion 

Self-efficacy is an affective construct that may be useful for increasing the effective-
ness of tutorial decision making by ITSs.   It may be helpful for increasing students’ 
level of effort, the degree of persistence with which they approach problem solving, 
and, ultimately, the levels of success they achieve.  However, to provide accurate and 
useful information, self-efficacy models must be able to operate at runtime, i.e., 
during problem-solving episodes, they must be efficient, and they must avoid inter-
rupting learning. A promising approach to constructing models of self-efficacy is 
inducing them rather then manually constructing them.  In a controlled experiment, it 
has been demonstrated that static models induced from demographic data, a validated 
self-efficacy instrument, and information from the tutorial system can accurately 
predict student’s self-efficacy during problem solving.  It has also been empirically 
demonstrated that dynamic models enriched with physiological data can even more 
accurately predict student’s self-efficacy during problem solving.   

The findings reported here contribute to the growing body of work on affective 
reasoning for learning environments.  They represent a first step towards a 
comprehensive theory of self-efficacy that can be leveraged to increase motivation 
and learning effectiveness.  Two directions for future work are suggested by the 
results.  First, it is important to pursue studies that investigate techniques for 
achieving the predictive power of dynamic models but “without the wires.”  Because 
of the invasiveness of biofeedback apparatus, it would be desirable to develop self-
efficacy models that can be induced from students’ actions in learning environments 
that perhaps can be used to infer physiological responses without actually requiring 
students in runtime environments to be outfitted with biofeedback sensors.  Second, 
now that self-efficacy can be accurately modeled at runtime, the effect of specific 
pedagogical actions on students’ self-efficacy can be investigated.  Thus, it may be 
possible to quantitatively gauge the influence of competing tutorial strategies on 
students’ self-efficacy, which might further increase learning effectiveness. 
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Abstract. Instant Messaging enables learners and educators to interact in an 
on-line environment. In this paper, we propose an intelligent ChatBot system, 
based on instant messaging, for student on-line coaching in an English learning 
environment. The proposed ChatBot facilitates synchronous communication 
with students by using ready reference materials including, dictionaries, author- 
ized conversation material with speaking, and a question-answering function. 
The agent records and analyzes conversations so that the teacher can assess 
students’ progress. Our contribution in this paper is that we integrate the NLP 
Tool and AIML into an instant messaging-based ChatBot for English as a 
Second Language programs. 

1   Introduction 

English as a Second Language (ESL) programs are run by most universities, colleges, 
and some businesses throughout the world. As many researchers acknowledge[4, 5, 16, 
17], the best way to learn a second language is in a language environment like that of 
the mother tongue, but it is still a difficult task. Even though there are many off-line 
refresher courses, a teacher cannot interact with students anytime, anywhere. Due to the 
availability of the Internet, however, teachers can now use many applications to 
provide more assistance. When computing power is increased and Internet bandwidth 
is broad enough, it is possible to communicate easily with other individuals, and 
synchronous computer-mediated communication (CMC) becomes easier. We treat chat 
as a means of synchronous, real-time interaction that can be used in an online language 
classroom to extend the learning process well beyond the traditional four walls, and 
thereby make the learning process more fascinating, exciting and enriching. 
Many teachers and researchers [3, 12, 16, 18, 22] have found that online chat:  

− promotes learner autonomy; 
− encourages collaborative learning and team work and helps develop group skills; 
− promotes communication skills (carrying on a conversation, interviewing, and 

negotiating meaning); 
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− promotes social and socialization skills and proper etiquette (greeting others, 
introducing oneself, leave talking, stating and reinforcing one’s own ideas, 
interacting politely and appropriately, showing respect and being responsible, 
making choices, helping, coaching, etc.); 

− facilitates interaction and learning with and from people of different cultures who 
speak different native languages; 

− exposes students to speaking a language as it is used by native speakers and allows 
them to interact in an authentic context with those speakers; 

− promotes different types of interaction: student to student, student to teacher, student 
to expert, and student to online resource; 

− offers an appropriate way of fostering inter-peer communication in a real and 
meaningful environment; 

− balances and increases participation among students with less involvement by 
teachers; 

− reduces anxiety among students; and 
− provides useful transcripts (chat logs) for studying the language used or for further 

analysis of a conversation 

Fig. 1. TutorBot provides synchronous communication between teacher and students 

In this paper, we present an enhanced Chatbot system, called TutorBot, which provides 
students with on-line coaching in a total English learning environment. The question in 
language learning programs is not whether to teach "phonics", "reading", "compre- 
hension" or "whole language learning," but how to teach them in context —rather than 
in isolation — so that the learner can make connections between words, pronunciation, 
and meanings.  A Chatbot is defined as a program that emulates human conversation 
and enables natural-language conversations with computers [20, 21]. The proposed 
TutorBot has ready reference material (dictionaries, authorized conver-sation material 
with speaking, and a QA function) that provides synchronous com-munication with 
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students. TutorBot can also record conversations for analysis so that the teacher can 
assess students’ progress.  

TutorBot plays two key roles: it acts as an assistant to the teacher, and as a partner to 
the student. As we know, people work harder to understand material when they feel 
they are interacting with a partner, rather than simply receiving information passively. 
Figure 1 shows how TutorBot provides synchronous communication be-tween teacher 
and students. 

2   Related Work: Psychological Reasons 

In addition to the benefits mentioned earlier, chat has other advantages that make it an 
appropriate tool for learning a second language[5, 7, 8, 17]. Chat not only uses a 
communication medium that generally appeals to students, i.e., the computer, it also 
takes place in an innovative and exciting setting, namely, cyberspace or virtual reality. 
Consequently, it puts a strong emphasis on communication and authentic language like 
that used in the real world, and thereby generates intensive practice in some basic skills. 
As students are left on their own to a large extent, they have to fend for themselves. 
This gives them a greater sense of responsibility and a large degree of autonomy. They 
have to support each other, and involve themselves more intensely in the collective and 
collaborative construction of knowledge. Finally, the exchanges are about the 'real' 
world, with 'real' people, in 'real' time. No doubt, most language teachers know how 
difficult it is to get students to use a second language in class in a meaningful way, 
especially at the oral level. So, what better way than to use a tool that mirrors real-life 
interaction?  

Given the wide-spread use of online chat by teachers and students, it is of interest to 
examine its advantages. The ChatBot agent encourages people to communicate via a 
computer because of the following factors[10, 11, 13, 14, 18, 19, 20, 21]: 

− People work harder to understand material when they feel they are in a conversation 
with a partner, rather than simply receiving information. An agent with learning 
capacity can grow with the student. 

− Pedagogical agents are onscreen characters that help guide the learning process 
during an e-learning episode. 

− Skill development and expertise are strongly related to the time and efficiency of 
deliberate practice. An “Instant Messaging” based agent can provide practice 
anytime, anywhere. 

− On-line learning is a collaborative endeavor in which participants learn by  
collaboration. 

Margalit et al. [15] indicate that the majority of students and teachers believe that it is 
possible to learn through the medium of chat. 

3   System Architecture 

The system architecture of the proposed TutorBot comprises three main components or 
robots: (1) RRMBot, (2) ClassifyBot, and (3)AIMLBot. RRMBot provides ready 
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reference materials (RRM), including the course dialog, idioms, and a dictionary; 
ClassifyBot facilitates daily conversation practice; and AIMLBot uses Artificial 
Intelligence Markup Language (AIML) to provide pattern-based, stimulus-response 
knowledge content. In addition, we use OpenNLP [2] for language analysis and a 
spell-check engine to improve AIML. The system architecture of TutorBot is shown in 
Figure 2. 

TutorBot

Ready reference material

Dictionary
(Wordnet, 

M-W online)

Course Dialog
(Business)

Idioms

archive Module

Regular Conversation 

ClassifyBot AIMLBot
Spell Check 

Engine

Language Analysis

OpenNLP

 

Fig. 2. The system architecture of TutorBot 

In the flow chart of the conversation process, shown in Figure 3, the system is 
divided into a 3-tier architecture, in which every tier has a robot to find the relevant 
material to answer a student’s questions. Initially, the system talks to the student about 
random topics to decide his/her proficiency level i.e., basic, medium, or advanced. 
Every level has ready reference (course-based) material and reference sentences.  

When TutorBot receives a user’s input sentence, the spell check engine processes it 
and corrects any errors. RRMBot then checks if the sentence exists in the ready 
reference materials. In addition, ClassifiyBot checks if the sentence exists in the 
classified conversations, while AIMLBot checks if it exists in AIML conversations. 
Finally, RRMBot, ClassifyBot and AIMLBot in the English environment are integrated 
in the conversation UI and passed to TurtorBot for interaction with the user. 

3.1   RRMBot (A Robot for Ready Reference Materials) 

As noted above, RRMBot provides ready reference materials (RRM). In this paper, 
RRM denotes a set of well-designed courses and dictionaries. We used the magazines: 
“Let’s Talk in English”, “Studio Classroom”, and “Advanced,” published by “Overseas 
Radio & Television Inc.” as raw materials for course dialogs. 
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Fig. 3. Conversation flow chart 

We adopt WordNet as the lexicon to provide an on-line dictionary service. When a 
student uses the function “Find: Term” to lookup a dictionary, TutorBot provides an 
explanation and a URL to retrieve an audio file from Merriam-Webster's Online 
Dictionary. 

For example, TutorBot looks up its dictionary and performs a three-step operation: 1) 
it enters the new word, e.g., Find: "spectacles"; 2) it finds a description for the item 
"spectacles"; and 3) it provide a link so that the student can learn the term’s  
pronunciation. 

In addition to the dictionary and the course dialogue, a series of idioms are provided 
for the student to practice. 

3.2   ClassifyBot (A Robot for Daily Conversation Practice) 

ClassifyBot provides an e-learning environment based on a corpus; therefore, we can 
use natural language processing technology to provide automatic item generation, 
which allows a learner to work with different authentic texts each time. Using a corpus 
integrated with a POS tagger and the OpenNLP parser, we can provide various pages 
containing concordances, grammar explanations, bilingual terminology, etc. A POS 
tagger is an algorithm that classifies words into their "Part-of-Speech" or word classes. 
In this paper, we use Brill’s POS tagger [6]. OpenNLP is a publicly available library 
that provides an organizational structure for  coordinating  several  different  projects in  
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Backend which provides corpus-based 
concordance analysis and grammar analysis.  

Fig. 4. A ClassifyBot that incorporates POS tagger and OpenNLP parser 

NLP [2]. The OpenNLP parser module takes a string as input and produces a structured 
form representing that string, after which concordance analysis examines a word in the 
contexts in which it appears [9]. A ClassifyBot that incorporates POS tagger and 
OpenNLP parser is shown in Figure 4.  

The parser provides several types of useful information to the system. For example, 
chunking/clause information enables a learner to determine whether the structure of a 
sentence expresses what he or she wants to say. The system can also derive thematic roles 
from the results of the parser. This is important for dialogues, as it helps the system 
avoid using material that is irrelevant to the subject.  

The conversation shown in Figure 4 demonstrates a chat which user and TutorBot 
talk about user’s trip. When a user inputs the sentence : “Oh, yes! Hong Kong 
Disneyland was very crowded.” to ClassifyBot, the backend of ClassifyBot analyses 
the dialogue. The process comprises corpus-based concordance analysis and grammar 
analysis. In addition, the user can specify a command: Grammar “Oh, yes! Hong Kong 
Disneyland was very crowded.” and retrieve the following corpus-based concordance 
analysis and grammar analysis results from the system: 1) chunk result: “[NP 
Hong/NNP Kong/NNP Disneyland/NNP ] [VP was/VBD very/RB crowded/VBN ] ./.”, 
or 2)NER extraction result: “<location>Hong Kong</location> Disneyland was very 
crowded.”. By using the grammar analysis, the TutorBot can find the main topic “Hong 
Kong” and “Disneyland”. Then the processing sentence will be reformulated and 
expressed in terms of entities and relations in the semantic graph. The semantic graph 
of context is achieved and used similarity algorithms to find the nearest answer.  

3.3   AIMLBot (A Robot which using Artificial Intelligence Markup Language) 

Artificial Intelligence Markup Language (AIML) [1] is an XML-compliant language 
that facilitates the creation of Chatbots with various personalities and kinds of 
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knowledge. The goal of AIML is to enable pattern-based, stimulus-response know- 
ledge content to be provided, received, and processed on the Web and offline in the 
same manner that is possible with HTML and XML formats. 

However, AIML has some problems that we must resolve. Standard AIML uses 
depth-first search, which does not optimize the result, as the name implies. It finds the 
first available solution by searching through a tree of possibilities. 

The standard AIML definition of “best” does not attempt to minimize anything, but 
simply finds the first matching pattern, and does not test if other patterns might fit 
better. There are some simple ways to make the AIML search work very quickly, but 
they do not guarantee that any “best” equation is true. Hence, AIML just provides 
students with an English dialogue environment to help them practice anytime, 
anywhere.  

Also, AIML does not include a spell-check function, although it would be very 
simple to include this in an efficient manner. The technique proposed here is a method 
for finding the best result rapidly. When AIML searches for a match to a specific word 
but cannot find one, the next best match is always a wild-card. Instead of matching an 
unknown word to an unknown group, the word should also be spell-checked and 
possible alternatives checked for a match with a higher priority than putting them into 
an unknown group. We use a spell check engine to overcome this drawback of AIML. 

4   User Case Scenario and Discussion 

In the following, we describe a user case scenario in TutorBot. Students first add a 
contact ID: msnbot@hotmail-ppe.com to the MSN Messenger contacts list. When 
students talk to TutorBot, the system interacts with them according to their level of 
English comprehension.  

The proposed TutorBot has a number of advantages. TutorBot plays the role of 
“assistant instructor” by providing an active practice and topic tutorial for a total 
English learning environment. The system interacts with students according to their 
proficiency, since there are three proficiency levels with corresponding ready reference 
materials i.e., “Let’s Talk in English” for beginner level, “Studio Classroom” for 
intermediate level, and “Advanced” for advanced level. Students can practice their 
conversation with TutorBot, and interact with it via authorized conversation material 
with speaking. The interaction is recorded in the archive module, so that the teacher can 
evaluate the student’s learning status with the concordance and grammar analyzer. 

Therefore, the proposed TutorBot gives students more opportunities to develop their 
English skill by allowing them to interact in an authentic context with RRM in real time 
without being restricted by location. 

With the exception of ready reference materials, TutorBot provides a always online 
peer counseling service which can make students feeling more unrestrained. 

5   Conclusion and Future Work 

In this paper, we have proposed an intelligent Chatbot system based on instant 
messaging to provide students with on-line coaching in an English learning environ- 
ment. The intelligent Chatbot provides a good synchronous collaboration method for 
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language learning. TutorBot plays the role of “assistant instructor” to provide service 
anytime, anywhere. It facilitates synchronous communication with students by using 
ready reference materials, including dictionaries, authorized conversation material with 
speaking, and a question answering function. In addition, the agent provides records 
and analyzes conversations so that the teacher can assess the students’ progress.  

Our contribution in this paper is that we use NLP Tool and AIML to integrate several 
language learning components (words, sentences, sounds, and meanings) in context 
with an instant messaging-based Chatbot for English as a Second Language programs. 
Our proposed TutorBot provides the benefits of one-on-one instruction in an English 
learning environment in an automatic and cost effective way. 
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Abstract. Knowledge construction is expensive for Computer Assisted As-
sessment. When setting exercise questions, teachers use Test Makers to con-
struct Question Banks. The addition of Automatic Generation to assessment ap-
plications decreases the time spent on constructing examination papers. In this 
article, we present ArikIturri, an Automatic Question Generator for Basque lan-
guage test questions, which is independent from the test assessment application 
that uses it. The information source for this question generator consists of lin-
guistically analysed real corpora, represented in XML mark-up language. ArikI-
turri makes use of NLP tools. The influence of the robustness of those tools and 
the used corpora is highlighted in the article. We have proved the viability of 
ArikIturri when constructing fill-in-the-blank, word formation, multiple choice, 
and error correction question types. In the evaluation of this automatic genera-
tor, we have obtained positive results as regards the generation process and its 
usefulness. 

1   Introduction 

Nowadays, it is widely recognized that test construction is really time-consuming and 
expensive for teachers. The use of Computer Assisted Assessment reduces considera-
bly the time spent by teachers on constructing examination papers [11]. More specifi-
cally, e-assessment helps teachers in the task of setting tests. For example, in the 
eLearning Place [3] learning providers create the question bank by means of a Test-
Maker, a Java Virtual Machine tool. The manual construction of questions is also a 
fact in SIETTE[5], a web-based tool for adaptive testing. TOKA[8], a web-
application for Computer Assisted Assessment, provides teachers with a platform for 
guided assessment in which, in addition, they construct exercises. All these tools have 
been used for the assessment of different subjects. However, the work we present in 
this article is focused on language learning. In our case, learning providers do not 
have to waste time preparing the questions of the exercises since they are automati-
cally generated. 



 ArikIturri: An Automatic Question Generator Based on Corpora and NLP Techniques 585 

 

Some research on automatic generation of questions for language learning has been 
recently carried out. [12] includes a maker for generating question-answer exercises. 
[9] reports on an automatic generation tool for Fill-in-the-Blank Questions (FBQ) for 
Italian. [13] describes a method for automatic generation of multiple choice questions 
together with the Item Response Theory based testing to measure English proficiency. 
[10] uses different techniques such as term extraction and parsing for the same pur-
pose. [4] also describes how to apply Natural Language Processing (NLP) techniques 
to create multiple choice cloze items. Finally, [7] reports a machine learning approach 
for the automatic generation of such type of questions. In the mentioned works, the 
authors present different methods for the automatic generation of language questions 
based on NLP techniques. However, in almost all of them the methods and the system 
architectures are only focused on a single question type. In contrast, this article pro-
poses a NLP based system, which is able to generate four different types of questions: 
FBQ, word formation, multiple choice, and error correction. Moreover, we propose a 
system where all the inputs and outputs are in XML markup-language. Concerning to 
its architecture, we point out some existing differences among our system and the 
above mentioned ones in section four. 

The system we propose provides teachers and testers with a method that reduces 
time and expenditure for testing Basque learners’ proficiency. The user chooses 
which linguistic phenomena s/he wants to study, and what types of questions s/he 
wants to create. The system generates, automatically, the question types that the user 
has requested. For this, the system makes use of a real corpus and some NLP tools for 
Basque developed in the IXA research group1. 

In section two, we present ArikIturri, the automatic corpus-based question genera-
tor. In section three we briefly describe the question model used by this system. Sec-
tion four deals with the development of the system; we talk about its architecture, as 
well as the use of the NLP tools and the source corpus. In section five, we comment 
on the evaluation of ArikIturri, and we present Makulu, the assessment application we 
have used for the evaluation of the generator. Finally, some conclusions and future 
work are outlined. 

2   ArikIturri: The Question Generator 

Here we present a question generator for Basque, named ArikIturri. This is a system 
with an open architecture (section four) to generate different types of questions. 
ArikIturri makes use of a data bank, which consists of morphologically and syntacti-
cally analysed sentences where phrase chunks are identified. The input of ArikIturri is 
represented by XML mark-up language. The outputs are question instances of a 
model defined also in XML mark-up language (see figure 1). 

The system generates automatically the question instances. For that, it makes use 
of two kinds of language resources: NLP tools and specific linguistic information for 
question generation. 

ArikIturri is independent from the assessment application, which will use the ques-
tions created by the generator. Indeed, it is the assessment application that determines 

                                                           
1 http://ixa.si.ehu.es/Ixa 
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the type of the questions to be generated as well as the linguistic phenomena treated in 
those questions. For this reason, the question instances generated automatically by 
ArikIturri must be imported to the assessment application. This way, as showed in 
figure 1, different assessment applications can benefit from the question generator. 

Although the knowledge representation is not a matter of this paper, we want to 
outline that the importation of question instances implies the matching between the 
concepts defined in the question model of ArikIturri and the representation of the 
domain of the assessment application that is using the automatic question generator. 

 

Fig. 1. ArikIturri is independent from the assessment applications 

As said before, ArikIturri can generate different types of questions: FBQ, word 
formation, multiple choice, and error correction. 

As concerns FBQ, when deciding the blanks of the question, the generator itself 
chooses which are the units to be removed from the text. In our approach, the system 
can construct questions with more than one blank, and each of them could be filled 
with one or more words, depending on the exercise. In order to get the blanks, the 
system identifies the morphosyntactic categories of the phrases in the source sentence. 
So far, we have experimented with two types of linguistic phenomena: morphological 
inflections and verb conjugation for auxiliary and synthetic forms. 

Word formation questions consist of a given sentence and a word whose form must 
be changed in order to fit it into the sentence. To generate this question type, we use a 
lemmatiser for Basque [2], which gives the word (a lemma) to be changed in the 
blank. 

In error correction questions, the aim is to correct the errors, which can be marked 
or not. And, in multiple choice questions types, we find a set of possible answers. 
Only one of them could be correct in that context, whilst the rest are incorrect  
answers, i.e. distractors. 

In fact, in the case of multiple choice and error correction question types, the gen-
erator has to create distractors, which are the incorrect answers the system offers. The 
techniques used for the automatic generation of distractors can have a big influence in 
the results. In our case, we have defined different methods to generate distractors. As 
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far as the generation of inflection forms is concerned, the system uses techniques of 
replacement and duplication of declension cases (inessive, ablative, dative…), num-
ber (singular/plural) or the inflection paradigm (finite, indefinite). As regards the verb 
forms’ generation, the system creates the distractors by changing the subject person, 
the object person, the verb mode, the tense, the aspect or the verb paradigm. We have 
defined these techniques to create distractors as a parameter of the generator. This 
way, we are able to research and improve the generation of distractors depending on 
the results we obtain. 

We also want to say that, although test correction in assessment applications for 
learners is not a matter of our present research, we think it is important to consider 
this aspect too. For the moment, and based on the source corpus, the generator pro-
vides us with only one possible correct answer in each question instance. 

3   A Brief Description of the Question Model 

As we have already said, the outputs of the generator are question instances of a ques-
tion model defined in the XML mark-up language. A question is not an isolated con-
cept but it is represented as a part of a whole text. 

In this model, a question can have more than one answer focus. For example, FBQ 
can have more than one blank to fill in. Concretely, a question could have as many 
answer focuses as phrases are identified in the question. Of course, if the number of 
answer focuses was equal to the number of phrases, we would have a completely 
empty question with no sense. That means that the generator has to control the num-
ber of answer focuses in respect to the number of phrases of the source sentence. 

Therefore, one of the main characteristics of the question model we have defined is 
that we find different answer focuses within the same question, i.e. more than one 
possible blank in a FBQ exercise. The focus is always a phrase of the sentence. The 
phrase, on its own, has a head, which corresponds to the words of the blank of the 
generated question. The head concept is defined by one possible answer, i.e. the one 
corresponding to the source text, any number of distractors (zero in the case of some 
question types), and lexical and morphosyntactic information. 

Finally, it is important to stand out that the order of the phrases in the generated 
questions is not necessarily the same as the order in the source sentence. This is a very 
enriching characteristic of this question model because Basque is a free word order 
language. Besides, the fact that the phrases have not to be in a fixed position offers us 
the chance to extend the application of the method to generate new exercise types 
such as word order, transformation and question answering. 

4   Development of the System 

In this section, we explain the architecture of ArikIturri and some important aspects 
studied during the development of its architecture. Indeed, the source corpus and the 
NLP tools that the generator uses have a big influence in the quality of the system. 
Basically, it is important to have robust NLP tools that provide us with correct lin-
guistic analysis. Those tools have been developed in the IXA research group at the 
University of the Basque Country. 
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4.1   The Architecture 

Here we describe the main modules of ArikIturri’s architecture. The generator uses as 
input a set of morphologically and syntactically analysed sentences (the tagged cor-
pus), represented in the XML mark-up language, and it transforms them into the gen-
erated questions, represented in XML. The representation of the results obtained in 
the intermediate stages is also in XML. 

As mentioned in the introduction, there are some differences among the architec-
ture of this system and the architectures of previous works ([9],[12]). We have distin-
guished an Answer Focus Identificator module and an Ill-formed questions rejecter 
module. [13] also includes a module to reject questions, which is based on the web. 

Figure 2 shows the main modules of the architecture. Depending on the parame-
ters’ specifications, the sentence retriever selects candidate sentences from the source 
tagged corpus. In a first step, it selects the sentences where the specified linguistic 
phenomena appear. Then, the candidates selector studies the percentages of the can-
didates in order to make random selection of sentences depending on the number of 
questions specified in the input parameters. 

 

Fig. 2. The main modules 

Once the sentences are selected, the answer focuses identificator marks out some 
of the chunked phrases as answer focuses depending on the morphosyntactic informa-
tion of the phrases. Then, the item generator creates the questions depending on the 
specified exercise type. That is why this module contains the distractor generator 
submodule. At this moment, the system has already constructed the question in-
stances. However, as the whole process is automatic, it is probably that some ques-
tions are ill-formed. Because of that, we have included the ill-formed questions re-
jecter in the architecture. In section 4.2 we explain how the main modules work, from 
the perspective of the NLP tools. 

4.2   The Influence of the NLP Tools and the Source Corpus 

As we foresaw at the beginning of our research, our experiments have proved that the 
source corpus and the NLP techniques used in the process of question generation 
determine the quality of the obtained questions. In the next lines, we explain the in-
fluence of these two aspects in the development of the system. 

4.2.1   The NLP Tools 
The results of the question generation based on corpora depend very much on the 
matching between the linguistic information of the answer focuses of the question and 
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the specific linguistic phenomena that teachers want to test. When working with NLP 
tools, the robustness of those tools undoubtedly determines the results. The results we 
have obtained depend, in some way, on the quality and sophistication of the morpho-
syntactic parser, the syntactic parser and the phrase chunker for Basque [1] we have 
made use of for the analysis of the real corpus. In some small experiments we carried 
out when developing ArikIturri, we studied the output of the mentioned NLP tools. 
Since the information given in this output did not always respond to our needs, we 
realised that those tools determine the results of the sentence retriever. As a conse-
quence, we had to discard the study of some linguistic phenomena, such as the inflec-
tion of demonstrative pronouns or the genitive case. This problem could be solved, of 
course, by making some changes in the mentioned NLP tools. 

The task of the answer focuses identificator depends on the quality of the chunked 
phrases. In our implementation, if the phrase has different analysis corresponding to 
different linguistic phenomena, the focuses’ identificator do not consider that phrase 
as a candidate answer focus. 

We have adapted the verb conjugation tool and the morphological declension tool 
for Basque language [6] in order to generate different well-formed words as distrac-
tors that are incorrect in a particular context, i.e. in the generated question. Some-
times, the conjugation tool and the declension tool give no output because its input 
parameters, automatically set by the distractor generator, have no sense. In these 
cases, the declension tool does not produce any distractor. This way, if the number of 
generated distractors does not match with the input parameters of ArikIturri, the ill-
formed distractors rejecter will mark the generated question as deleted. The rejecter 
also controls if there are duplicated distractors in the same answer focus. This is pos-
sible, for example, because Basque sometimes uses equal inflection forms for differ-
ent linguistic features. 

Here we show an example of a rejected multiple choice question type. The module 
rejects the question because there are two identical distractors i.e. b) and c) for differ-
ent inflection forms2. The choices of the question are answer focuses where the head 
of the answer is in bold.  

“Dokumentua sinatu zuten________” 
(“They signed the document ________”) 

a) alderdiaren izenean (innesive definite singular – in the name of the political 
party) 

b) alderdiaren izenetan (innesive definite plural – in the name of the political 
parties) 

c) alderdiaren izenetan (innesive indefinite – in the name of certain political par-
ties) 

d) alderdiaren izen  (lemma –name of the political party) 

In respect to the word formation questions, the results make sense if some variation 
of the showed word matches with the answer focus. In our implementation, the  
word is an automatically identified lemma. That is why the correctness of the lemma-
tiser used when disambiguating different lemma candidates for the answer focus  

                                                           
2  In this paper, we show the example as presented to the expert teacher, after the importation of 

the XML instances. 
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considerably affects the evaluation of the appropriateness of the word formation  
question type. 

4.2.2   The Source Corpus 
The language level of a text is a controversial aspect because it is difficult to define it. 
However, language schools are used to classify real texts according to the established 
language levels. In order to carry out our experiments, we have analysed the corpora 
classified into three different language levels. Expert teachers chose the texts. Ini-
tially, we thought that the number of instances for each linguistic phenomenon would 
change depending on the language level. However, the results of the analysed texts 
show that there is not significant difference on the rates, at least as far as morphologi-
cal inflection and verb conjugation are concerned. Based on these results, we were not 
sure about the importance of the distinction by language levels for our experiments. 
And we finally decided to use only one level corpus, i.e. the high language level corpus 
(234 texts) for making experiments in order to define which linguistic phenomena we 
would use in the evaluation (section five). Using high language level corpus, we have 
avoided the noise that teachers would generate when discarding questions at lower 
levels because of the difficulty the students could find to understand the sentences. 

The linguistic phenomena defined in the curricula of Basque language schools were 
the starting point of our experiments. Initially, we analysed the whole corpus (1303 
texts - 44009 sentences) and found out that some of the linguistic phenomena taught at 
the language schools did not appear in that corpus. Concretely, the results of the ex-
periments made with the sentence retriever showed that the number of appearances of 
certain verb forms was too low in the corpus. This way, we verified that the corpus 
limits the linguistic phenomena that can be treated in the generated questions. More-
over, the percentage of appearance of the phenomena in the corpus did not match with 
the importance rate that teachers gave to the learning of these linguistic contents. 

As we said in section two, we focused our experiments on the study of morpho-
logical inflections and verb conjugation. With the sentence retriever, we used a sam-
ple of the corpus, i.e texts of high language level (234 texts; 10079 sentences). The 
results of the experiments with the sentence retriever determined the criteria for the 
evaluation of the system. More specifically, we chose five different inflection cases 
(sociative, inessive, dative, absolutive and ergative) and four different verb forms 
(present indicative, past indicative, present indicative-absolutive, present indicative-
ergative) corresponding to different paradigms, modes, aspects and tenses. The sam-
ple corpus contained 16108 instances3 of the selected inflection cases (703, 4152, 
1148, 7884 and 2221, respectively) and 7954 instances of the selected verb forms 
(3814, 100, 2933 and 1107, respectively). 

5   The Evaluation of ArikIturri 

The experiments we have carried out in order to generate questions automatically 
have proved the viability of ArikIturri when constructing fill-in-the-blank, word  

                                                           
3  16108 inflection cases detected in 10079 sentences means that some of the cases appear more 

than once in the same sentence. 
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formation, multiple choice, and error correction questions. Although we have gener-
ated four different types of questions, for the evaluation of the system we have only 
taken into account the results obtained with multiple choice and error correction  
question types. 

As said before, the NLP tools and the source corpus determine, in some way, the 
results of the question generator. As a consequence of the experiments carried out 
during the development of the system, we decided to evaluate ArikIturri taking as 
source data the high language level corpus and focusing on some specific linguistic 
phenomena, i.e. five inflection cases and four verb forms. 

In this section, we present a manual evaluation of the questions created by our 
automatic generator. For this evaluation, we have used Makulu, a web-application 
developed for Computer Assisted Assessment. In this way, we demonstrate that the 
question instances generated by ArikIturri have been imported to the domain of the 
Makulu assessment application (see figure 1). 

5.1   The Selected Corpus 

Taking into account the few economic and human resources we had to carry out a 
significant evaluation, we decided to use a corpus of 1700 sentences selected from the 
high language level corpus. As said in section 4.2, this corpus consisted of 10079 
sentences. The sentence retriever identified the selected linguistic phenomena for the 
evaluation, and, out of 10079 sentences we chose 1700 at random. 

As the study of the automatic generation of distractors was also an interesting as-
pect, we limited our evaluation to multiple choice (500 sentences) and error correction 
(1200 sentences) question types. The reason for selecting a higher number of error 
correction questions was that the evaluation of this type of questions is less time-
consuming. 

Once we selected the analysed sample corpus, we used ArikIturri to automatically 
generate the questions. The ill-formed questions rejecter of the generator automati-
cally rejected 58 multiple choice question instances and 292 error correction instances 
out of all the generated questions. This way, we obtained a sample of 1350 question 
instances to evaluate. 

5.2   The Manual Evaluation 

For the manual evaluation of ArikIturri, we have used Makulu. Makulu is a web-
based assessment application for helping teachers to set test questions and assessing 
learners in their language proficiency. Makulu groups different questions in order to 
present a whole exercise. Students have two options: to make the exercises within a 
whole text, or to have exercises composed of grouped questions. Makulu gives to the 
students the results of their sessions as well as the correct answers. The task of the 
teachers is to set the questions that are used in learners’ tests. 

In order to evaluate the results of ArikIturri, we have used the questions’ setting 
view of Makulu with an expert teacher. Makulu requests ArikIturri to generate lan-
guage questions. These questions are imported to the Makulu’s database. After setting 
the tests into Makulu, teachers can modify some components of the answer focus of 
the automatically generated questions. For instance, in multiple choice question type 
they could change the distractors, but they can never modify the correct answer,  
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because it corresponds to the source corpus. In the next figure we can see an example 
of an automatically generated question. The teacher has different options: to accept it 
on its own, to discard it if it is not an appropriate question, or to modify it if s/he con-
siders that, among the options, there is more than one possible correct answer. The set 
of rejected and modified questions give us a way to evaluate the automatically gener-
ated questions. 

 

Fig. 3. Teacher’s evaluation of the questions 

In the next lines, we comment on the results obtained from the session with the ex-
pert language teacher. The teacher actually evaluated 1350 question instances by 
means of the Makulu web application. She spent 15 hours for manual evaluation. In 
the evaluation, we asked to the expert teacher to modify or reject questions only if 
they were not well formed. The expert teacher evaluated 908 questions of error cor-
rection type and 442 questions of multiple choice type. If we consider that all the 
questions discarded or modified by the teacher were not well generated, the results 
show that the percentage of the accepted questions was of %83,26 in the case of error 
correction questions and of %82,71 in the case of multiple choice questions. These 
percentages show us that the developed automatic generator obtains indeed good 
results. This assertion becomes even more important if we consider the time that the 
expert teacher needs for setting the questions. It is clear that the setting of the same 
number of questions with an assessment application of manual construction is more 
expensive and time-consuming. 

Considering that, in the case of error correction questions the generator creates 
only one distractor per each answer focus (the error), and three different distractors in 
the case of multiple choice questions, the percentage of well-formed questions should 
be higher for error correction questions. In addition, a deeper study of the results 
shows that the methods used for generating distractors and the linguistic phenomena 
seem to have a big influence on the correctness of the generated questions. These 
aspects imply a more exhaustive evaluation of ArikIturri. 

6   Conclusions and Future Work 

The automatic generation of knowledge construction reduces considerably the time 
spent by teachers on constructing exercises. In this paper, we have shown the results 
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obtained in the development of a system, ArikIturri, for automatic generation of lan-
guage questions. Concretely, we have proved the viability of this system when con-
structing, automatically, fill-in-the-blank, word formation, multiple choice, and error 
correction question types. 

The experiments carried out during the implementation of the system have proved 
that the source corpus and the NLP techniques used in the process of question genera-
tion determine the quality of the obtained questions. 
ArikIturri is independent from the assessment application, which will use the ques-
tions created by the generator. Indeed, it is the assessment application that determines 
the type of the questions to be generated, as well as the linguistic phenomena treated 
in those questions. In the present work, we have experimented with Makulu, an as-
sessment application for helping teachers to set test questions and assessing learners 
in their language proficiency. We have used the questions’ setting view of Makulu, in 
order to evaluate the results of ArikIturri. 

We have also presented the results of the evaluation of ArikIturri with multiple 
choice and error correction question types. Those results demonstrate that the auto-
matic generator is good. In fact, the well-formed questions are more than %80. More-
over, the use of this generator is less expensive and time-consuming than manual 
construction of language questions. It would be interesting to evaluate the required 
time to create the same number of questions without ArikIturri; in this way, we would 
have a real precision of the time expert teachers can save with the system.  

For the near future, we foresee to carry out deeper evaluations for studying the 
quality of the methods used to generate distractors. We also consider very important 
to make new evaluations with language learners and to compare the results given by 
different expert teachers. In addition, we are planning to make new experiments to 
generate new types of test questions such as question answering, word order and 
transformation.  
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Abstract. Current work in learner evaluation of Intelligent Tutoring Systems 
(ITSs), is moving towards open-ended educational content diagnosis. One of 
the main difficulties of this approach is to be able to automatically understand 
natural language. Our work is directed to produce automatic evaluation of 
learner summaries in Basque. Therefore, in addition to language comprehen-
sion, difficulties emerge from Basque morphology itself. In this work, Latent 
Semantic Analysis (LSA) is used to model comprehension in a language in 
which lemmatization has shown to be highly significant. This paper tests the in-
fluence of corpus lemmatization while performing automatic comprehension 
and coherence grading. Summaries graded by human judges in coherence and 
comprehension, have been tested against LSA based measures from source 
lemmatized and non-lemmatized corpora. After lemmatization, the amount of 
LSA known single terms was reduced in a 56% of its original number. As a re-
sult, LSA grades almost match human measures, producing no significant dif-
ferences between the lemmatized and non-lemmatized approaches.   

1   Introduction 

A relevant task for Intelligent Tutoring Systems (ITSs) is to produce adequate diagno-
sis of learner domain comprehension.  

Among different strategies in student learning diagnosis, one is to infer learner 
comprehension analysing learner responses produced in Natural Language. The main 
advantage of this approach is to allow learners a greater response freedom. As a re-
sult, richer information on learner comprehension is gathered, as they have no hint or 
boundaries in response production. Thus, learners have the whole responsibility over 
the produced answer.  

In this context, we are leading to free text comprehension for the evaluation of 
summaries. Summaries are widely used as an educational diagnostic strategy to ob-
serve comprehension, or how much information from text is retained in memory [1-3]. 
As it happens in other educational diagnostic methods, it does not necessarily produce 
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a perfect match of learner knowledge, but it produces a good approximation of the 
information retained in memory.  

Overall grades of summaries are decided taking into account several considera-
tions. Behind a final summary assessment mark, there are certain parameters that 
contribute to the final grade. But, how do they relate to the global summary grade? 
Are they all equivalent? Not all the variables affect final grading decisions in the 
same way [4]. When deciding the final summary-grade some variables have more 
relevance than others. But, once the summary grading context is defined, the auto-
matic measures for each variable need to be calculated. 

The tutoring system needs to comprehend the summary. Free text makes its auto-
matic evaluation more complex and bounded to Natural Language Processing (NLP). 
Many NLP solutions are strongly bounded to the specific language for which they 
have been created. Then, when using automatic NLP related open-ended diagnostic 
systems, language change requires adapting its NLP related modules to the specific 
language. Similarly, although it is a more general approach, using language compre-
hension models such as Latent Semantic Analysis (LSA) [5], might require certain 
level of adjustments for morphologically different languages. Due to it, we have  
run this study to observe the behaviour of LSA understanding of summaries on an 
agglutinative context. 

In order to make progress in this matter, discourse and content related variable 
measures are automatically obtained using Latent Semantic Analysis. This work stud-
ies the impact of lemmatizing an agglutinative language to automatically grade  
comprehension and coherence in learner summaries. The paper starts describing LSA 
and language, follows with human-LSA comparison experiments and finishes with 
conclusions. 

2   Latent Semantic Analysis and Agglutinative Languages 

Automatic modelling of natural language comprehension has progressed dramatically 
using Natural language understanding techniques such as LSA [5]. We are working 
towards the improvement of the automatic evaluation of text comprehension and 
coherence on summaries using Latent Semantic Analysis (LSA). 

Latent Semantic Analysis (LSA) is a statistical corpus-based Natural Language un-
derstanding technique, which was first developed by [6] and later found to be compa-
rable to humans by [5, 7]. It has been widely used to model human semantic similarity 
on a variety of contexts [1, 8-11]. It has also been successful in summary evaluation 
[12], and for automatic grading of comprehension and coherence [8, 12, 13]. 

Text comprehension is graded calculating LSA cosine of a learner text in compari-
son to target text. It can be the reading text, graded summaries or sections of the read-
ing text. When comparing to sections of the text LSA provides information on text 
coverage [13].  

Another relevant measure for discourse comprehension is text coherence, which is 
calculated by comparing each sentence with subsequent sentences in the text. In a simi-
lar way subject change can also be graded by comparing subsequent paragraphs [8].  

Several ITS systems have already successfully measured comprehension and co-
herence using LSA [10, 12, 14]. But, LSA judgments do not take into account word 
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order or syntactic information. How would it affect to an agglutinative language? 
Effects of modelling an agglutinative language using LSA are analyzed in the next 
section. 

2.1   Merging Syntax and Semantics in Word Level 

There is psychological foundation in syntax semantics relation. Syntax and semantic 
relatedness has been object of several psycholinguistics studies. From early language 
acquisition meaning is acquired together with syntax [15]. Further evidence for inter-
action between syntax and semantics in sentence comprehension has been found by 
[16, 17]. But, research in LSA shows that despite the lack of syntactic information or 
word order LSA produces human like similarity measures [18].  

However, there are languages in which a high amount of syntactic information to-
gether with semantic content is carried not only at sentence level but by the word 
itself. This is the case of agglutinative languages where words contain postpositions 
carrying several forms of syntactic information.  

Table 1. Effect of lemmatization on the word etxe/casa(house). This example clearly shows 
variability and word morphology difference in relation to Spanish. 

Basque 
lemmatized 

Basque Spanish 
lemmatized 

Spanish 

etxe etxe casa casa 

 etxea  casas 

 etxeak   

 etxean   

 etxearen   

 etxeek   

 etxeen   

 etxeetako   

 etxeetan   

 etxeetara   

 etxeko   

 etxekoak   

 etxera   

 etxetatik   

 etxetik   

 etxez   

An example of this sort of languages is Basque. It is a non Indo-European aggluti-
native language, in which words are formed by joining morphemes together produc-
ing a greater amount of word variability –see example in Table 1–. In addition, 
Basque sentences tend to follow Subject-Object-Verb (SOV) structure. Nonetheless, 
the order of words on a sentence in Basque can vary. Due to it, Basque is considered a 
free word ordered language.  
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Then, considering how LSA works, when producing the LSA matrix in Basque 
LSA would not only consider word level semantic information, but also syntactic 
information related to it. For instance, the word etxetik agglutinates the information 
contained in the English words from the house. Then, the implication of using this 
agglutinative word in Basque would produce the same effect as using fromthehouse 
and similar form types. Each of these word constructions would be considered distinct 
from the word house when constructing the LSA matrix. Then, in the case of Basque 
when producing a matrix using the common LSA procedure, not only concept level 
but further syntactic information would be considered joined to each particular con-
ceptual context.  

Then, the approach of using lemmatization in Basque corpora would attempt to 
solve this difference in language morphology. The goal of this method is to develop a 
matrix that would resemble better other non-agglutinative language structures. By 
lemmatizing, word level syntactic information is filtered leaving only content relevant 
conceptual information. Following the previous example, instead of using words of 
the type of fromthehouse only house would be considered when developing the LSA 
semantic space. Hence, removing word level syntactic information, this approach tries 
to compare better to LSA matrixes of non-agglutinative languages. Results from both 
types of matrixes (lemmatized and non-lemmatized) are compared to human data to 
see which one resemble better human results. 

Moreover, recent studies refer to the effect of syntax in LSA similarity judgments 
[19-21]. SELSA, adds syntactic neighbourhood to words to improve LSA results [21]. 
FLSA, widens LSA with dialogue act classification information [20]. Finally, SLSA 
shows that adding structural information it is possible to obtain better measures and 
deeper knowledge on similarity of the different parts of the sentence [19].  Then, 
different variations of syntactic information over semantic calculations are producing 
positive effect on LSA results.  

Nonetheless, current methods to measure coherence and comprehension with LSA 
do not take into account text structure or syntactic information [8]. Hence, consider-
ing the impact of structural information agglutination in semantics, we have tested the 
lemmatized and non-lemmatized methods, to observe how the syntax-semantic com-
bination affects to grading in an agglutinative and a non-agglutinative language. 

In addition, the relevance of the use of adequate corpora to obtain optimum LSA 
results has been found to be very relevant in previous studies [22]. Moreover, LSA is 
known to be a general approach adaptable to a variety of languages [23]. Neverthe-
less, thus far LSA has mainly been tested with English corpora and non-agglutinative 
languages. But, do results obtained so far apply the same way to every language? 
Which is the effect of lemmatization and adding text structure when measuring  
coherence and comprehension with LSA? 

3   Comparing LSA and Lemmatized-LSA to Measure Coherence 
and Comprehension in Basque 

Previous research in LSA shows that the use of syntax can improve LSA similarity 
results [19-21]. Our work test different modes of LSA measures (lemmatized and 
non-lemmatized LSA) against human evaluation ratings to observe which method 
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compares better to expert summary grading. More specifically, 15 teachers participate 
as graders.  

3.1   Procedure 

Five summaries were evaluated by 15 teachers to measure coherence and comprehen-
sion. The obtained results are compared to two methods of LSA matrix composition. 
One of them the matrix is constructed from Basque text in natural language and the 
other one from lemmatized Basque corpus. In a similar way, in the lemmatized LSA 
mode students summaries were also lemmatized to be compared to the lemmatized 
terms.  

As part of the pre-processing, summaries were spell-checked to avoid LSA to get 
confused by learner spelling mistakes; this way, misspelled words would be signifi-
cant for LSA when measuring comprehension and coherence. 

The coherence and comprehension grading were calculated following previous 
measuring strategies [8, 12, 13] and tested under both types of corpora.  

The main reason to observe the effect of lemmatization was the relevance of this 
method in agglutinative languages and more specifically in Basque. Moreover, similar 
work in sentence level demonstrates lemmatized corpora to be significantly closer to 
human judgments than the non-lemmatized one. Therefore, the goal of this work is to 
observe the final effect of corpus lemmatization in the final LSA based automatic 
comprehension and coherence grades. The cited corpora have been developed from a 
(Basque) book collection on economy, music, marketing, administration, fossils and 
the world. Corpora was lemmatized using POS tagging for Basque [24] .  

LSA matrix dimensionality was chosen based on results observed on previous re-
search with the same lemmatized and non-lemmatized corpora. LSA matrixes where 
created for 150 dimensions in its non-lemmatized versions and 300 dimensions in the 
lemmatized versions. 

3.2   Results  

The non-lemmatized-Basque version of the corpus, due to the agglutinative character-
istic of the language, produced in the LSA semantic space 56% more term variability 
than its parallel non-lemmatized equivalent (see Table 2). In other words, after lem-
matization, the corpus is reduced in more than half of its original size. 

Table 2. Lemmatized vs. Non-lemmatized corpora effects in amount of distinct words recog-
nized in LSA. 

Corpora  LSA terms 
Basque  30.111 

Lemmatized Basque 13.188 

LSA comprehension measures were computed following previous work in LSA 
discourse grading [12, 13]. Human and LSA grading comparison is shown in the 
Table 3: 
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Table 3. Comparison of LSA and human grades to judge reading text comprehension in learner 
summaries 

 Human grades LSA Lemmatized LSA 
Summary 1 6.9 5.7 5 
Summary 2 4.7 4.8 4.5 
Summary 3 4.2 4.6 4.1 
Summary 4 9 5.1 5 
Summary 5 3.3 4 4 

Although, both corpora produce similar judgments, the non-lemmatized LSA 
method shows slightly more accuracy than the lemmatized one in relation to human 
grades.  Nonetheless, the difference variability between them is not very significant 
with a standard deviation of only 0.22. The non-lemmatized version has a standard 
deviation of 0.89 in comparison to human grade mean and the lemmatized one 0.97. 
Nonetheless, none of them is greater than the human inter-rater deviation 1.55. Most 
of LSA grades for comprehension were very close to the mean grade provided by 
human graders. Moreover, when observing individual teacher grades in several sum-
maries LSA matches human grades. Therefore, in this data deviation between LSA 
and humans would not be different from human judge variability in almost every 
summary. 

The only significant variability found is the high deviation shown between LSA 
and human judges in Summary 4. Here, comprehension grading is 4 points lower for 
both LSA modes than the mean shown by humans. Moreover, a very significant point 
to highlight is that it is precisely in highly rated summaries where our graders show 
less deviation. For Summary 4 graders produced an inter-rater deviation of 0.75. 

A very similar effect was found when automatically grading the effect of coher-
ence. LSA grades for coherence, in most of the cases, were very close to the mean 
grade provided by human graders. LSA coherence measures were calculated in con-
cordance to previous research in LSA [8]. The resultant human and LSA grading 
comparison is shown in the Table 4: 

Table 4. Comparison of LSA and human grades to judge learner summary coherence 

 Human grades LSA Lemmatized LSA 
Summary 1 5.6 5.6 5.14 
Summary 2 3.2 4.7 3.94 
Summary 3 3.8 4.6 4.03 
Summary 4 8.9 4.8 3.69 

Summary 5 4.2 5 3.14 

Although, both corpora produce similar judgments, the non-lemmatized LSA 
method again shows a higher level of accuracy than the lemmatized one. In this case, 
the variability between them is a little higher with a standard deviation of only 0.67. 
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The non-lemmatized version has a standard deviation of 1.02 in comparison to human 
grade mean and the lemmatized one 1.08. Nonetheless, none of them is greater than 
the human inter-rater deviation 1.1. When observing some of the individual teacher 
grades in several summaries out of the 15 judges, LSA precisely matches human 
grades. Therefore, in coherence grading deviation between LSA and humans would 
not be different from human judge variability. 

Here again, variability is found in the high deviation shown between LSA and hu-
man judges in Summary 4. Here, comprehension grading is 4 and 5 points lower for 
lemmatized and non-lemmatized LSA modes respectively. Moreover, a very signifi-
cant point to highlight is that it is precisely in highly rated summaries where graders 
show less deviation. For Summary 4 graders produced an inter-rater deviation of 0.53. 

3.3   Discussion  

Lemmatization dramatically reduced LSA term quantity. Then, the non-lemmatized 
Basque LSA semantic space has 56% more significant terms than its parallel non-
lemmatized LSA matrix.   

But the obtained coherence and comprehension grades do not significantly differ 
from each other. Thus, it is important to point out how such a dramatic difference in 
word number has so little impact in the final summary grade. Then, if the results are 
similar with a smaller number of words and a considerably smaller size, the lemma-
tized corpus would be computationally more efficient. 

Another significant finding is the low level of agreement between LSA compre-
hension and coherence grades using both methods and human evaluation decisions in 
Summary 4. Moreover, it is precisely this summary the one in which human graders 
show a higher level of agreement. LSA results for summary 4 are not comparable at 
all to human grades and do not show the quality of the analyzed summary. Thus  
far, we have not found the reason behind these results but a deeper analysis of this 
automatic grading process need to be done to refine accuracy in high grades. 

4   Conclusions 

In the context of the automatic evaluation of summaries, this work has been carried 
out to observe LSA measures of two variables that are required to compute overall 
summary grades: coherence and comprehension. More specifically, this work has 
been done to observe the effect that the use of lemmatization has on the Basque ag-
glutinative language. The fact of being agglutinative means that each word carries not 
only semantic but syntactically relevant information in most of each distinct occur-
rence. Then, agglutination in languages implies adding syntactic information to con-
ceptual information in word level that non-agglutinative languages do not carry. 
Therefore, the impact of lemmatization in these languages tends to be greater than in 
the case of the non-agglutinative ones. Hence, this research observed how coherence 
and comprehension grading of summaries are affected by the use of lemmatized or 
non-lemmatized corpora as a source text.  

We assumed that LSA would require more data to acquire same level of compre-
hension than in non-agglutinative languages. But, it turns out that after lemmatization 
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results did not differ significantly. Therefore, we can save computational power using 
lemmatized corpora in an agglutinative language without having significant loss in 
grading accuracy. The reason is that even if the lemmatized version uses only one 
third of LSA terms it still performs almost as well as the non-lemmatized version. 
Therefore, here LSA shows that does not require syntactic information to resemble 
human grades in summary evaluation.  

Then, LSA can be used to grade comprehension and coherence in Basque summa-
ries using either lemmatized or non-lemmatized corpora. Results resemble human 
grades in most of the poor summaries with high precision in relation to our human 
judges. Our concern now, is to know how we could find a greater level of accuracy 
with those summaries with a high grades for human judges.  

LSA is widely used in ITS natural language understanding on a variety of systems. 
So far, it has been mainly tested with non-agglutinative languages. Therefore, the 
result of this paper can be relevant for other systems with a similar goal or linguistic 
context. Moreover, dispersion between human graders and LSA automatic scores 
leaves an open question in the level of accuracy that LSA is able to gain in proficient 
summaries.  

Future work will be directed to further analyse the automatic grading of other sig-
nificant variables in the evaluation of summaries. 
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Abstract. Employing scaffolding is not new in education. In CBL systems, 
scaffolding has been used with different levels of adaptability. This paper 
describes a novel design for the Learner Model, which handles the effects of 
uncertainty formally in the Scaffolding process. We have used this design in our 
CBL system (LOZ) for learning Object-Z specification. Learners can easily 
modify the scaffolding process if they wish. They can inspect the underlying 
fuzzy model and its processes. We use the fuzzy logic theory for dynamic 
prediction. A time threshold is used to avoid unnecessary dynamic prediction. 
The proposed design is domain independent and may be used for a wide range 
of CBL systems with little modification. We conducted an evaluation based on 
pre-experimental design and the results were very encouraging. 

1   Introduction 

Scaffolding in learning can be linked to the seminal educational concept known as 
Zone of Proximal Development [2]. Later, Collins et al included this strategy in their 
cognitive apprentice model [3]. There are two main steps involved in creating 
scaffolding lessons in CBL systems; designing suitable scaffolds (lesson plans) and 
designing software to realize the scaffolding process [4]. The CBL system may just 
provide a suitable environment, or give various levels of adaptable support for the 
learners (that hides the scaffolding process). Providing motivational learning 
environments tailored to a variety of learners has been considered a challenging task 
in CBL research for a long time. The challenge is mainly due to the uncertainty 
associated with the inadequate sources of evidence about the learner.  

A typical adaptive system for procedural type domains usually performs four 
important actions: diagnosis, feedback selection, prediction, and curriculum 
advancement. The diagnosis (and later prediction also) is usually based on incomplete 
and noisy data. Consequently, the PAS (Pedagogical Action Selection)1 [5] is made 
using those unreliable diagnose and error prone predictions. If inappropriate feedback 
or an untimely sequence of lessons (due to poor scaffolding process) is given to the 
learners recurrently, they may become confused or irritated, and, ultimately, their 
                                                           
1  The term Pedagogical Action Selection first coined by Mayo refers the acts of both selecting 

the remedy, usually feedback after a misconception is identified, and selecting the next 
pedagogical action (usually curriculum sequencing, involving one or more actions: revising, 
moving forward, testing etc). 
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motivation could be affected.   In this paper, we propose a unique formal approach to 
reduce the impact of uncertainty on the scaffolding process.  We consider the strength 
of pedagogical action as a fuzzy variable and use a novel technique based on both 
fuzzy and Bayesian theories. The proposed design discussed in this paper is domain 
independent and can be used for PAS in a wide range of CBL systems with minimum 
modification. To the knowledge of the authors, Fuzzy Logic theory has not been used 
in its full strength for uncertainty handling in CBL systems. We use a simple, but 
formal technology to handle uncertainty in macro-level assessment to aid scaffolding 
process. Finally, we conducted an evaluation using final year computer science 
students and the results were very encouraging. 

2 Related Research 

Besides informal heuristic approaches, there have been several formal AI techniques 
proposed for treating uncertainty in the diagnosis and/or prediction phase. Jameson 
[6] discusses various student models that use numerical AI techniques such as 
Bayesian Belief Networks, Fuzzy Logic and the Dempster-Shafer Theory of Evidence 
(DST).  The usage of a Dynamic Bayesian Network for student modeling is 
extensively discussed in [7]. In LOZ, the micro level diagnosis task is limited (as the 
free-form style answering is avoided at present) by employing Multiple Choice 
Questions (MCQ) instead. Therefore, LOZ needs to handle uncertainty mainly for 
PAS (and for prediction) only.  

After diagnosing a misconception, CBL systems may use ad-hoc or heuristic 
methods for PAS. However, especially for curriculum sequencing, some CBL systems 
use formal AI techniques such as Bayesian Belief Networks [8] and  Fuzzy Logic 
(Sherlock-II [9]). Recently, statistical decision theory was used for curriculum 
advancement in the following systems: DT Tutor [10] and CAPIT [5].  

3   Step I: Designing Lesson for Scaffolding 

The first step in designing instruction based on scaffolding is identifying the 
appropriate scaffolding steps and designing suitable lesson material that keeps 
seamless continuity between those steps. First we shall see how the domain model is 
organized to support scaffolding. 

3.1   Domain Model in LOZ 

The learning material associated with the domain knowledge in LOZ is organized into 
several concepts [11]. Each concept is associated with a series of mental states. The 
term ‘mental state’ is used a lot in psychology and defined as “a mental condition in 
which the qualities of a state are relatively constant even though the state itself may 
be dynamic”[12] We use the term ‘mental state’ differently in this study. We assume 
that a person is in a certain ‘mental state’ if they have already constructed sufficient 
knowledge (and/or skills) to perform a certain task, may be mental or physical.  
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In our research, each sub concept is associated with a series of mental states (a 
basic, final and some intermediate mental states). The learning outcome of a sub-
concept is attaining considerable strength in the associated final mental state. The 
success of scaffolding in learning depends on the selection of right mixture of support 
and challenge. The mental states are to be carefully selected as each of them in the 
series represents a scaffolding stage. After presenting the relevant material for 
learning a concept, learners are guided through a learning path, gradually from the 
basic mental state to the highest mental state, using MCQs (Multiple Choice 
Questions) and relevant feed-back. Figure 1 illustrates a concept and the related 
mental states in the domain model of LOZ. 

Initially, learners are given a UML specification and asked to produce (or select) a 
corresponding Object-Z specification. In this way, learners are initially freed from 
performing abstraction and allowed to concentrate on understanding the underlying 
mathematical concepts. Gradually, the UML help will be withdrawn. Eventually, the 
learner will be able to perform abstractions as well as be able to apply mathematical 
notations to represent those abstractions.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Example for a Sub Concepts and related Mental States 

3.2   Feedback and Removing Scaffolds 

The potential of MCQ in educational testing is widely discussed in the measurement 
literature. Ben-Simon et al [13] state, “Today MC tests are the most highly regarded 
and widely used type of objective test for the measurement of knowledge, ability, or 
achievement”. MCQs plays important role in our system also. They are used here as 
scaffolding blocks rather than assessment units, and are carefully selected to match 
the relevant mental states. The inappropriate answers for each MCQ reflect some 
misconceptions associated with those mental states. The relevant feedback is designed 

Visibility List Specifies Accessibility 

Able to specify Visibility List, if UML accessibility is given 

Able to specify Visi List, if UML attributes and methods are 
given

Able to specify Visibility List, if only textual description is given 

basic mental state 

Level-1 mental state 

final  mental state 

A concept 
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to address those misconceptions.  Each MCQ will also have one or more worked 
examples in the related topic. 

After learning a concept, the learner will be given an MCQ at its basic mental 
state (scaffolding level 1). Learner may request worked examples on the current 
topic at this time. Depending on the answer, the system should provide suitable 
pedagogical actions tailored to the learners (feedback and next action- whether to 
move to the next scaffolding level or not). The factors influencing the effect of the 
feedback on the students were extensively analyzed by many researchers (e.g.  
[14] ). Enthused by the Mason et al’s research [15], we designed two disjoint sets of 
fuzzy variables for the strength of pedagogical actions (figure 2), one for the correct 
answer (PASc) and the other for the wrong answer (PASw). Both variables vary 
from one to five levels with increasing pedagogical strength. For example, the 
level-5 PAS for correct answer (PAScL5) indicates that the system assumes the 
given MCQ is very hard for the particular learner; and therefore, they need some 
informative feedback even if they answered it correctly (it may be a lucky guess). 
However, the learner will be given a problem at the same scaffolding level to prove 
that the previous success is not a lucky guess. Whereas, the level-5 PAS for wrong 
answer (PASwL5) indicates that, in addition to giving detailed feed back, the 
learner will be encouraged to return to the previous scaffolding level. Naturally, the 
boundaries of these PAS levels are not fixed, we let both measures PASw and PASc 
be fuzzy variables and let the relevant subsets be represented by the membership 
function given in figure 3a. 

4   Step II: Designing Software to Implement Scaffolding 

The CBL system may just provide a suitable environment for learning through 
scaffolding (learner has full control on selecting the level of scaffolding, questions, 
etc.), or give various levels of adaptable support. The learner model that realizes 
adaptability may be just simple and only groups the learners under different 
stereotypes. At the other extreme, the learner model may give micro level diagnoses 
during problem solving. Our learner model, which is positioned between these two 
approaches, provides macro level diagnoses [16] after an answer is given.  

There is a basic question discussed in the CBS community for decades.  Does a 
CBS systems need to be adaptable? If so, how far it should be adaptable? To get 
adaptability, it is obvious that we need to model learners. The question is, in other 
words, do we need an optimal Learner Model?  We, like some other researchers [9], 
believe that the Learner Models need not be optimal. Learners are capable of adapting 
to a variety of teachers who make sub-optimal assumptions about students. Our 
student model in LOZ will not be based on rigorous mathematics to minutely 
differentiate learners’ abilities, mental states, preferences etc. Rather it will, in 
general, avoid the kind of extreme system behavior (for example, system may not 
allow the learner to move to next scaffold level), which leads the learner to doubt the 
usefulness of the system for learning.  
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Level PASw - for Wrong answer PASc- for Correct answer 

L1  Let them Answer-Once-Again 
(same MCQ) : If answered correct 
in second time, give another MCQ 
at the next Scaffolding Level 
(Move to next level) 

Affirm (just inform that the 
answer is correct)  
Move to next level 

L2  Explain Why the selected answer is 
Wrong : Let them Answer-Once-
Again (same MCQ) : If answer 
correct second time give another 
MCQ, but at the same Scaffolding 
Level (Stay at the same level) 

Explain why the selected answer 
is correct   
Move to next level 

L3 Explain why the selected answer is 
Wrong  & why the system’s answer 
is correct : Give another MCQ, but 
at the same Scaffolding Level 

Explain why the selected answer 
is correct & why other answers 
are wrong, 
Move to next level 

L4 Explain why the selected answer is 
Wrong & why the system’s answer 
is correct : Compare with Z and 
UML, if  applicable. Give another 
MCQ, but at the same Scaffolding 
Level 

Explain why the selected answer 
is correct & why other answers 
are wrong Provide topic related 
explanation 
Move to next level  

L5 Explain why the selected answer is 
Wrong  & why the system’s answer 
is correct : Provide topic related 
explanation : Compare with Z and 
UML, if  applicable: Give another 
MCQ, but at the next lowest 
Scaffolding level (Move to next-
low level) 

Explain why the selected answer 
is correct & why other answers 
are wrong, Provide topic related 
explanation 
Stay at the same level 

Fig. 2. Different Levels of Pedagogical Actions 

4.1 Adaptable Scaffolding in LOZ 

During scaffolding, after an MCQ is answered, the system measures the learner’s 
performance (P) frequently. For a normal MC test, P will be just a binary variable 
(correct/wrong). In the normal MC test, partial knowledge in a given test item [4] 
cannot be identified. As we use MCQ as scaffolding blocks, identifying partial 
knowledge and partial misconceptions are crucial for our system. If we allow the 
learner to indicate their degree of belief in each answer for their correctness (or 
wrongness), P may be fuzzy. Moreover, we will not consider the time taken to answer 
a question while measuring performance. But, in reality, a good student may answer a 
question quickly (and correctly). 

In general, we may expect the learner with a strong mental state will answer the 
question correctly. But this is not certain since a lucky guess or careless mistakes may 
still play a role. The strategy used for PAS is critical as there is a potential for the 
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system’s trustworthiness to become questionable and eventually the user may 
abandon the learning process. To incorporate dynamic adaptability in scaffolding 
process, the Learner Model in LOZ keeps some measures including Strength on 
Mental States (SMS). SMS indicates a person’s strength on a particular mental state 
(related to a scaffolding stage). Naturally, the performance (P) depends on SMS. SMS 
cannot take yes-or-no type of values. Therefore, we let SMS be fuzzy and take three 
values: Strong, Medium and Weak. The fuzzy membership function of SMS we use in 
this research is given in figure 3b (a score SMS=75 means, the system believes 75% 
that the learner is strong and 25% medium in a particular mental state). Assume that 
SMS will be 50 (medium-100%) for the basic mental states of each sub concept. 
Influenced by the locally intelligent learner model concept discussed in [16], we, at 
present, assume that the Mental States are mostly independent of each others (except 
those related to the same concept). 

 
 
 
 
 
 
 
 

 
 
 
 
 
 

The performance (P) of a learner on an MCQ depends not only on SMS but also on 
the difficulty level of MCQ. Therefore, we let another fuzzy variable D to represent 
the difficulty level of an MCQ, which takes three values: Hard, Moderate and Easy. 
Let D also assume same fuzzy membership function in figure 3a. The variable D for 
each MCQ will be initially proposed by domain experts, and naturally, will match 
closely with their scaffolding level. The required level of pedagogical action (PAS) 
for a learner depends on all the three variables SMS, D and P (figure 4a). Finally, 
system uses some fuzzy rules to provide suitable pedagogical actions (figure 4b). 

4.2   Fuzzification and Defuzzification 

Now we shall see how the fuzzification and defuzzification processes are performed. 
Assume P is binary and independent of SMS (in order to handle uncertainty – figure 
4a). In the fuzzification process, the crisp inputs (Strength of a Mental State of a 
learner (SMS) and/or Difficulty level of a question (D)) are converted to the 
corresponding fuzzy values using the membership functions (figure 1(a)). Thereafter, 
appropriate rules (figure 4b) are applied to obtain fuzzy values for the output variable 
PAS. 

10
0 

75 2
5 

PAS?
L4 

PAS?
L3 

PAS?L
2 

PAS?L
1 

(
a) 

Fig. 3.  Fuzzy Membership Functions  for (a) PAS   (b)   SMS ,( D and L also) 

10
0

mediu
m

strong w
k

20 40 60 80 0

PAS?
L5 

(
b)

50 



610 S. Mohanarajah, R. Kemp, and E. Kemp 

(a) 

SMS 

P 

D 

PAS 

Mental 
State 
(SMS) 

Difficulty 
level (D) 

PASw 
Answer 
Wrong 

PASc  
Answer 
Right 

Strong Low  PASwL1 PAScL1 
Strong Moderate PASwL2 PAScL2 
Strong High PASwL3 PAScL3 
Medium Low PASwL2 PAScL2 
Medium Moderate PASwL3 PAScL3 
Medium High  PASwL4 PAScL4 
Weak Low  PASwL3 PAScL3 
Weak Moderate PASwL4 PAScL4 
Weak High  PASwL5 PAScL5 

(b)  

              Fig. 4. (a) Causal Relations                   (b)  Fuzzy Rules for PAS 

For example, let a learner be at Mental State (SMS=65) and fail a question with 
difficulty (D=35).   

Therefore, according to the fuzzy membership function given in figure  1(a); 

For Mental State (SMS);    P(Strong)=0.25,  P(Medium)=0.75;   
And   for Difficulty (D);    P(Low)=0.25,     P(Moderate)=0.75 
According to the fuzzy rules given in figure 2(c) (apply Fuzzy AND rule, X AND 

Y = min(X, Y)). 
    SMS(Strong) & D(Low)  PAS(PASwL1) ;   

P(PASwL1)= (0.25&&0.25)=0.25,   
    SMS(Strong) & D(Moderate)  PAS(PASwL2) ;   
                                 P(PASwL2)= (0.25&&0.75)=0.25,  
    SMS(Medium) & D(Low)  PAS(PASwL2) ;   
                                P(PASwL2)= (0.75&&0.25)=0.25,   
    SMS(Medium) & D(Moderate)  PAS(PASwL1) ;   
                                P(PASwL3)= (0.75&&0.75)=0.75, 

 
Finally, the defuzzification process determines the crisp value of PAS. Simply, in 
defuzzification, the PAS variable with the highest probability will be selected  
(here it is PASwL3). If two PAS levels have equal beliefs the PAS with the highest 
strength will be selected. Otherwise to find a crisp (precise) value for pedagogical 
action as a unique numeric representation, we could use Larsen’s Product Operation 
Rule combined with mirror rule at extremes [1] for defuzzification process  
(figure 5). According to this rule, the crisp value of PASw will be given by the 
equation, 

                        (0.75*50 +0.25*25 + 0.25*0) /  ((0.75+0.25+0.25) =  35   

Therefore, for (SMS=65), (D=35), and (P=wrong),  
the resultant PAS value is (PASw = 35)   
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4.3 Dynamic Prediction 

Interestingly, the variable SMS is dynamic as its value changes over time and depends 
on its previous values. Learners may forget or learn something from other sources. To 
make things easy, we will assume only Markov’s first order chain in this study [17] 
where the new value for SMS will depend only on its immediate preceded value. 
Nevertheless, the variable SMS will be predicted only with learner interactions rather 
in certain time intervals. The duration between interactions is not considered for 
predicting in this study though long duration may cause much forgetting or much 
learning from other resources. But, to measure the degree of learning from the system 
between two subsequent learner’s interactions, we keep a fuzzy variable L explicitly. 
However, we employed a time threshold that restricts the unnecessary predictions 
when the time between interactions is negligible.  

The learner interacts with the system mainly after learning a concept, after learning 
a feedback, or to answer an MCQ. Let the fuzzy variable L take three values: 
thoroughly, moderately and scarcely. Naturally, the variable L depends on the 
learner’s general abilities and qualities. According to Vygotsky’s ZPD [2], the 
measure SMSold (past knowledge level) cannot alone determine the new knowledge 
level (SMSnew). The learner’s general abilities and qualities (to learn from the social 
interaction - here it is interaction with the system- though it is a weak comparison), 
and also how much time they spent actively on learning process also plays an 
important role. The general ability of a learner may be initialized by the level of 
knowledge in pre-requisites, and later, for each concept, could be updated against the 
final SMS value. Measuring the time a learner spent actively on an on-line task is 
extremely hard (in our prototype, we used minimum, maximum and average time 
limits for each lesson, and in extreme cases, learner’s assistance is explicitly asked 
for). The time threshold is used here to avoid unnecessary prediction. For example, if 
two MCQ questions are attempted consecutively within the time threshold, SMS will 
be considered static and the old belief will be simply updated against the new 
evidence using Bayesian rules (see phase 1 in [7]). Otherwise a dynamic causal 
network will be considered for predicting (with fuzzy rules in figure 6b - see 
‘filtering’ and ‘prediction’ in [17]). The static updating process in LOZ will not be 
discussed in this paper. Representing dynamic causality related to learner’s mental 
state using a fuzzy model is more natural for human understanding.  

1

PasPas

Pas

PasPas

15 72

0.25 

0.75 

Fig. 5. Defuzzification, using Larsen’s Product Rule (with mirror rule) [1] 
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SMSi Degree of 
Learning - Li

SMSi+1

Strong Thoroughly Strong 
Strong Moderately Strong 
Strong Scarcely Medium 
Medium Thoroughly  Strong 
Medium Moderately Medium 
Medium Scarcely Weak 
Weak Thoroughly Medium 
Weak Moderately  Weak 
Weak Scarcely Weak 

(b)

SMS0

Fuzzy 

Bayesian 
P1 

 L2

SMS2SMS1

L1 

P2 P3 

(a)  

     Fig.6. (a)  Dynamic Relations                  (b) Fuzzy Rules for the Dynamic Relation 

5   Evaluation and Discussion 

An evaluation was conducted based on pre-experimental design. There were some 
pre-requisites to use this system; and therefore, we required third or fourth year 
students to help us in this process (we managed to get ten final year students). 
Initially, a pre-test was given. The students were asked to learn ‘Visibility List’ using 
the prototype. Later, a post- test was given. The system also updates the log files with 
each interaction. A questionnaire was also administered.  

The student-t test for paired samples gives very encouraging results. At 95% 
confidence level (  = 0.05), the t-value for one tail at the degree of freedom 9 is 1.833 
(since the alternate hypothesis is one directional, t critical one tail is used), and the 
estimated t-statistics is 8.51. That is, the test ascertains that learning Object-Z using 
LOZ is effective with 95% confidence. The power (99%) and the effect size (cohen’s 
d= 2.03) are comparable to some other similar tests reported in the literature [18]. The 
accuracy of the student model was also found to be high. The Pearson product 
moment correlation coefficient between the post test scores and the learner model’s 
estimate of the student is 0.827.  The evaluation process and the results will be 
discussed later in detail. 

6   Summary and Future work 

To reduce the effects of uncertainty in PAS, we have designed a novel strategy using 
formal AI techniques. The strength of pedagogical action is considered as a fuzzy 
variable with suitable fuzzy membership functions and fuzzy rules. As the underlying 
fuzzy model and its processes are easy to explain, the effort related to opening the 
Learner model to the learners and mentors will be relatively simple [19]. The fuzzy 
logic (with a time threshold) could be effectively used in the dynamic prediction 
process. The proposed design is domain independent and may be used for any CBL 
system with few changes.  
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Domain model plays vital role in this design. The MC test should be enhanced to 
identify partial knowledge and partial misconceptions in a topic. The confident-based 
MC testing [20] may be a better choice. Appropriate strategies need to be 
accommodated to overcome the weak assumptions made in this study (e.g. time 
length does not affect learning). It is very difficult to measure the time spent by a 
learner actively during a lesson. Interacting with the learner to fix this problem also 
found to be cumbersome. As a remedy, the learner model may be opened to the 
learners [19]. 

Finally, we have implemented a functional prototype of our new learner model 
design (for our CBL system LOZ). The evaluation of this prototype revealed 
encouraging results. This work will be extended to a web-based environment in the 
near future.  
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Abstract: Research indicates a high correlation between parental involvement 
and a child’s learning. The most effective parental involvement is when parents 
engage in learning activities with their child at home. However, parental 
involvement around learning activities may not occur spontaneously due to lack 
of domain knowledge, teaching strategies or structured support. This paper 
discusses how these issues can be addressed through the Parent and Child Tutor 
(P.A.C.T.). In particular, P.A.C.T will provide support for Suzuki parents 
during violin practice at home. This paper presents two studies; the first study 
identifies a set of best practice exemplars through lesson observations and 
interviews with the domain expert which informs the design of P.A.C.T. The 
second study validates the design of the system through analysing parent-child 
practice with and without the support of P.A.C.T. Results suggests that 
P.A.C.T. is effective in significantly increasing the use of best practice 
exemplars, in particular positive reinforcement and motivational games. 

1   Introduction 

Research suggests that there is a high correlation between parental involvement and a 
child’s learning [1]. The most effective parental involvement is where parents engage 
in learning activities with their child in the home [2]. However, parental involvement 
around learning activities may not occur spontaneously due to lack of domain 
knowledge, teaching strategies or structured support. This paper discusses how these 
issues can be addressed through the Parent and Child Tutor (P.A.C.T.). The objective 
of P.A.C.T. is to provide a personalised adaptive scaffolding system which 
encourages best practice during home tutoring. In particular, P.A.C.T will provide 
support for Suzuki parents during violin practice at home. The Suzuki method was 
chosen as the pedagogical framework that informs the system as it is based on the 
premise that little can be achieved without the parent’s active involvement [3]. The 
design of such a system involves three phases. First, it is necessary to identify a set of 
best practice exemplars, as these will inform the system’s design. The second phase 
involves the design of the non-adaptive computer based support. The third phase is 
concerned with providing intelligent support, which can be achieved through 
personalised adaptive scaffolding. This paper presents two studies which address the 
first two phases. In the first study we identify a set of best practice exemplars through 
lesson observations and interviews with the domain expert. The design of P.A.C.T. is 
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based on the findings from the first study. The second study focuses on the validation 
of this design through analysing parent-child practice with and without the support of 
P.A.C.T. Results suggest that P.A.C.T. is effective in significantly increasing the use 
of best practice exemplars, in particular positive reinforcement and motivational 
games. We conclude by discussing how this research can inform the future 
development of a personalised adaptive scaffolding system which can further promote 
best practice during home tutoring. 

2   Background 

Current research literature informs us that there is a high correlation between parental 
involvement and a child’s academic success [1].The term parental involvement is 
used to describe an array of parent behaviours from attending school functions to 
actively tutoring their child at home [4]. There are strong indications which suggest 
that the most effective forms of parent involvement are those which engage parents in 
working directly with their children on learning activities in the home [2]. Vygotsky’s 
research mirrors this argument when outlining that learning is a collaborative process 
and a child’s potential development can be achieved through collaboration with a 
more able peer or guidance by a teacher [5]. However, further research s needed to 
formalise the parent’s role in their child’s learning. 

The Suzuki Method is one such teaching strategy that places a huge emphasis on 
the parent’s role in the learning process of the child and their importance as home 
tutor. The Suzuki Method is based on the premise that talent is a product of 
environment rather than heredity [3]. Dr. Shinichi Suzuki (1898-1998) believed that 
every child has talent, which can be developed if the proper environment exists. All 
children learn to speak their own language with relative ease and if the same natural 
learning process is applied in teaching other skills, these can be acquired as 
successfully. In the Suzuki Method, the learning process is broken down into the 
smallest possible steps which allow the child to achieve success at every level and 
learn at their own pace. The actual process of teaching the young child to play the 
instrument involves a trio of players: the child, the teacher and the Suzuki parent. The 
Suzuki parent provides daily home tutoring for the child. People have described this 
three-way relationship as a tripod: if one leg is missing nothing can be achieved. The 
Suzuki parent works at home with the student and tries to mimic the lesson 
environment. However, due to lack of tutoring experience Suzuki parent’s can find it 
difficult to motivate their child to practice. Also, through lack of domain knowledge 
the Suzuki parent can facilitate bad habits becoming ingrained in the child’s playing 
[6]. One solution may be to provide scaffolding to assist the parent during home 
tutoring. 

Scaffolding facilitates the learning process by providing support for the learner. 
Often scaffolding is faded throughout the learning process so that the student becomes 
self-reliant [7]. Vygotsky’s socio-culture approach and the notion of the Zone of 
Proximal Development (ZPD) are at the heart of the concept of scaffolding [5]. 
Scaffolding has been described as a direct application of Vygotsky's concept of 
teaching in the ZPD [8].  The ZPD is described as the distance between actual 
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development during independent problem solving and the learner’s potential 
development if assisted by a more able peer or adult [5]. Much of Vygotsky’s work 
highlights the benefits for the learner of working in collaboration with a more able 
peer, adult or domain expert. The domain expert can be represented using intelligent 
software support, for example, personalised adaptive scaffolding. A number of 
systems exist which illustrate how technology can be used to scaffold the learning 
process [9, 10, 11]. 

Additionally, parents can provide scaffolding for their young learner’s 
development. Technology has afforded parents a greater opportunity to get involved 
in their child’s learning. This involvement can have a number of guises from 
increasing the possibility of parent, child and teacher discussions [12, 13] to providing 
extra resources for the child at home [14] to collaborative learning between the parent 
and child [15]. However, little work exists in providing support for the parent during 
home tutoring. Research to date has focused on providing support for the child in 
achieving their learning outcomes [16].  

In summary, research suggests the need for parental involvement to ensure a 
child’s academic success. In particular, the Suzuki method is one teaching philosophy 
that emphasizes the need for the parent. However, parents can find home tutoring 
difficult due to lack of pedagogical knowledge. One method of supporting parents is 
through the provision of scaffolding. However, despite research indicating that 
scaffolding can have a positive influence on the learning process little research exists 
on its benefits when supporting the parent during home tutoring.  Consequently, this 
research investigates through P.A.C.T. how parents, and in turn the learning process, 
can benefit from scaffolding during home tutoring.  

3   Study 1 – Identifying Best Practice Exemplars 

P.A.C.T. will provide personalised adaptive scaffolding, which supports Suzuki 
parents during violin practice at home. Study 1 is concerned with the identification of 
best practice exemplars. The research aim of this study is to identify best practice 
exemplars in terms of the Suzuki method. This was necessary, as these exemplars 
would form the basis of the computer-based support. A number of qualitative research 
studies, namely, interviews with the domain expert (a qualified Suzuki teacher) and 
Suzuki music lesson observations were carried out.  

The purpose of the interview with the domain expert was to gain an understanding 
of best practice and identify best practice exemplars. The interview consisted of some 
low-level questions such as the structure of a music lesson and home practice and 
more high-level open-ended questions. Consequently, it was necessary to identify 
how the aforementioned exemplars might be incorporated into home tutoring. This 
was the context for observing six music lessons of beginning Suzuki students.  

3.1   Study1 – Analysis and Findings 

From a qualitative analysis of the interview and lesson observations a set of best 
practice exemplars and their practical application was identified. Table 1 illustrates 
these best practice exemplars.  
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Table 1. Suzuki best practice exemplars 

Exemplar Description 
Listening Daily listening to music/language is necessary to develop 

new music/language skills. 
Mastery Learning Emphasises the need to focus on one step at a time, as it 

is easier for a child to master new skills when each step is 
mastered before the next is encountered.  

Motivational Games Parents are encouraged to use creative and imaginative 
strategies to increase motivation. This can be achieved 
through the use of playful games. 

Positive 
Reinforcement 

Parents should always encourage their child’s efforts 
through positive affirmations. 

Tutoring Variations Involves the presentation of content using different 
tutoring styles to help the learner master difficult 
concepts. 

Repetition Emphasises the need to repeat new skills many times 
until they are mastered. 

Review Continuous review of previously acquired knowledge is 
necessary for mastery and can be used as a building block 
in learning new skills. 

 

Listening is incorporated into each lesson through the child listening to the teacher 
playing Suzuki pieces. Suzuki tells us that the young child’s rate of progress is 
directly dependent upon the amount of listening done [3]. Mastery learning involves 
new skills being taught in a step-by-step approach where each skill is mastered in 
turn. For example, if a child is learning a new rhythm they would practice on the E 
string so the left hand is not required, allowing them to focus on the rhythm. Lessons 
begin with the so-called Numbers game, a motivational game to help children place 
the violin. Motivational games are also used throughout the entire practice to help 
children with particular aspects of the playing. Positive Reinforcement is used to 
recognise the child’s efforts and to encourage and motivate the child to do better. 
Phrases such as “Well done” or “That was very good, now, can you do better?” are 
used by the teacher. During lessons the teacher is very aware of the child’s 
concentration level. If the child becomes distracted or is finding a new skill too 
difficult to master the teacher varies the teaching method. For example, if the child 
was learning a new rhythm but finding it difficult to play the teacher may ask the 
child to clap it. During Suzuki lessons students repeat new skills many times. 
Repetition is structured, phrases such as “Repeat that three times” are used.  The 
initial part of each lesson is a review of previously learned pieces from the Suzuki 
repertoire. The teacher continuously stresses the importance of review. All lessons 
incorporate the same teaching strategies, namely listening, mastery learning, 
motivational games, positive reinforcement, tutoring variations, repetition and review, 
where appropriate, to benefit the child. 
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4   P.A.C.T. – The Design 

The Parent and Child Tutor (P.A.C.T.) is web-based educational technology that 
encourages best practice by Suzuki parents when practicing at home with their 
child. P.A.C.T. is designed based on the set of best practice identified in study 1. 
P.A.C.T provides the parent with screen-based reminders of best practice and how 
this can be incorporated into home tutoring. The parent can first decide if it is best 
for the child to begin by listening to the Suzuki repertoire, playing some review 
pieces, practicing new skills or playing a game. It was observed from the lesson 
observations that practice could be subdivided into the following components: 
Listening, Review or Learning New Skills. Figure 1 illustrates how these options 
are presented to the user. 

 

 

Fig. 1. Parent’s Initial Choice 

If the parent decided to focus on learning new skills they can focus on the melody, 
rhythm or the child’s posture. It was important when designing P.A.C.T. to break 
each task into manageable steps, mastery learning being a best practice exemplar. 
Parent’s are reminded of other best practice exemplars where appropriate based on 
findings from Study 1. For example, Figure 2 illustrates the teaching strategies, which 
could be incorporated when learning a new melody. An example of how the Listening 
can be applied during home tutoring is illustrated in Figures 3. 

As parents may not posses may technical skills it was important to keep the design 
simple and straightforward. Also, it was important to remember that the parent’s 
focus should be on their child therefore, it was important to ensure that instructions 
were clear and concise and did not over complicate the practice. 
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Fig. 2. Choice of Exemplars 

 

Fig. 3. Listening Exemplar 

5   Study 2 – Validation of P.A.C.T. 

The purpose of Study 2 is to validate P.A.C.T. The study consists of parent-child 
practice observations and qualitative feedback from two domain experts. Two 
volunteer parent and child (aged 5 and 6 years) dyads participated in the research 
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study. The sample was opportunistic and the only criterion was that they were 
beginning Suzuki students. The actions and the conversations of the participants 
were video recorded. The experiment design consisted of parents practicing with 
their child for ten minutes to give an indication of the type of tutoring the parent 
was providing. Following this parents were presented with an opportunity to 
familiarise themselves with P.A.C.T. Another ten-minute practice session followed 
where parents were assisted by P.A.C.T. After practicing with P.A.C.T. parents 
were asked a set of four questions including questions such as “What did you enjoy 
about using P.A.C.T?”  

Qualitative feedback was also received from two domain experts (qualified Suzuki 
teachers). Feedback was received on the design of P.A.C.T. Also, the domain experts 
were given an opportunity to view the video recordings of the parent-child dyads 
interaction with P.A.C.T and give feedback. Feedback with the domain experts was 
recorded. 

5.1   Study 2 – Analysis and Findings 

The video data from the parent and child practice sessions was coded and analysed 
using the schema listed in Table 1. Two assessors independently rated the occurrences 
of best practice exemplars in the tutoring strategies used by the parents during 
practice sessions with and without P.A.C.T. The assessors were two music teachers, a 
Suzuki teacher and a conventional music teacher. The Pearson Correlation 
Coefficient1 was used to gain a measure of the similarity between assessors’ ratings, 
which, resulted in a correlation of 0.86, the correlation between assessors’ ratings was 
calculated to demonstrate the similarity in their findings. The average of both 
assessors’ ratings for each category was calculated. Table 2 lists the average 
occurrences of best practice exemplars with and without using P.A.C.T. It is 
surprising to note the dramatic increase in best practice exemplars when parents 
practiced with P.A.C.T. and in particular the increased use of positive reinforcement 
and motivational games. 

When practicing without P.A.C.T. practice was unstructured and unfocused. With 
both dyads, the child was busy playing the Violin but there was little focus or goal to 
the practice. Dyad 1 spent a lot of time deciding what to practice but less time actually 
practicing. With Dyad 2 the practice was more fluid but the child did not learn a lot, 
as there wasn’t an attempt to master any specific skill. On observing the practice the 
domain experts confirmed that this would typically be the type of practice that would 
take place in the home environment of both dyads. When practicing with P.A.C.T. the 
practice was much more structured, Dyad 1 spent less time deciding what to practice, 
on observing the practice the domain experts commented that this was helpful as 
during Dyad 1’s home practice more time is spent deciding what to practice than 
practicing. With Dyad 2 the practice was much more structured and the parent 
focused on one aspect of the child’s posture, a range of best practice exemplars were 
used to tutor the child in this specific task.  

                                                           
1  It was not possible to use Cohen’s Kappa test as assessors’ were not asked to sort a number of 

items into a set of categories but to measure the number of occurrences of best practice 
exemplars.  
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Table 2. Average ratings of best practice exemplars 

 

L
istening 

M
astery 

L
earning 

M
otivational  
G

am
es 

P
ositive 

R
einforcem

ent 

T
utoring 

V
ariation 

R
epetition 

R
eview

 

Dyad 1 0 0 0 3 0 0 0.5 

Dyad1 + 

P.A.C.T. 

1 3.5 6.5 7 0 1.5 3.5 

Dyad 2 0 0 0 2 0 0 2 

Dyad2 + 

P.A.C.T. 

2.5 4.5 4 9 0.5 4.5 3.5 

 

As can be seen from Table 2 there was a dramatic increase in the use of 
motivational games with both dyads. It is important that parents use creative and 
imaginative strategies to increase motivation [6].  Both parents stated that they 
particularly liked the motivational games. One parent states “they gave me ideas, 
made it interesting for her (the child)” and “the child would definitely look forward to 
it if they knew they were coming up”. Dyad 1 primarily used motivational games to 
increase motivation and to engage the child. However, once the child began to 
concentrate the parent focused on having a correct bow hold. Dyad 2 used the 
motivational games as another tutoring method to focus on the bent thumb.  

There was also a dramatic increase in the use of positive reinforcement. “Very 
good, can you do better?” is the basic Suzuki formula [3]. When practicing without 
P.A.C.T. parents were quite sparing with praise. With P.A.C.T. there was quite an 
increase in the use of positive affirmations. This may be due to the screen prompts or 
because practice was more focused and goal-oriented. 

The domain experts were particularly pleased with the inclusion of the listening 
exemplar. Their experience is that students do not listen enough to the recordings of 
the Suzuki repertoire, with parents usually stating explanations such as “Can not find 
the CD” or “The CD player isn’t working”. The domain experts believed that 
P.A.C.T. would promote listening during home practice. They were also particularly 
pleased with the inclusion of the repetition and review exemplars. It is their 
experience that parents do not encourage the child to review previously learned pieces 
during daily practice and this is reflective in the child’s playing. Also, it is their 
experience that parents do not encourage repetition of tasks to develop new skills. If 
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repetition is used it is often unfocused and unstructured. The results in Table 2 
illustrate that there was an increase in the occurrences of review for both dyads when 
practicing with P.A.C.T. With Dyad 2 there was also an increase in repetition. 

On overall impressions of P.A.C.T both dyads stated that they would prefer 
practicing with P.A.C.T.  One parent followed this by stating “It took the blame off 
me”. It is often difficult for parent to know how to practice with their child and they 
may find it difficult to be confident in their tutoring abilities [6]. The domain experts 
commented on this saying “If they don’t know what to do the computer (P.A.C.T.) is 
there”. The domain experts believed that P.A.C.T. would have a positive influence on 
home tutoring. They stated “I can see it being of huge benefit to teachers and 
parents”, “I’m excited about it I think it will be very good” and “I think it would be 
very very useful”. When asked did they think that the inclusion of P.A.C.T. would 
lengthen the practice it was stated “No, I think it would focus it (the practice) a lot 
better”.  

The main criticism of parents and domain experts was that they expected some 
content in P.A.C.T. which was aimed specifically at the child. For example, if 
P.A.C.T. contained more visual stimulus for the child in the form of graphics or 
animations that could be used a reward when a task was completed.  

Domain experts also believed that P.A.C.T. could afford parents the opportunity to 
realise that the Suzuki method is not just about learning to play an instrument but the 
overall development of the child (e.g. building self-esteem and hand-eye co-
ordination).  

In summary, the research studies carried out indicate that through the provision of 
scaffolding through P.A.C.T., for parents during home tutoring, there is an increase in 
best practice.  

6   Conclusions 

This paper introduced the Parent and Child Tutor (P.A.C.T), a non-adaptive computer 
based support which facilitates best practice during home tutoring. In particular, 
P.A.C.T. supports the parent during Suzuki violin practice. The paper presented two 
studies. In the first study we identified a set of best practice exemplars through 
lessons observations and teacher interviews.  The results from this study informed the 
design of PACT. The second study investigated the effectiveness of PACT in 
supporting best practices exemplars. Results suggest a surprisingly high increase in 
the use of best practice exemplars when the parent was supported by P.A.C.T. In 
particular, there was a dramatic increase in the occurrences of positive reinforcement 
and motivational games. Qualitative feedback from domain experts indicate the 
benefits for parents and teachers in using P.A.C.T. Future research will involve the 
development of P.A.C.T. to provide personalised adaptive scaffolding. P.A.C.T. will 
be adaptive in so far as it addresses the weakness in parent’s tutoring style and in 
structuring home tutoring. In particular adaptive scaffolding may encourage greater 
use of best practice exemplars and structured tutoring. It is expected that personalised 
support will increase the effectiveness of home tutoring. 



624 O. Lahart, D. Kelly, and B. Tangney 

References 

1. Greenwood, G. E., & Hickman, C. W. (1991). Research and practice in parent 
involvement: Implications for teacher education. The Elementary School Journal, 91,  
278-288. 

2. Dornbusch, S. M., & Ritter, P. L. (1988). Parents of high school students: A neglected 
resource. Educational Horizons, 66, 75-77. 

3. Suzuki, S. (1986). Nurtured by Love: The Classic Approach to Talent Education 2nd 
edition. Suzuki Method International. 

4. Hickman, C. W., Greenwood, G. E., & Miller, M. D. (1995). High school parent 
involvement: Relationships with achievement, grade level, SES, and gender. Journal of 
Research and Development in Education, 28, 125-134. 

5. Vygotsky, L. (1978). Mind in society: the development of higher psychological processes. 
Cambridge MA: Harvard University Press. (Original material published in 1930, 1933 and 
1935). 

6. Starr, C., & Starr, W. (1983). To learn with love: a companion for Suzuki parents. 
Knoxville, TN: K. Ellis Press. 

7. McLoughlin, C., Winnips, K., & Oliver, R. (2000). Supporting Constructivist Learning 
through Learner Support On-line. In Proceedings of World Conference on Educational 
Multimedia, Hypermedia and Telecommunications 2000 (pp. 674-680). Norfolk, VA: 
AACE. 

8. Wells, G. (1999) Dialogic Inquiry: Towards a Sociocultural Practice and Theory of 
Education. New York: Cambridge University Press. 

9. Koedinger, K. R., J. R. Anderson et al. (1997). Intelligent tutoring goes to school in the big 
city. International Journal of Artificial Intelligence in Education 8: 30-53. 

10. Luckin, R. and Hammerton. L, (2002). Getting to know me: helping learners understand 
their own learning needs through metacognitive scaffolding. Intelligent Tutoring Systems. 
S.A.Cerri, G. Gouarderes and F. Paranguaca (Eds) Berline, Springer-Verlag: 759-771. 

11. Jackson, S., J. Krajcik et al. (1998). The Design of Guided Learner-Adaptable Scaffolding 
in Interactice Learning Environments. Conference on Human Factors in Computing 
Systems, Los Angeles, California, United States, ACM Press/Addison-Wesley Publishing 
Co. New York, NY, USA. 

12. National ParentNet Association Available from: http://www.parentnetassociation.org/ 
content/resources/research.htm [Accessed 20 December, 2005] 

13. IBM Research ThinkReseach: New educational software devised by IBM - Featured 
Concept Wired for Learning By Stephen S.Hall. Available from: 
http://domino.research.ibm.com/comm/wwwr_thinkresearch.nsf/pages/wired396.html 
[Accessed 20 December, 2005] 

14. NumberWorks@Home. Available from: http://www.numberworks.com/nwathome/ 
default.asp [Accessed 20 December, 2005] 

15. O’Connor, J., KeraWalla, L., & Lickin, R. (2005). Using Discuission Prompts to Scaffold 
Parent-Child Collaboration Around a Computer-Based Activity. In Proceedings of AIED 
2005, Amsterdam, Holland. p176 – 183. 

16. The Parent Tutor. Available from: https://parenttutor.com/default.asp [Accessed 20    
December, 2005] 



Scaffolding Problem Solving with Annotated,
Worked-Out Examples to Promote

Deep Learning

Michael A. Ringenberg and Kurt VanLehn

University of Pittsburgh, Learning Research and Development Center
3939 O’Hara St., Pittsburgh PA 15260, USA

412-624-3353
mringenb@pitt.edu, vanlehn@cs.pitt.edu

http://www.pitt.edu/~mringenb/

Abstract. This study compares the relative utility of an intelligent tu-
toring system that uses procedure-based hints to a version that uses
worked-out examples for learning college level physics. In order to test
which strategy produced better gains in competence, two versions of An-
des were used: one offered participants graded hints and the other offered
annotated, worked-out examples in response to their help requests. We
found that providing examples was at least as effective as the hint se-
quences and was more efficient in terms of the number of problems it
took to obtain the same level of mastery.

1 Introduction

At the heart of most educational research is the search for ways to improve the
instruction of novices. One strategy that has been found to be very effective is
one-on-one human tutoring [1]. The economics of providing one-on-one tutoring
has prompted the investigation of other techniques to boost learning. Another
technique is to use intelligent tutoring systems to supplement classroom instruc-
tion and to substitute for individualized instruction. Another technique is to use
embedded examples in instructional material [2], [3], [4], [5], [6]. As both paths
have met with some success, it is worth comparing them and exploring ways to
combine them.

Our study was done with modification of Andes, an intelligent tutoring system
that aids the instruction of college-level introductory physics [7]. The main func-
tion of Andes is to present students with problems and to let the students solve
them with the option of receiving adaptive scaffolding from the system. The two
types of adaptive scaffolding in Andes are flag feedback and hints. Flag feedback
marks the student’s input as either correct or incorrect. When the student asks
for help, Andes presents the student with a hint. The hint either points out what
is wrong with the input or suggests a step to do next. The hint is based on the
anticipated next step in solving the problem. It is designed to help the student
identify and apply the missing relevant basic principles and definitions. In this
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way, Andes tries to link the current problem-solving step with facts the student
has already been taught.

Each hint is staged in a graded fashion known as a hint sequence. The stu-
dent is typically presented first with a vague suggestion to prompt self expla-
nation of the next step or to identify and correct the current error. The stu-
dent can then ask for the next level in the hint sequence if the student judges
that the previous hint was insufficient. The hints become more concrete as
the sequence is followed. The last level in a hint sequence typically supplies
the entire anticipated next correct problem-solving step. This is referred to
as the bottom-out hint. This graded structure of hints has been used in sev-
eral intelligent tutoring systems (For more information on Andes, please see
http://www.andes.pitt.edu/). Students can and do resort to “help abuse”
when this form of adaptive scaffolding is offered [8]. Students can click through
the hints rapidly in order to get to the bottom-out hint and will ignore the rest
of the hint sequence. This strategy is a problem because it is associated with
shallow learning [8].

Our basic hypothesis is that novice students will learn more effectively if
we replace Andes’ hint sequences with worked-out near-transfer examples. A
worked-out example is a solved problem with all of the anticipated problem-
solving steps explicitly stated. A near-transfer example has a deep structure
similar to that of the current problem and uses the same basic principles. Several
lines of evidence suggest that worked-out examples will be more effective for
novices than hint sequences.

First, based on an observation from previous Andes studies, some students will
find the solution to one problem through help abuse and then refer back to that
solved problem when faced with a similar problem. In essence, they are using
the first problem to create a worked-out example. This observation is consistent
with studies showing that novices prefer to learn from examples as opposed to
procedural instructions [9].

Second, we suspect that the hints provided by Andes can provide good tar-
geted help to students who are already familiar with the subject material and
have an adequate understanding of the underlying principles. However, for
novices, the first hints in the graded hint sequence probably make little sense.
Novices are not sufficiently familiar with the subject material for the hints to
activate the reasoning needed to finish the anticipated next step, nor are they
familiar enough with the problem solving structure to understand why the hint
is relevant.

Third, worked-out examples have been shown to be effective instruction in
some cases. In one study, worked-out examples were more effective than pre-
senting procedural rules [3]. However, examples are more effective when they
alternate with problem solving, presumably because studying large blocks of ex-
amples becomes boring [10]. By using a single example in place of a hint sequence
for each problem, we can avoid the boredom of large example blocks.

On the other hand, worked-out examples are not always effective. Their useful-
ness requires that students self-explain the solution steps listed in the example.
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A self-explanation for an example is a meaningful and correct explanation of
a step in the student’s own words [11]. Unfortunately, students do not tend to
produce self-explanations spontaneously and many students produce ineffective
self-explanations. Useful self-explanations can be categorized as either deriva-
tions or procedural explanations [12]. Derivations answer the question “Where
did this step come from?” and procedural explanations answer the question
“Why was this step done?”

When students do not engage in self-explanation, they do not tend to develop
a deep understanding of the material. Novices tend to match surface features of a
problem, like diagrams and problem statement wording, with those in a worked-
out example. In contrast, experts use the principles and deep structure as criteria
for matching a worked-out example to a problem [13]. The deep structure refers
to a general plan or sequence of principle applications that can be followed in or-
der to solve the problem. By providing worked-out examples with well-structured
explicit steps to the solution and annotations of the relevant principles for each
step, we are presenting students with examples of good self-explanations. This
is expected to promote identification of the underlying problem structure and
facilitate recognition of similar problem structure in different problems. Provid-
ing an annotated, worked-out example during problem solving enables a direct
comparison and should encourage the student to focus on the common deep
structure between the problem and the example. This will lead the students
who are provided with these examples to perform better on tasks that test the
deep structural understanding of the problems than those who are not provided
with them.

2 Methodology

This was a hybrid study in that it was both naturalistic and experimental.
The experiment was conducted during a second semester, college level physics
course. As part of the graded homework for this course, students solved problems
with Andes. Students who volunteered to participate in the experiment used a
modified version of Andes to do this homework. The post-test for this study was
administered either three or four days before the in-class exam, depending on
students’ regular lab sessions. The time frame of homework completion was at
the students’ discretion, and ranged from a few weeks before the relevant in-
class exam to many weeks after. This unanticipated confound was resolved by
the creation of a new category “No-Training” for participants who had not done
any of their homework before this study’s post-test.

The study had two experimental conditions: Examples and Hints. In the Ex-
amples condition, participants were presented with annotated, worked-out ex-
amples in response to any help request while using Andes. Each problem was
mapped to a single example, but several problems were mapped to the same
example if they shared the same deep structure. In the Hints condition, par-
ticipants were given Andes’ normal graded, step-dependent hints in response to
help requests. The dependent variable for this experiment was performance on a
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problem matching task. Participants were asked to choose which of two problem
statements would be solved most similarly to the given problem statement. This
task is meant to evaluate deep learning by measuring participants’ recognition
of deep structure similarities.

The study participants were recruited from students already participating in
the physics section of Pittsburgh Science of Learning Center LearnLab (http://
www.learnlab.org/). The physics section was run as part of the General Physics
I/II classes in the United States Naval Academy in Annapolis, Maryland. A total
of forty-six volunteers were recruited from two sections of this course taught
by the same professor. Participants were instructed to download the version
of Andes which was modified for this study to use for the assigned homework
problems on the topic of “Inductors.” Because use of Andes was demonstrated
in class and required for homework throughout the course, students in these
sections were expected to be familiar with it. No restrictions were placed on
use of the study-assigned Andes program, textbooks, professors, peers, or any
other supplementary material. Due dates for Andes homework in the course
were not rigidly enforced. Only the unmodified Andes version of the homework
on Inductors was made available to the participants for in the Hints condition.
Those in the Examples condition were assigned the same homework problems
but instead were given access only to a modified version of Andes with the graded
hints replaced with a worked-out example problem.

The worked-out examples were designed to be near-transfer problems where
numeric values and some other surface features were changed. The solution to
a homework problem requires solving for a variable in an equation while the
worked-out example shows steps to solving a different variable in the same
equation. For example, the equation for Ohm’s law is V = IR (voltage = cur-
rent*resistance). If one homework problem gives values for V and R and asks
the student to calculate I, and another gives values for V and I and asks for R,
then the one worked-out example used for both of these questions would show
steps for calculating V from given values for I and R. This relationship means
that only five worked-out examples were needed for the ten homework problems.
The problem solving steps in the examples were written and annotated with the
principle used in each step, or with a list of the equations that were algebraically
combined for a given step. The example was designed to show completed problem
solving steps and solutions identical to those used in unmodified Andes prob-
lems. The principles in the annotations were linked to the appropriate Andes
subject matter help pages so that the same body of problem-solving information
was available to all participants.

The post-test was administered during the last lab session of the class prior
to the in-class examination on this material. The test format was adapted from
the similarity judgment task described by Dufresne, et. al [14]. It consisted of
twenty multiple choice questions in random order, with randomly ordered answer
choices, presented one at a time with thirty minutes given to complete the test.
Each question contained three unsolved problems: a model problem and two
comparison problems. Each of these problems consisted of a few sentences and
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a diagram. There were four possible types of relationship between the model
problem and the two comparison problems:

I. Same surface features with different deep structure
II. Same surface features with the same deep structure
III. Different surface features with different deep structure
IV. Different surface features with the same deep structure

Only one of the comparison problems in each question had the same deep
structure as the model problem (Type II and IV). The homework covered five
different deep structure concepts. In the post-test, four questions were related to
each deep structure concept, each with a different combination of surface feature
relatedness. The theoretical strengths of this method of measuring competence
include emphasis on deep structure and de-emphasis of algebraic skills [14]. The
participants were given the following written instructions:

“In the following evaluation, you will be presented with a series of prob-
lem statements. You do not have to solve the problems! Your task will
be to read the first problem statement and then decided which of the
following two problems would be solved most similarly to the first one.”

In contrast to the format used by Dufresne, et. al [14] The model problems
in this study were repeated as infrequently as possible (given the small num-
ber of variables in each equation). The present study also drew all correctly
matched deep structure problems in the post-test from the assigned homework
and worked-out examples.

The participants were assigned to the two experimental groups in a pairwise
random fashion based on their cumulative Grade Point Average (GPA). This
single criterion was used to balance the two groups in terms of previous perfor-
mance without regard for other variables such as class section, gender, academic
major, or age. Ten specific homework problems from the fourteen Inductance
problems available in Andes were assigned to the class.

3 Results

Of the twenty-three participants assigned to each condition, only nine from the
Examples condition and twelve from the Hints condition had asked for help from
Andes to solve at least one of the homework problems before the study’s post-
test. Twenty other participants had not started working on the assignment and
two of these did not complete the post-test either. Five participants had solved
at least one homework problem in Andes without using the any of the available
help. Only those participants who completed the post-test were included in the
final analysis. Of those who did any of the homework, only those who asked
for help at least once were exposed to the manipulated variable, and so the five
participants who did not ask for help were excluded.

There were no significant differences in performance on circuit questions
among the three conditions on the in-class examination administered before
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Variable Averages No-Training Hints Examples p

In-Class Circuit Exam 187 ± 21 178 ± 34 201 ± 38 0.5684
Total Training Time (s) - 7942 ± 3681 4189 ± 2407 0.0735
Time per Problem (s) - 672 ± 238 508 ± 162 0.2540
# of Problems Solved - 11 ± 1.53 8.1 ± 2.8 0.0427
Weighted Post-Test 3.56 ± 0.49 4.30 ± 0.37 4.88 ± 0.56 0.0010
Problem Efficiency - 0.413 ± 0.076 0.711 ± 0.215 0.0034

Fig. 1. Results are reported as mean±95% confidence limits

this study. This suggests that even though the participants who did not do
homework self-selected the No-Training condition, all three conditions ended
up with equivalently competent students. (see Fig. 1: In-Class Circuit Exam;
F(2,36) = 0.57, p = 0.5684). There was a notable but not statistically significant
difference in the total time participants chose to spend solving homework prob-
lems between the Examples and Hints groups, with the Hints group spending
more time on problems (see Fig. 1: Total Training Time; t17.6 corrected = 1.90,
p = 0.0735). In contrast, the average time spent per problem (see Fig 1: Time
per Problem; t19 = 1.18, p = 0.2540) was more consistent between the two
groups. There was a significant difference in the average number of problems at-
tempted between the two groups, with the Hints groups working on more prob-
lems than the Examples group (see Fig. 1: # of Problems Solved; t19 = 2.17,
p = 0.0427).

By construction, the post-test questions varied considerably in their difficulty;
for instance, it should be easier to identify similar deep structure when the sur-
face features are also similar, and harder to identify them when the surface
features are different. To more accurately measure competence, a weighted score
was used. The post-test questions were weighted according to their difficulty as
determined by the performance of the No-Training participants on each of the
questions. The weight given to each question was 1 − #correct

18 , where #correct
was the number of participants from the No-Training condition who answered
the given question correctly The calculated weights on the problems were in
agreement with a priori expected performance differences on the different prob-
lem types.

When an ANOVA model was fit using the weighted post-test scores (see Fig. 1:
Weighted Post-Test), a statistically significant difference among the three groups
was detected (F(2,36) = 8.49, p = 0.0010). With the Tukey-Kramer adjustment
for multiple comparisons, it was found that the participants in the Examples
condition did significantly better on the post-test than those in the No-Training
condition (t = 3.98, p = 0.0009). The Hints condition also did better than the
No-Training condition (t = 2.45, p = 0.0496). However, it was not possible to
distinguish a difference between the Hints condition and the Examples condition
based solely on the weighted post-test score (t = 1.61, p = 0.2525). Other
dependent variables, such as GPA and in-class examination scores, were not
found to be significant factors in any ANCOVA models.
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Fig. 2. Results are reported as means with
error bars showing the ±95% confidence
limits. Either form of training is better
than none, but the difference in weighted
post-test scores of the Hints and Examples
conditions are not statistically significant.

Fig. 3. Problem efficiency is defined as
by condition where training efficiency
is the weighted post-test score divided
by the number of problems solved. Re-
sults are reported as means with er-
ror bars showing the ±95% confidence
limits. Training problems with exam-
ples were more efficient at raising post-
test scores than training problems with
hints.

Problem efficiency was also calculated, that is, the increase in weighted post-
test score per training problem done. The Examples and Hints conditions had
weighted post-test scores that were not significantly different from each other but
the participants in the Examples condition chose to do fewer training problems.
The problem efficiency for the Examples condition was significantly higher than
for the Hints condition (see Fig. 1:Problem Efficiency and 3; t = 3.34 p = 0.0034).

An ANCOVA model was fit using the weighted post-test scores with the num-
ber of problems attempted as the covariate and the Hints or Examples condition
as the categorical variable (see Fig. 4. It was determined that the interaction
effect between the condition and the number of problems was not significant
(p = 0.8290). When the number of training problems was controlled by estimat-
ing the mean weighted post-test score at the overall mean number of training
problems (μ∗ = 9.76), the difference in scores for the two training conditions con-
dition was significant (μExamples = 4.88 ± 0.46; μHints = 4.14 ± 0.50; t = 2.30,
p = 0.0338). This was consistent with the Problem Efficiency results and demon-
strates that given the same number of training problems, participants in the
Examples condition performed better on the post-test than participants in the
Hints condition.
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Fig. 4. Weighted post-test score versus number of problems solved with a fitted regres-
sion lines for the Hints and Examples conditions

4 Discussion

The results of this study demonstrate the value of working on Andes training prob-
lems to improve competence, whether with worked-out examples or graded hints.
Although students in the No-Training condition were self-selected, they showed no
significant difference in competence with basic circuit concepts prior to the study
(as measured by scores on an in-class exam). One important difference between
the two training conditions was the time on task, measured by the amount of time
spent on the training homework. Participants in the Example condition chose to
solve fewer training problems on average than the participants in the Hints condi-
tion. This was not due to the participants in the examples condition taking longer
to solve problems, as the average time to solve each problem was not significantly
different, but due to participants in the Hints condition choosing to spend more
time working on more problems. Though participants in the Examples condition
solved fewer problems on average than those in the Hints condition, they did at
least as well on the post-test. This evidence supports the hypothesis that worked-
out examples are a more efficient form of problem-solving help than graded hints.
Due to the small number of participants involved in this study, aptitude treatment
interactions could not be examined. A larger study might reveal an expertise re-
versal effect, where worked-out examples are more effective than graded hints for
novices and less effective than graded hints for experts [15].
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While previous studies have shown that providing worked-out examples can
lead to shallow learning [13], this study indicates that worked-out examples may
in fact be more efficient at promoting deep learning than graded hints. This has
implications for tutoring system design in that examples may be a valuable ad-
dition to intelligent tutoring systems. Moreover, adding worked-out examples to
an intelligent tutoring system should be fairly easy. The examples used in this
study were easily added to Andes, mostly because there was no “intelligence”
that needed to be designed to implement this strategy. One possible disadvan-
tage of graded hint sequences is that they may be too rigid to accommodate
the individual thought processes of different students. If the intelligent tutoring
system that provides graded hints is good at assessing the participant’s thought
process, then the hints it can provide are likely to be effective. If the system can’t
identify and provide feedback relevant to a student’s thought process, the hints
will probably seem close to meaningless. If this happens too often, the student
may decide that the hints are useless.

Worked-out examples can be a way of making sure that the system can pro-
vide a shared context for the student. They may be of particular value when the
system has not collected enough data to evaluate the student effectively or if
communication seems to have failed. One way to integrate worked-out examples
into a graded hint system is to replace the bottom-out hint with the relevant
worked-out example. This change may be particularly useful in addressing the
help abuse [8]. It would be informative to see whether this strategy would re-
duce help abuse or provide incentive for the participants to click through a hint
sequence rapidly just to see the worked-out example at the end. Worked-out
examples could be integrated into more complicated intelligent tutoring systems
that can assess the utility of different actions and provide these examples when
appropriate [16]. Increasing the diversity of possible useful actions in such a
system could only improve its performance.
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A Appendix

– For examples of the training problems; the annotated, worked-out examples;
and the post-test problems, visit http://www.pitt.edu/~mringenb/AWOE/.

– For more information about Andes, visit http://www.andes.pitt.edu/.
– For more information about LearnLab, visit http://www.learnlab.org/.
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Abstract. Razzaq et al, 2005 reported that the Assistment system was causing 
students to learn at the computer but we were not sure if that was simply due to 
students getting practice or more due to the "intelligent tutoring" that we  
created and force students to do if they get an item wrong.  Our survey 
indicated that some students found being forced to do scaffolding sometimes 
frustrating.  We were not sure if all of the time we invested into these "fancy" 
scaffolding questions was worth it.  We conducted a simple experiment to see if 
students learned on a set of 4 items, if they were given the scaffolds compared 
with just being given hints that tried to TELL them the same information that 
the scaffolding questions tried to ASK from them.  Our results show that 
students that were given the scaffolds performed better although the results 
were not always statistically significant. 

1   Introduction 

Early evidence that the Assistment system was causing students to learn was reported 
by Razzaq et al, 2005 [9]. The Assistment system, a web-based system that aims to 
blend assisting students and assessing their knowledge, was causing students to learn 
8th grade math at the computer, but we were uncertain if that was simply due to 
students getting more practice on math problems or more due to the "intelligent 
tutoring" that we created and force students to participate in if they got an item wrong. 
Our survey indicated that some students found being forced to do scaffolding 
sometimes frustrating.  We were not sure if all of the time we invested into these 
"fancy" scaffolding questions was worth it.  We conducted a simple experiment to see 
if students learned on a set of 4 items if they were forced to do the scaffolding 
questions, which would ASK them to complete each step required to solve a problem, 
compared with being given hints, which would TELL them the same information 
without expecting an answer to each step. In our study, our “scaffolding” condition 
represents a more interactive learning experience than the "hints" condition. Several 
studies in the literature have argued that more interactivity will lead to better learning. 

Studies indicate that experienced human tutors provide the most effective form of 
instruction known [2]. They raise the mean performance about two standard 
deviations compared to students taught in classrooms. Intelligent tutoring systems can 
offer excellent instruction, but not as good as human tutors. The best ones raise 
performance about one standard deviation above classroom instruction [6]. 
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In studying what makes a tutoring 
session successful, VanLehn, Siler and 
Murray (1998) [11] identified principles 
for effective teaching. One important 
principle was that tutors should not offer 
strong hints or apply rules to problems 
themselves when students make mistakes. 
Students miss the opportunity to learn 
how to solve a problem when they are 
given an answer and are not allowed to 
reason for themselves.  

Merrill, Reiser, Ranney and Trafton 
(1992) [7] compared the effectiveness of 
human tutors and intelligent tutoring 
systems. They concluded that a major 
reason that human tutors are more 
effective is that they let the students do 
most of the work in overcoming impasses, 
while at the same time provided as much 
assistance as necessary. [5] argues that the 
main thing human tutors do is to keep 
students on track and prevent them from 
following “garden paths” of reasoning that 
are unproductive and unlikely to lead to 
learning. [5] pointed to the large number 
of remarks made by tutors that helped 
keep students on track while learning Lisp 
programming. Modeling, coaching, and 
scaffolding are described by Collins, 
Brown and Hollum (1991) [3] as the heart 
of cognitive apprenticeship, which they 
claim “help students acquire an integrated          
set of skills through processes of 
observation and guided practice.” An 
important part of scaffolding is fading, 
which entails progressively removing the 
support of scaffolding as the student 
demonstrates proficiency [3]. 

VanLehn et al (2005) [10] reviews 
several studies that hypothesize that the 
relationship between interactivity and 
learning exists, as well as a few studies 
that failed to find evidence for this 
relationship. [10] found that when 

students found text to be too difficult, tutoring was more effective than having the 
students read an explanation of how to solve a problem. We believe that our results 

 

Fig. 1. An Assistment in progress 
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show that this was true for one of the problems in our experiment which proved to be 
very difficult for the students.  

This experiment would show that it MIGHT be beneficial to have this scaffolding, 
but the experiment would consciously confound on time as students being forced to 
do the scaffolding questions would take longer.  If this experiment worked we would 
follow up with an experiment that controlled for time on task.  Our results showed 
that students that were given the scaffolds performed better with an effect size of 0.3. 
Our survey results seem in line with this result in that students that said they tried to 
get through difficult problems as quickly as possible were negatively correlated with 
learning during the course of the year according to Feng et al (2005) [4].  We now 
plan a follow up study to see if it is worth the extra time. 

In this paper, we will present a brief introduction of the Assistment system, how an 
experiment is executed and our experimental design followed by our results and 
discussion. 

2   The Assistment System 

Two years ago, Heffernan and his colleague Ken Koedinger received funding1 to 
develop a web-based assessment system, designed to collect formative assessment 
data on student math skills. Since the assessment is delivered online, students can be 
tutored on items that they get incorrect. We are currently working with teams of paid 
and volunteer Worcester Polytechnic Institute (WPI) and Carnegie Mellon students 
and teacher volunteers to create the Assistment website, which is reported on in [9]. 

2.1   What Is an Assistment? 

Once students log into the system they are presented with math items taken from one 
of the Massachusetts Comprehensive Assessment System (MCAS) tests for math 
given in previous years. The MCAS test is a state test given to all public school 
students in Massachusetts. Figure 1 shows a screenshot of an Assistment for an 
MCAS problem from 2003. If the student had answered correctly, she would have 
moved on to a new item. The screen shot shows that she incorrectly typed 6 and that 
the system responded with, “Hmm, no. Let me break this down for you” and followed 
that up with a question isolating the first step for finding slope, finding the rise. Once 
she answered that question correctly, she was asked a question focusing on the second 
step, finding the run. After successfully identifying rise and run, the student was 
asked to divide these two values and find the slope, repeating the original question 
(we use this term to distinguish it from the other questions we call scaffolding 
questions that help break the problem into pieces). We see that the student then asked 
for a hint and was told, “The change in y from point A to point B is 3. The change in 

                                                           
1  This research was made possible by the US Dept of Education, Institute of Education 

Science, "Effective Mathematics Education Research" program grant #R305K03140, the 
Office of Naval Research grant # N00014-03-1-0221, NSF CAREER award to Neil 
Heffernan, and the Spencer Foundation.  Razzaq was funded by the National Science 
Foundation under Grant No. 0231773. All the opinions in this article are those of the authors, 
and not those of any of the funders. 
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x from point A to point B is 6. The slope can be found by dividing the change in y by 
the change in x.” This student asked for a second hint and received “The slope is 3/6.” 

2.2   Reporting in the Assistment System 

Teachers think highly of the Assistment system not only because their students can get 
instructional assistance in the form of scaffolding questions and hint messages while 
working on real MCAS items, but also because they can get online, live reports on 
students’ progress while students are using the system in the classroom.  

Fi 3 1 G d B k l d d

Tom

Dick

Harry
 

Fig. 2. The Grade book 

The “Grade Book”, shown in Figure 2, is the most frequently used report by 
teachers. Each row in the report represents information for one student, including how 
many minutes the student has worked on the Assistments, how many minutes he has 
worked on the Assistments today, how many problems he has done and his percent 
correct, our prediction of his MCAS score and his performance level.  

2.3   Experiments in the Assistment System 

The Assistment System allows randomized controlled experiments to be carried out 
[8] fairly easily. Problems are arranged in curriculums in the system. The curriculum 
can be conceptually subdivided into two main pieces: the curriculum itself, and 
sections.  The curriculum is composed of one or more sections, with each section 
containing problems or other sections. This recursive structure allows for a rich 
hierarchy of different types of sections and problems. 

The section component is an abstraction for a particular listing of problems.   This 
abstraction has been extended to implement our current section types, and allows for 
future expansion of the curriculum unit.  Currently existing section types include 
“Linear” (problems or sub-sections are presented in linear order), “Random” 
(problems or sub-sections are presented in a pseudo-random order), and “Experiment” 
(a single problem or sub-section is selected pseudo-randomly from a list, the others 
are ignored).   

When an experiment has been carried out, the Experiment Analysis tool can be 
used to extract the data from the experiment. This tool, developed by Shane Gibbons 
and Emilia Holban at WPI, allows a researcher to enter a curriculum number, which is 
a unique identifier, and returns a list for every section in the curriculum. The list 
contains students who completed problems in the section and whether they got the 
item correct or incorrect and how much time they spent on each problem. The 
Experiment Analysis tool is also able to automatically compare performance on 
particular items or sections. 
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3   Experimental Design 

An experiment carried out in 2004 tested to see whether scaffolding in the Assistment 
system get students to learn more than hints. In that experiment, 11 MCAS items on 
probability were presented to 8th grade students in Worcester, Massachusetts. We will 
refer to this as the Probability Experiment. Some students received the scaffold 
version of the item while others received the hint version. In the scaffold condition, 
the computer broke each item down into 2-4 steps (or scaffolds) if a student got the 
original item wrong. In the hints condition, if students made an error they simply got 
hints upon demand.  The number of items was controlled for.  When students 
completed all 11 items, they saw a few items that were very similar to test if they 
could do “close”-transfer problems.  

The results of the statistical analysis showed a large gain for those students that got 
the scaffolding questions, but it was discovered that there was a selection-bias. There 
were about 20% less students in the scaffolding condition that finished the 
curriculum, and those students that finished were probably the better students, thus 
invalidating the results.  This selection bias was possible due to a peculiarity of the 
system that presents a list of assignments to students.  The students are asked to do the 
assignments in order, but many students choose not to, thus introducing this bias. This 
will be easy to correct by forcing students to finish a curriculum once they have 
started it. Another reason for this bias could be due to fact that students in the hint 
condition can finish problems faster than students in the scaffold condition. We tried 
to address both of these issues in the new experiment.  

For the new experiment, we chose to focus on items that involved slope and 
intercept, which according to data from within the Assistment system, students found 
difficult. We will refer to this experiment as the Slope Experiment. Four MCAS items 
were chosen for the experiment and four more were chosen as transfer items to test 
whether the students had learned how to do slope problems. Two of the transfer items 
were also presented at the beginning of the experiment to serve as pre-test items. 
Students who got both pretest items correct did not participate in the experiment as 
they probably had already mastered the material. Students who got a pre-test item 
wrong were not told the answer or given any tutoring on the item. They were shown a 
message that told them that they would come back to this problem at the end of class. 

To make sure that all of the students had the opportunity to complete the transfer 
items, we timed the students during the Slope Experiment. The students were given 
20 minutes to work on a curriculum containing the two pretest items and four 
experiment items. They were then given 15 minutes to complete another curriculum 
containing the 4 transfer items. Unlike the Probability experiment, students had to 
complete the curriculums before proceeding to any other assignment. This procedure 
also ensured that students would work on the transfer items regardless of which 
condition they were in. 

Figure 3 shows a slope item used in the experiment. The item on the left, in the 
scaffolding condition, shows that a student has answered incorrectly and is 
immediately presented with a scaffolding question. The item on the right, in the hints 
condition, shows that a student got the item wrong and received the buggy message, 
outlined in red, of “That is incorrect”. The hint shown outlined in green appears when 
the student requests a hint by pressing the Hint button. We tried to make the hints in 
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the hints condition similar to the scaffolding questions so that the scaffolding 
condition did not have an unfair advantage. However, the hints tended to be shorter 
than scaffolding questions. The difference is that the students in the scaffolding 
condition were forced to give answers to the individual steps in the problem. We 
hypothesize that if there is a difference between scaffolding and hints in this  

 

 

Fig. 3. A scaffold item in the experiment is shown on the left. A hint item is shown on the right. 

experiment it will be due to forcing students to work actively to solve a problem, i.e. 
learning by doing, rather than allowing them to be passive.  

174 students from 3 middle schools in Worcester participated in the Slope 
Experiment. 25 students were excluded for getting both pretest items correct, 11 in the 
scaffold condition and 14 in the hints condition. Another 5 students were excluded 
because they had not completed any transfer items, 2 in the scaffold condition and 3 
in the hints condition. After these exclusions, there were 75 students in the scaffold 
condition and 69 students in the hints condition.  

4   Results  

We first ran an ANOVA to test whether the two conditions differed by pre-test. The 
result was not statistically significant so we were able to conclude that the groups 
were fairly balanced in incoming knowledge. We did know that of the two pretest 
items given, one of them was much harder than the other; 18% of the students got 
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the first pretest item correct as opposed to 45% who got the second pretest item 
correct. The first pretest item concerned finding the y-intercept from an equation 
(What is the y-intercept in this equation: y = 3/4x – 2?). The second pretest item 
presented the student with 3 points and asked them to choose the graph that 
contained the points.  

We report two different ways of analyzing our data, as we did not know ahead of 
time which method would be more likely to detect an effect. The first method, 
Analysis #1, takes into account 4 items on the posttest, while the second method, 
Analysis #2, only uses a single item, but has the advantage of being able to use 
performance on the pretest.  Is it more important to have more items on your test, or is 
it more important to use information from the pretest?  We did not know. In Analysis 
#1, we compared the two groups’ average posttest/transfer scores but ignored pretest 
scores, while in Analysis #2 we looked at differing performance on the harder of the 
two pretest items that was repeated in the posttest/transfer section. In both analyses, 
we report the p-values and the effect sizes. We also report the confidence intervals on 
the effect sizes. 

 

 

Fig. 4. Results for average on posttest items by condition 

4.1   Analysis #1 

For Analysis #1, we ran an ANOVA on the average scores on the transfer items by 
condition. We remind the reader that there were 4 posttest/transfer items so the scores 
were either 0%, 25%, 50%, 75% or 100%. 

The result showed a p-value of 0.117 with an effect size of 0.3 (See Figure 4). We 
also calculated the 95% confidence interval for this effect size of .3 and got [-0.03, 
0.6].  Because zero is included in this interval, we do not have 95% confidence that 
the effect size is real.  We wanted to get a sense of the significance of this effect size 
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so we calculated the 90% confidence interval and found the range to be [0.01, 0.56].  
This implied that the effect size was great than .01 with 90% confidence. We interpret 
this as somewhat weak evidence in support of the hypothesis that students learned 
more in the scaffolding condition. 

4.2   Analysis #2 

We also looked at scores on the transfer items that students had seen as pretest items. 
For the first pre-test item, which concerned finding the y-intercept from an equation, 
the ANOVA showed a statistically significant p-value of 0.005 with an effect size of 
0.85 (See Figure 5). The 95% confidence interval of the effect size of 0.85 is [0.5, 
1.2], meaning that we are 95% confident that the effect size is somewhere between 
0.5 and 1.2, implying that the effect size seems to be at least greater than 0.5, which is 
a very respectable effect size. 

 
Fig. 5. Results on the transfer item for the first pre-test item by condition 

For the second pre-test item, the scaffold condition did better on the transfer item 
than the hint condition, but the result was not statistically significant. 

5   Discussion 

In the previous section, we did two different analyses to look for effects of learning.  
Before we did the analyses we were not sure which was the better way of detecting 
differences.  The results seem to show that there is more learning with scaffolding 
than with hints, although the difference was not always significant between the two 
conditions.  
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The first pretest item on finding the y-intercept from an equation proved to be a 
difficult problem for all of the students and scaffolding helped significantly. Perhaps 
the scaffolding had a greater positive effect on learning for the first pretest item 
because it was much more difficult for the students than the second pretest item. We 
cannot prove that yet, but would like to study the link between the difficulty of an 
item and the effectiveness of scaffolding. 

In May, 2004, we gave students who were using the Assistment system a survey. 
324 students participated in the survey where they were asked their opinions on the 
Assistment system and math in general. Students who said they tried to get through 
difficult problems as quickly as possible were negatively correlated with learning [4] 
during the course of the year. We believe that this falls in line with the results to the 
Slope Experiment in that students who were in the hint condition could finish items 
faster. Students who were in the scaffolding condition were forced to spend more time 
doing scaffolding and ended up learning more. Students who thought that breaking a 
question down into smaller steps did not help them understand how to solve similar 
problems was negatively correlated with MCAS scores. Over 60% of the students 
surveyed thought that the Assistment system helped them prepare for the MCAS. 
Students who liked using the Assistment system better than normal classroom activity 
were positively correlated to MCAS scores. 

For future work, we plan a follow up study to see if scaffolding is worth the extra 
time where we will control for time. 
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Abstract. In this paper, we describe the open knowledge structure of Roman 
Tutor, a simulation-based intelligent tutoring system we are developing to teach 
astronauts how to manipulate the Space Station Remote Manipulator (SSRMS), 
known as “Canadarm II”, on the International Space Station (ISS). We show 
that by representing the complex ISS-related knowledge in the form of a three-
layered architecture with different levels of abstraction, and by using a new 
approach for robot path planning called FADPRM, it is no longer necessary to 
plan in advance what feedback to give to the learner or to explicitly create a 
complex task graph to support the tutoring process.  

1   Introduction 

This paper presents Roman Tutor, a simulation-based tutoring system to support 
astronauts in learning how to operate the Space Station Remote Manipulator 
(SSRMS), an articulated robot arm mounted on the international space station (ISS). 
Fig. 1-a illustrates a snapshot of the SSRMS on ISS. Astronauts operate the SSRMS 
through a workstation located inside one of the ISS compartments. As illustrated on 
Fig. 1-b, the workstation has an interface with three monitors, each connected to a 
camera placed at a strategic location of the ISS. There are a total of 14 cameras on the 
ISS, but only three of them are seen at a time through the workstation. A good choice 
of the camera on each of the three monitors is essential for a correct and safe 
operation of the robot.  

SSRMS can be involved in various tasks on the ISS, ranging from moving a load 
from one place of the station to another to inspect the ISS structure (using a camera 
on the arm’s end effector) and making repairs. These tasks must be carried out very 
carefully to avoid collision with the ISS structure and to maintain safety-operating 
constraints on SSRMS (such as avoiding collisions with itself and singularities). At 
different phases of a given manipulation such as moving a payload using the arm, the 
astronaut must choose a setting of cameras that provides him with the best visibility 
while keeping a good appreciation of his evolution in the task. Thus astronauts are 
trained not only to manipulate the arm per se, but also to recognize visual cues on the 
station that are crucial in mentally reconstructing the actual working environment 
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from just three monitors each giving a partial and restricted view, and to remember 
and be able to select cameras depending on the task and other parameters. 

             
                                (a)                                                              (b) 

Fig. 1. ISS with SSRMS (a) and the workstation (b) 

One challenge in developing a good training simulator is of course to build it so 
that one can reason on it. This is even more important when the simulator is built for 
training purpose [1]. Up until now, Simulation-Based Tutoring is possible only if 
there is an explicit problem space associated with tasks that are carried out during 
training to be able to track student actions and to generate relevant tutoring feedbacks 
[2,3]. Knowledge and model tracing are only possible in these conditions [4]. 
However, it is not always possible to explicitly develop a well-informed task structure 
in some complex domains, especially in domains where spatial knowledge is used, as 
there are many possibilities to solve a given problem. This paper proposes a solution 
to this issue through a system called RomanTutor which uses a path planner to 
support spatial reasoning on a simulator and make it possible model tracing tutoring 
without an explicit task structure. We developed a simulator of the ISS and SSRMS 
with quite realistic rendering and kinematics constraints as with the real environment. 
The Simulator knowledge structure will be described later. Fig. 1a also illustrates a 
snapshot of the simulator with SSRMS moving a payload from one place to another 
on the ISS. This simulates an operation that actually took place during the 
construction of the ISS.  

As most complex tasks deal in one way or another with moving the SSRMS and 
for the simulator to be able to understand students’ operations in order to provide 
feedback, it must itself be aware of the space constraints and be able to move the arm 
by itself. A path-planner that calculates arm’s moves without collision and consistent 
with best available cameras views is the key training resource on which other 
resources and abstract tutoring processes hinge.    

After a brief description of the path planner, we outline the different components of 
Roman Tutor and show how the path planner is used to provide amazingly relevant 
tutoring feedback to the learner. 
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2   The FADPRM Path-Planner 

In the literature, several approaches dealing with the path-planning problem for robots 
in constrained environments were found [7-9]. Several implementations were carried 
out on the basis of these various approaches and much of them are relatively effective 
and precise. The fact is that none of these techniques deals with the problem of 
restricted sight we are dealing with in our case [10].   

That’s why we designed and implemented FADPRM [11] a new flexible and 
efficient approach for robot path planning in constrained environments. In more of the 
obstacles the robot must avoid, our approach holds account of desired and non-desired 
(or dangerous) zones. This will make it possible to take into account the disposition of 
cameras on the station. Thus, our planner will try to bring the robot in zones offering 
the best possible visibility of the progression while trying to avoid zones with reduced 
visibility.  

FADPRM [11] allows us to put in the environment different zones with arbitrary 
geometrical forms. A degree of desirability dd, a real in [0 1] is assigned to each zone. 
The dd of a desired zone is then near 1, and the more it approaches 1, the more the 
zone is desired; the same for a non-desired zone where the dd is in [0 0.5]. On the 
international Space Station, the number, the form and the placement of zones reflect 
the disposition of cameras on the station. A zone covering the field of vision of a 
camera will be assigned a high dd (near 1) and will take a shape which resembles that 
of a cone; whereas a zone that is not visible by any camera from those present on the 
station will be considered as an non-desired zone with a dd near to 0 and will take an 
arbitrary polygonal shape. 

The ISS environment is then preprocessed into a roadmap of collision-free robot 
motions in regions with highest desirability degree. More precisely, the roadmap is a 
graph such that every node n is labeled with its corresponding robot configuration n.q 
and its degree of desirability n.dd, which is the average of dds of zones overlapping 
with n.q. An edge (n,n') connecting two nodes is also assigned a dd equal to the 
average of dd of configurations in the path-segment (n.q,n'.q). The dd of a path (i.e., a 
sequence of nodes) is an average of dd of its edges.  

Following probabilistic roadmap methods (PRM) [12], we build the roadmap by 
picking robot configurations probabilistically, with a probability that is biased by the 
density of obstacles. A path is then a sequence of collision free edges in the roadmap, 
connecting the initial and goal configurations.  

Following the Anytime Dynamic A* (AD*) approach [13], to get new paths when 
the conditions defining safe zones have dynamically changed, we can quickly re-plan 
by exploiting the previous roadmap. On the other hand, paths are computed through 
incremental improvements so that the planner can be called at anytime to provide a 
collision-free path and the more time it is given, the better the path optimizes moves 
through desirable zones. Therefore, our planner is a combination of the traditional 
PRM approach [12] and AD* [13] and it is flexible in that it takes into account zones 
with degrees of desirability. This explains why we called it Flexible Anytime 
Dynamic PRM (FADPRM).   

We implemented FADPRM as an extension to the Motion Planning Kit (MPK)[12] 
by changing the definition of PRM to include zones with degrees of desirability and 
changing the algorithm for searching the PRM with FADPRM. The calculation of a 
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configuration’s dd and a path’s dd is a straightforward extension of collision checking 
for configurations and path segments. For this, we customized the Proximity Query 
Package (PQP)[14]. In the next section, we show how FADPRM is used as a tutoring 
resource within Roman Tutor. 

3   Roman Tutor 

3.1   Roman Tutor Architecture 

Roman Tutor’s architecture contains six main components (Fig. 2): the simulator, the 
FADPRM path planner, the movie generator, the task editor, the student model and 
the tutoring sub-system. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 2. Roman Tutor Architecture  

As most knowledge related to the simulation-based robotic manipulation in Roman 
Tutor is mainly consistent with spatial reasoning, an appropriate structure is needed 
for the simulator. We equipped our system with a path planner, FADPRM, which as 
we said before will provide a framework to support the reasoning process within the 
simulator. However, this reasoning base won’t be sufficient to bring useful tutoring 
explanations to guide and orient the astronaut during his manipulations. The level of 
explanation that could be given here remains very limited because the planner is 
connected at the logical level (level 1) of the simulator which is made up essentially 
of physical components in the environment such as the robot, the obstacles, the 
cameras and the zones, and some related low-level parameters and variables such as 
the configuration of the robot, the degree of desirability and whether there is a 
collision or not. This level is equivalent to the structure proposed by Forbus [15]. As 
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we already said, a useful way to better support spatial reasoning is to extract and 
explicitly represent qualitative descriptions of shape and space. This is also known as 
spatial aggregation [5,6]. We did this by adding 2 other levels within the whole 
architecture for an elaborate cognitive support: the cognitive level and the intentional 
level.   

The cognitive level (level 2) corresponds to an aggregation of the logical level in 
terms of zones and corridors of safe operation annotated by different domain 
knowledge elements. Corridors define portions of path the learner could raise during 
the manipulation of the robot from one place to another on the station. They are 
defined generally according to the geometry of the environment, the density and 
location of obstacles and to the choice of the spatial orientation predefined in the ISS 
environment (Which axis defines going down or up for example? The x-axis? The z-
axis?). These corridors are annotated with high-level data providing an elaborated 
basis for the explanation process as said before, such as visibility through cameras 
and some environment-related knowledge (proximity to main obstacles, etc.). Zones 
define precise places of the station with particular characteristics we have to raise 
during the explanation process in order to draw the learner’s attention on some 
specific knowledge in the environment such as narrow passages, or very small devices 
to which we have to pay a particular attention like antennas for example. The whole 
environment is thus aggregated into various areas annotated with appropriate 
knowledge in order to get more semantic richness in guiding the astronaut during 
displacements of the arm (Fig. 3).  

 

 

Fig. 3. Space aggregation into corridors and zones 

The intentional level (level 3) contains structures of predefined tasks. The task’s 
structure is a problem space made up a set of corridors and zones defined in level 2. 
The intentional level makes it possible to better follow the evolution of the astronaut 
in the execution of the selected task. More specifically, a task’s problem space 
consists of a set of sequences of corridors the astronaut could undertake and a set of 
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zones that could be related to these robot’s displacements. For example, in a task for 
moving a load from one place to another, the learner could make the robot go through 
corridor 1 until reaching a specific element of the ISS, then follow corridor 2 until the 
robot becomes visible through the camera on the right corner of the Truss and reach 
the goal. Another path to execute the same task could be just going throw corridor 3 
until reaching the final configuration while paying attention to zone 3 containing a 
tiny antenna. 

The student model makes it possible to keep track of the learner’s domain 
knowledge acquisition during trainings in order to better adapt the interaction. In 
addition to keeping a record on the performances of the learner, this model also stores 
environment-related knowledge the student acquired/understood and information on 
what procedures or concepts he used. It thus refers to levels 2 and 3.  

The expert designs and publishes new tasks by accessing the Task Editor menu. 
The creation of a new task automatically requires the creation of a related abstract 
knowledge structure. The latter is defined at level 3 and refers to elements of level 2. 
We however left the possibility of creating new tasks directly in level 2 (without 
explicit task structures). Such a task does not allow a tutorial reasoning at the 3rd level 
of the simulator but is very suitable in the free practice mode where the astronaut 
could generate new tasks if needed.   

The movie generator is a very important tutoring resource in the context of our 
simulator. It takes a plan computed by the path planner according to the 
demonstration needs and generates a movie illustrating the path proposed through 
appropriate cameras.     

The tutoring sub-system consists of a cognitive tutor and a non-cognitive tutor. The 
non-cognitive tutor uses the FADPRM path planner to reason at level 1 of the 
simulator, whereas the cognitive tutor reasons starting from level 3 and allows 
thorough explanations during task execution. The rest of the paper focuses on the 
non-cognitive tutor.  

3.2   Roman Tutor User Interface 

The Roman Tutor interface (Fig. 4) resembles that of the robotic workstation on 
which the astronaut operates to manipulate the SSRMS. We have three monitors each 
of them connected to one of the fourteen cameras present on the station. On each 
monitor, we have buttons and functionalities to move the corresponding camera: Tilt, 
Pan and Zoom.  

SSRMS can be manipulated in two modes: the For mode or the Joint-by-Joint 
mode. In the For mode, the learner moves the robot starting from his end-effector’s 
position and by commanding him to go forward or backward, left or right and up or 
down. In the Joint-by-Joint mode, the learner selects a joint in the robot and moves it 
according to the link assigned to it. In the two modes, the manipulation is done 
incrementally. While manipulating the robot, the astronaut can choose and change the 
camera in each monitor to have a better sight of the zone he is working in.  

Windows at the bottom of the Roman tutor interface contain the trace done so far 
by the astronaut. Every operation done by the learner is posted on this window: the 
selection of a new camera in a monitor, the displacement of a camera and the 
manipulation of the robot in the For/Joint-by-Joint mode. This trace contains also all 
information about the current state: if there is a collision or not, the coordinates of the 
End-Effector, the position and the orientation of the cameras. 
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Fig. 4. Roman Tutor User Interface 

The Trace window keeps then a continuous track of all operations done so far by 
the learner. So if he had done a mistake (a collision for example), by inspecting the 
Trace window, he will find out to what this was due to and he will see what to do to 
get out of it. 

Roman Tutor‘s interface contains four main menus: Task, Mode, Ask and Tools. 
From the menu ‘Task’, the learner chooses one of the several tasks he wants to work 
on. From the second menu ‘Mode’, the learner chooses between two different modes: 
Free and Assisted. In the ‘Assisted’ mode, the non-cognitive tutor intervenes when 
needed to support the learner by guiding him or by giving him an illustrated video of 
the task he has to do. In the ‘Free’ mode, the learner relies only on the Trace window 
to carry on his task. In the two modes, the ‘Ask’ menu allows the learner to ask 
different types of questions while executing a task. In the last menu ‘Tools’, the 
expert is provided with three different tools that will help him design and validate 
new tasks to add into the system. These different tools are: the FADPRM Path-
Planner, the Movie Generator and the Task Generator. 

4   Using FADPRM Path-Planner for the Tutoring Assistance 

One of the main goals of an intelligent tutoring system is to actively provide relevant 
feedback to the student in problem solving situations [3]. This kind of support 
becomes very difficult when an explicit representation of the training task is not 
available. This is the case in the ISS environment where the problem space associated 
with a given task consists of an infinite number of paths. Moreover, there is a need to 
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generate new tasks on the fly without any cognitive structure. Roman Tutor brings a 
solution to these issues by using FADPRM as main resource for the tutoring 
feedback. 

4.1   Training Tasks in Roman Tutor 

Roman Tutor includes four different types of tasks on which we may train astronauts: 
Spatial Awareness, GoTo, Inspect and Repair.  

The ‘Spatial Awareness’ task improves the learner’s knowledge about the space 
station’s environment by providing him with some exercises such as naming and 
locating ISS elements, zones and cameras. This is a very important activity since 
astronauts don’t have a complete view of the station while manipulating the robot and 
must memorize a spatial model of the ISS in order to execute the different tasks. In 
the ‘Assisted’ mode, the non-cognitive tutor invokes this type of activity when it 
notices a lack of understanding in the student profile about some environment-related 
knowledge during the displacements of the robot.  

In the ‘GoTo’ task (Fig. 5), the learner has to move the SSRMS, carrying a load or 
not, from one position to another different on the ISS. 

Inspect and Repair tasks are variants of the ‘GoTo’ task. In ‘Inspect’, the astronaut 
is trained on how to go towards an element or a zone in the station and how to inspect 
it at several different points. In the ‘Repair’ task, the astronaut is trained on how to go 
towards an element of the station and how to execute some repairs on it at several 
points using the manipulator. 

 

 

Fig. 5. ‘GoTo’ Task in Roman Tutor 
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4.2   Continuous Tutoring Assistance in Roman Tutor   

As we said in the previous section, the astronaut can choose between two modes: 
‘Free’ and ‘Assisted’. In the assisted mode, the non-cognitive tutor continuously 
assists the learner during his progression in the task.  

In ‘GoTo’ tasks for example, the non-cognitive Tutor uses the anytime capability 
of the FADPRM path planner to validate incrementally student’s action or sequence 
of actions, give information about the next relevant action or sequence of actions, and 
generate relevant task demonstration resources using the movie generator. In Fig. 5, 
the learner is shown an illustration of the task he’s working on.  

In the ‘Inspect’ Task, the learner has to reach several points on different positions 
of the station. The non-cognitive tutor calls the FADPRM Planner incrementally 
between these different positions and provides the learner with different indications 
that will help him follow the plan linking all these different points. 

An analogue scheme is also used (both in the ‘Free’ and ‘Assisted’ mode) with the 
different questions in the ‘Ask’ menu. These questions may be of three different 
forms: How To, What if and Why Not. Several extensions are associated to these 
different questions. For example, with ‘How to’, one could have: How to Go To, How 
to avoid obstacle, How to go through zone. Roman Tutor answers How-To questions 
by generating a path consistent with the best cameras views using FADPRM and by 
calling the movie generator to build an interactive animation that follows that path. 
The incremental planning capability of FADPRM is used by Roman Tutor to bring 
answers to the What-If and Why-Not questions. In both cases, Roman Tutor provides 
the learner with relevant explanations given that his action or sequence of actions is 
out of scope of the generated plan or may bring him to a dead end.  

We see here the importance of having FADPRM as a planner in our system to 
guide the evolution of the astronaut. By taking into account the disposition of the 
cameras on the station, we are assured that the plan the learner is following passes 
through zones that are visible from at least one of the cameras placed on the 
environment.  

5   Conclusion 

In this paper, we described how a new approach for robot path planning called 
FADPRM could play an important role in providing tutoring feedback to a learner 
during training on a robot simulator. The capability of the path-planner built within 
the simulator’s architecture to predict and to determine what manipulations might 
achieve a desired effect makes it a useful component in training systems involving the 
‘physical’ world. We also, detailed the architecture of the intelligent tutoring system 
Roman Tutor in which FADPRM is integrated.  

This constitutes a very important contribution especially in the field of intelligent 
tutoring systems. In fact, we have shown that it is not necessary to plan in advance 
what feedback to give to the learner or to explicitly create a complex task graph to 
support the tutoring process.  

Many extensions are under study to improve the performance of our intelligent 
tutoring simulator. The most important one will be to implement and test the 
cognitive tutor which exploits levels 2 and 3 of the simulator’s structure. This will 
allow us to validate the usefulness of these layers in cognitive tutoring. We will also 
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improve the expressiveness of domain knowledge structures under SSRMS within the 
three layers of the simulator. This will lead to a better problem diagnosis process 
during training.  
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Abstract. Error-based Simulation (EBS) is a framework for assisting a learner 
to become aware of his errors. It makes a simulation based on his erroneous 
hypothesis to show what unreasonable phenomena would occur if his 
hypothesis were correct, which has been proved effective in causing cognitive 
conflict. In making EBS, it is necessary (1) to make a simulation by dealing 
with a set of inconsistent constraints because erroneous hypotheses often 
contradict the correct knowledge, and (2) to estimate the ‘unreasonableness’ of 
phenomena in a simulation because it must be recognized as ‘unreasonable.’ 
Since the method used in previous EBS-systems was very domain-dependent, 
this paper describes a method for making EBS based on any inconsistent 
simultaneous equations by using TMS. It also describes a set of general 
heuristics to estimate the ‘unreasonableness’ of physical phenomena. By using 
these, a prototype EBS-system was implemented and examples of how it works 
are described. 

1   Introduction 

The critical issue in assisting constructivist learning is to provide a learner with 
feedback which causes cognitive conflict when he makes errors [9]. We call this 'the 
assistance of error-awareness,' and think there are two kinds of methods for it. The 
one is to show the correct solution and to explain how it is derived. The other is to 
show an unreasonable result which would be derived if his erroneous idea/solution 
were correct. We call the former 'indirect error-awareness,' and the latter 'direct error-
awareness.' [5] 

Usual simulation-based learning environments (SLEs, for short) [11-13] give the 
assistance of indirect error-awareness because they always provide the correct 
solution (i.e., correct phenomena) a learner should accept finally. The understanding 
by such assistance is, however, 'extrinsic' because they show only physically correct 
phenomena whatever erroneous idea a learner has. In addition, in usual SLEs, a 
learner must translate his (erroneous) hypothesis into the input which doesn't violate 
the constraints used by a simulator. This makes it difficult to identify what kind of 
phenomena a learner predicts. It is, therefore, difficult to estimate the 'seriousness' of 
the difference between the correct phenomena and his prediction. 
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Error-based Simulation (EBS, for short) [2, 3] is a framework for assisting such 
direct error-awareness in SLEs. It makes simulations based on the erroneous 
ideas/solutions externalized by a learner (we call them 'erroneous hypotheses'), which 
results in unreasonable (unacceptable) phenomena and makes him be aware of his 
errors. EBS can make the understanding 'intrinsic' because a learner is shown the 
'unreasonableness' of his hypothesis as physically impossible phenomena. In addition, 
he can input his (erroneous) hypothesis as it is, which makes it possible to control the 
'unreasonableness' of the phenomena. It has been proved that EBSs cause strong 
cognitive conflict and lead learners to a deeper understanding [6-8]. 

In designing SLEs with EBS, two issues must be addressed. (1) The representation 
of erroneous hypotheses often contradicts the constraints necessary for making a 
simulation (i.e., the correct knowledge of the domain). (2) The result of a simulation 
must be recognized to be 'unreasonable' by a learner. Therefore, two mechanisms are 
necessary: the one for making a simulation by dealing with a set of constraints which 
may include a contradiction, and the other for estimating the 'unreasonableness' of 
phenomena in simulation by using explicit criteria. 

We have developed a few EBS-systems for mechanics problems in which a learner 
is asked to set up equations of mechanical systems [4, 6, 7]. The technique used in 
them, however, could deal with only a limited class of errors in simultaneous 
equations, and used domain-specific heuristics to avoid contradiction in calculation. 
Because such implicitness of knowledge in dealing with constraints made it difficult 
to predict what kind of physical phenomena would occur in a simulation, the criteria 
for the 'unreasonableness' of them were given externally and empirically. In other 
words, it was difficult to apply to other domains. 

In this paper, therefore, we propose a technique which can deal with any erroneous 
simultaneous equations/inequalities to make EBS. It is called 'Partial Constraint 
Analysis (PCA, for short),' which detects and eliminates contradictions in a set of 
constraints given by simultaneous equations/inequalities. We also propose a set of 
heuristics to estimate the 'unreasonableness' of phenomena in EBS in a general way. It 
describes the meaning of typical equations/inequalities of physical systems and is 
used for predicting what kind of physical phenomena would occur if they were 
violated. We think these methods are useful because they are domain-independent and 
because the problem in setting up equations of physical systems is important in 
learning science. 

2   Requisites for EBS-Systems and the Previous Method 

2.1   Requisites for EBS-Systems 

The simulators in usual SLEs are designed to do calculation by using a set of 
constraints which represents correct knowledge of the domain. A learner must interact 
with the environments within these correct constraints. In EBS-systems, on the other 
hand, a learner is allowed to externalize his hypothesis without this limitation. That is, 
when a hypothesis is erroneous, it may violate the correct constraints and the 
simulator can't do the calculation. In making EBS, therefore, it is necessary to analyze 
the union of the correct constraints and the constraint which is the representation of a 
learner's erroneous hypothesis. If a contradiction is detected, some of the correct 
constraints are relaxed (i.e., deleted) to make the rest consistent (i.e., EBS shows that 
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if a learner's erroneous hypothesis were correct, it would be inevitable for some 
correct constraints to be violated). The module which deals with such inconsistency is 
called the 'robust simulator.' 

In addition, phenomena in EBS must be recognized as 'unreasonable' by a learner. 
While they are physically impossible phenomena because they include an erroneous 
hypothesis (and/or some correct constraints are deleted), a learner who has only 
incomplete knowledge of the domain doesn't always recognize their 
'unreasonableness.' It is, therefore, necessary to estimate the 'unreasonableness' of the 
phenomena in EBS. When some correct constraints are deleted, the physical meaning 
of them provide useful information for estimation. When no correct constraints are 
deleted (i.e., the erroneous hypothesis doesn't contradict them), the criteria for 
estimation must be given externally (in this case, the erroneous hypothesis contradicts 
the correct knowledge which isn't represented explicitly in the simulator (e.g., correct 
prediction about the behavior of the system)). 

2.2   The Previous Method and Its Limitation 

We have developed a few EBS-systems for the mechanics problem in which a learner 
is asked to set up equations of mechanical systems [4, 6, 7]. They, however, can deal 
with only a limited class of errors in simultaneous equations, and since their robust 
simulators don't have explicit knowledge for dealing with constraints, the criteria for 
'unreasonableness' were given externally and empirically. In this section, we describe 
the method used in these systems and discuss its limitation. 

In previous EBS-systems, a learner inputs a set of equations of motion each of 
which corresponds to each object (i.e., particle) in a physical system (this is his 
hypothesis). In the simulators, the correct equations of motion are described with the 
values of constants and the domains of variables in them. In order to deal with the 
frequent errors in this domain efficiently, it is assumed that a learner inputs the 
equations of motion for all of the objects, and that only one of them is erroneous. 
Under this condition, it is necessary to make simulations whether the simultaneous 
equations are consistent or inconsistent. 

The procedure [2, 3] is as follows: First, one variable is chosen from the variables 
in the erroneous equation as 'ER-Attribute,' which reflects the error. After that, the 
values of the other variables in the simultaneous equations are calculated by using the 
correct equations (as for the erroneous equation, the corresponding correct one is 
used). Then, these values are substituted for the variables in the erroneous equation to 
calculate the value of ER-Attribute (this is called 'ER-Value'). Thus, the EBS is made 
in which the erroneous behavior of the object which has ER-Attribute (this is called 
'ER-Object') reflects a learner's error. Though this ER-Value contradicts the values of 
the other variables mathematically when the ER-Attribute (or the variable which 
depends on ER-Attribute) is in other equations1, it is regarded as appropriate 
reflection of a learner's error in this problem (i.e., he isn't able to think about the 
behavior of the ER-Object consistently with those of the other objects). In fact, when 

                                                           
1  It is because while the values of other variables are calculated not to contradict the 'correct 

value' of ER-Attribute, ER-Value (i.e., the 'erroneous value' of ER-Attribute) is calculated by 
using them. 
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ER-Attribute is the position/velocity/acceleration of ER-Object, this procedure means 
deleting the constraints on the relative position/velocity/acceleration between some 
objects (they prevent the objects from overlapping and/or balance the internal force 
between them). 

In such simulations, the phenomena often occur in which the constraints on the 
relative position/velocity/acceleration between objects are violated (i.e., the objects 
overlaps and/or the internal force between objects doesn't balance). These constraints, 
however, weren't explicitly represented in previous EBS-systems, that is, the 
knowledge of constraints the robust simulator deletes to deal with contradiction is 
implicit. Instead, the criteria which check whether the phenomena in EBS 
qualitatively differ from the correct phenomena are given externally to estimate the 
'unreasonableness' of phenomena in EBS. 

3   PCA: Partial Constraint Analysis 

In previous EBS-systems, the procedure for avoiding contradiction (i.e., the constraint 
to be deleted) was specified before calculation by utilizing the assumption of the domain 
(i.e., domain-dependent). Under general conditions, however, it is necessary to detect 
the cause of contradiction in a set of constraints explicitly and to eliminate it 
appropriately. In this section, we propose PCA as a method for doing such a calculation. 
PCA deals with simultaneous equations/inequalities which may include contradiction. 
The reasons it specializes in simultaneous equations/inequalities are as follows: 

- Simultaneous equations/inequalities are one of the most popular form for 
representing and understanding (natural) phenomena. They often become an 
objective in learning by themselves. 

- They can represent the concepts and relations of the domain elaborately, and can 
be used for doing quantitative calculation. 

- Because they represent relatively strong constraints (i.e., global and/or 
quantitative ones), they easily contradict each other when they are erroneous. 

- As for the problem in which a learner is asked to set up equations of (physical) 
systems, the assistance of direct error-awareness becomes important because 
indirect error-awareness is often unhelpful. That is, in such a problem, while a 
learner can often predict the correct phenomena, he has difficulty in setting up the 
equations to describe them. It is no use showing him the simulation of correct 
phenomena (by using correct equations). 

3.1   The Algorithm 

PCA can deal with a set of constraints as follows: 

- All of the constraints are represented in the form of equation/inequality. 
- It is possible to solve each equation/inequality for an arbitrary variable in it 

symbolically. 

We, hereafter, assume the constraints include only equations because the generality 
isn't lost2. PCA first constructs the 'Constraint Network' (CN, for short) of given 

                                                           
2  While an equation gives a constraint on the value of a variable, an inequality gives a 

constraint on the range of a variable. From this viewpoint, they can be regarded as equivalent 
in the following algorithm. 
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simultaneous equations S, then searches for the consistent part of it (we call it 'Partial 
Constraint Network,' PCN, for short). CN is a graph structure which represents the 
dependency between equations and variables in S. It has two kinds of nodes: equation 
node and variable node (they are called e-node and v-node, respectively). An e-node 
stands for an equation and a v-node stands for a variable in S. Each v-node is linked to 
the e-nodes in which it is included. There are two kinds of variables: endogeneous 
variable and exogenous variable. The values of endogeneous variables are determined 
by the internal mechanism of the system, while the values of exogenous variables are 
given externally. The v-node which stands for the latter is called ex-v-node. In CN, an 
e-node is regarded as a calculator. That is, an e-node with n links calculates the value 
of one v-node linked to it by being supplied n-1 values from the other links. A v-node 
with n links gets its value from one e-node linked to it and supplies the value to the 
other links. When S is consistent, the value of each v-node is uniquely calculated by 
just one e-node3 (assuming all the values of ex-v-nodes are given externally). That is, 
for each v-node, the unique path is determined which propagates the value(s) of ex-v-
node(s) to it (If CN has a loop, the values of v-nodes in the loop are determined 
simultaneously by solving the simultaneous equations for it). 

When S is inconsistent, the following irregularities occur: 
 
- (under-constraint) There are some e-nodes in each of which the sufficient values 

of (n-1) v-nodes aren't supplied to calculate the value of a v-node. In other words, 
there are some v-nodes the values of which can't be determined by any path. 

- (over-constraint) There are some v-nodes each of which has more than one path to 
determine its value. In other words, there are some e-nodes which have no 
simultaneous solution. 

 
Taking an ex-v-node (or a v-node which is given its temporary value) as an initial 

PCN, PCA extends it by adding the nodes step by step to which the value can be 
regularly propagated. To each v-node in PCN, the method for calculating its value is 
attached symbolically using the values of ex-v-nodes and e-nodes on the path of the 
propagation (it is called 'calc-method,' for short). When PCA meets irregularities, it 
resolves them as follows: 
 
- (under-constraint) When the values of some v-nodes (necessary for calculation) 

aren't supplied to an e-node, PCA gives them temporary values and continues the 
calculation by using the values (a v-node given its temporary value is called a 
'dummy'). 

- (over-constraint) PCA deletes one of the e-nodes responsible for the contradiction 
from PCN to make the rest consistent. 

 
The procedure above is continued until no propagation of values is possible any 

more. If PCA meets a loop, it tries to solve the simultaneous equations which consist 
of the e-nodes in the loop (i.e., to determine one (final) value of the dummies included 
in the simultaneous equations). In order to detect a contradiction and identify the e-
nodes responsible for it, PCA must have nonmonotonic reasoning ability. Cooperation 

                                                           
3  When an equation has more than one solution (e.g., an equation of the second degree gives 

two values of a variable x), the search by PCA is continued for all of them in parallel (CN is 
duplicated by the number of the solution). 
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with TMS (Truth Maintenance System) [1] is a promising approach to realize PCA, 
because TMS provides the efficient function for maintaining the dependency network 
of propagation of constraints. We, therefore, adopt this approach. 

By tracing the dependency network, PCA can also explain of why the simultaneous 
equations aren't (or are) solvable, which is the reason it propagates constraints instead 
of searching the solvable subset(s) of the equations in turn. 

3.2   The Mechanism of Contradiction Handling 

In this section, we elaborate on the mechanism of detecting and eliminating a 
contradiction (i.e., over-constraint). In order to identify the e-nodes responsible for a 
contradiction when it is detected, we make a TMS maintain the justification of calc-
method of each v-node (i.e., the e-node and other v-nodes used for determining its 
calc-method). By introducing a TMS, all the possible PCNs can be obtained 
independently of the choice of the initial PCN. In this paper, we describe the 
algorithm with a basic JTMS (Justification-based TMS) [1]. In the following, the 
correspondences between the nodes in CN and the TMS nodes, the justifications, the 
detection and handling of a contradiction are explained in this order. 

Since the value (i.e., calc-method) of an ex-v-node is given externally, a premise 
node is assigned to it. A simple node (i.e., neither premise nor assumption) is assigned 
to a v-node, which is made 'in' by a justification when its calc-method is determined, 
and is made 'out' otherwise. When a v-node n is made a dummy, the corresponding 
assumption node dum-n is created and enabled, which justifies (the simple node of) n. 
That is, the calc-method of a dummy is made temporarily determined. An assumption 
node is assigned to an e-node, which is enabled when it is used in determining the 
calc-method of a v-node, and is retracted when the calc-method is cancelled. When 
the calc-method of a v-node ns is determined by using an e-node ne and the 
determined v-nodes which are linked to ne, an assumption node JS (which stands for 
this calculation) is created and enabled, and (the simple node of) ns is justified by JS, 
ne and (the TMS nodes of) the v-nodes4. 

A contradiction is detected when all the v-nodes which are linked to an e-node ne 
are determined and the constraint of ne (it is called 'c-equation*') can't be satisfied. In 
this case, a contradiction node is justified by ne (which is enabled) and (the TMS 
nodes of) the v-nodes. Then, the contradiction handler is called to retract one of the 
assumption nodes underlying the contradiction (it is marked 'unsimulatable' and 
deleted from PCN). The e-nodes which are used in determining the calc-methods of 
the v-nodes which are made 'out' by this retraction and ne are also retracted (if not 
deleted) and become the objects of search again (their corresponding assumption 
nodes of calculation JSs are also retracted). 

When the c-equation* can be satisfied, the calc-method of a dummy nd in it is 
(finally) determined. In this case, all the calc-methods of v-nodes that include nd are 
replaced by substituting the solution of c-equation* for them (let the v-nodes xps (p = 
1, ..., t)). In addition, the justifications of (the simple nodes of) xps must be also 
replaced. There are two kinds of replacing of justification: (1) backward-replacing 

                                                           
4  JS (and JL which is defined later) is used for cancelling the justification of (the simple node 

of) ns when its calc-method is cancelled afterwards. 
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and (2) loop-replacing. The former occurs when there is only one v-node which is 
linked to ne (where the c-equation* arose) and the calc-method of which includes nd. 
In this case, the directions of all justifications between ne and nd are reversed. The 
latter occurs when there is more than one such v-node, which corresponds to a loop. 
In this case, a simple node Loop (which stands for the solution of simultaneous 
equations in the loop) is created. It is justified by the e-nodes which were used in 
determining the previous calc-methods of xps, (the nodes of) the v-nodes which are 
linked to these e-nodes (and the calc-methods of which don't include nd) and an 
assumption node JL which is created and enabled (which stands for this calculation). 
The xps are justified by the Loop (when the Loop is made 'out' afterwards, JL is also 
retracted). In both cases, all the assumption nodes that stand for the previous 
calculations are retracted. 

3.3   An Example of How PCA Works 

In Fig.1a, assume that the simultaneous equations in the loop (eq1, eq2, eq3 and eq4) 
have a solution. When PCA begins a search taking { e1 } as an initial PCN, it first 
meets eq1 which is linked to more than one undetermined v-nodes. Assume that z is 
made the dummy and the calc-method of x is determined by using dum-z, e1 (which is 
an ex-v-node) and eq1. Then, after determining the calc-methods of y (by x and eq2) 
and w (by y and eq3) (eq5 is pushed into the stack), PCA meets eq4. Since all the v-
nodes that are linked to eq4 are determined, it solves the c-equation* for the (only) 
dummy z and substitute the solution for the calc-methods of x, y and w. Fig.1b and 1c 
show the dependency networks of TMS nodes before and after the solution of the 
loop (all the nodes for calculations (JSs) are omitted). In them, after dum-z (which 
justified z) was retracted, the replaced calc-methods of x, y, w and z are justified by 
the Loop (the Loop is justified by all the TMS nodes which were concerned with the 
solution of c-equation* (i.e., eq1, eq2, eq3, eq4 and e1)). Then, eq5 is popped out of the 
stack and the calc-method of v is determined (by w and eq5). Next, PCA meets eq6. 
Since all the v-nodes that are linked to eq6 are determined and the calc-methods of 
which don't include dummies, this constraint is unsolvable. Therefore, it justifies a 
contradiction node by using v, eq6 and e2, and the TMS shows the assumption nodes 
underlying the contradiction eq1, eq2, eq3, eq4, eq5 and eq6). When eq2 is retracted 
(i.e., deleted from PCN) for example, Loop loses its support (i.e., it becomes 'out') and 
x, y, z, w and v become 'out.' Therefore, the e-nodes which were used for determining 
their calc-methods (i.e., eq1, eq3, eq4, eq5 and eq6) are also retracted and pushed into 
the stack again. When eq5 is retracted to eliminate the contradiction, only v becomes 
'out.' In this case, only the calc-method of v is redetermined (by using e2 and eq6). 

 
 

Fig. 1. An example of how PCA works 
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4   Heuristics for Estimating the 'Unreasonableness' 

4.1   Four Heuristics for Deleting Constraints 

When erroneous simultaneous equations5 are unsolvable, PCA outputs a PCN in 
which a (set of) equation(s) is deleted from them. In general, there exists a multiple 
choice of (sets of) equations to be deleted to make PCN consistent, and the choice 
considerably influences what kind of physical phenomena would occur in simulation. 
In other words, by describing the meaning of typical equations/inequalities in physical 
systems (i.e., what kind of constraints they represent) in advance, it becomes possible 
to estimate the 'unreasonableness' of physical phenomena in EBS. This can be used as 
the criteria when a robust simulator makes a choice from (sets of) equations to be 
deleted. 

In this section, from the viewpoint of the assistance of direct error-awareness, we 
discuss the criteria for making EBS 'unreasonable' as much as possible, to propose 
four domain-independent heuristics. 
 
- (H1) Don't delete the erroneous equations. The purpose of EBS is to show 'if a 

learner's erroneous hypothesis were true, some 'unreasonable' phenomena 
would occur.' An erroneous equation which reflects a learner's error, therefore, 
must not be deleted. Only when there is more than one erroneous equation and 
they contradict each other, may some of them be deleted. 

- (H2) Delete the equations which represent the topic of learning (e.g., physical 
law/principle) prior to others. When the topic of learning is a relation between 
some physical constants/variables (e.g., physical law/principle), it is useful to 
delete the equation which represents it because the phenomena in which the 
relation doesn't hold much focus on the topic. For example, when a learner is 
learning 'the law of conservation of energy,' it facilitates his error-awareness to 
show 'if his erroneous equations were true, the total energy of the system 
wouldn't be conserved.' 

- (H3) Delete the equations/inequalities which describe the values of physical 
constants or the domains of physical variables prior to others. The 
equations/inequalities which describe the values of physical constants or the 
domains of physical variables often represent the most basic constraint of the 
domain, such as the meaning of the constants/variables, the conditions of 
existence of physical objects/processes which have the constants/variables as 
attributes, or the conditions for the equations/inequalities to be valid. The 
phenomena in which these constraints are violated, therefore, are easily 
recognized as 'unreasonable.' For example, an inequality which describes a 
coefficient of friction as nonnegative, an equation/inequality which describes 
the free/blocked space of a mechanism, and an inequality which describes a 
Reynolds number as not more than 2300 (i.e., Re. <= 2300) to assume a steady 
and laminar flow in a Bernoulli equation. 

- (H4) Delete the fundamental circuit equations and cut set (incidence) equations of 
the system prior to others. In physical systems, fundamental circuit equations of 
across variables and cut set (incidence) equations of through variables [10] 

                                                           
5  Also in this section, the word 'equations' is used as including inequalities. Only when it is 

necessary to emphasize inequalities, it is described as 'equations/inequalities.' 
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often represent the most basic constraints of the domain, such as the 
conservation of basic physical amounts, or the relations between components of 
the system to be held. The phenomena in which these constraints are violated, 
therefore, are easily recognized as 'unreasonable.' For example, cut set 
(incidence) equations of fluid systems or electric circuits represent the 
conservation of the total amount of substance which flow through components 
(e.g., equation of supply and demand, Kirchhoff's first law), and fundamental 
circuit equations of mechanical systems represent the relative velocities 
between components to be held. If they are deleted, the phenomena may occur 
in which a substance appears/disappears without its cause, or rigid objects 
overlap each other in spatiotemporal space. 

4.2   Examples of Making EBS by Using the Heuristics 

We implemented a prototype robust simulator which makes EBS by using PCA and 
the heuristics above. Examples in elementary electric circuits and mechanics are also 
prepared in which a learner is asked to set up equations for a system. In this section, 
we describe its implementation and illustrate how it works. 
 
Generation of explanation. By tracing the dependency network of justifications 
made by PCA, the system can make an explanation of why the simultaneous 
equations aren't (or are) solvable. By using the heuristics above, it can also explain 
how unnatural phenomena will occur in the EBS. A dependency network and the 
meaning of a deleted equation are translated into quasi-natural language by using a 
simple template of explanation. 
 
An example in an electric circuit. As for the electric circuit shown in Fig.2a, assume 
that a learner set up the (erroneous) equations shown in Fig.2b. These simultaneous 
equations are unsolvable because the two loops in their constraint network (i.e., the 
loop with variables v1, v2, i1 and i2, and the loop with variables v2, i2 and i3) are 
simultaneously unsolvable (Fig.2c). The robust simulator, therefore, tries to delete 
some of the equations in these loops (i.e., equations (1), (2), (3), (4) and (5')). 
According to (H1), equation (5') is not an option. Since equations (1), (3) and (4) are 
fundamental circuit equations and equation (2) is an incidence equation, equation (2) 
is deleted according to (H4) (in this case, (H2) and (H3) are inapplicable). The 
calculation by using the rest (i.e., equations (1), (3), (4) and (5')) yields an 
'unreasonable' phenomenon in which the total amount of electric current at node A 
isn't conserved (i.e., i1 = 2.25(A), i2 = -0.5(A) and i3 = 1.5(A)). Fig.2d shows the 
explanation made by the system. 
 
 

 
 

Fig. 2. An example in electric circuit 



664 T. Horiguchi and T. Hirashima 

 
 

Fig. 3. An example in electric mechanics 
 
 
An example in mechanics. As for the mechanical system shown in Fig.3a, assume 
that a learner set up the (erroneous) equations shown in Fig.3b. These simultaneous 
equations are unsolvable because the two loops in their constraint network (i.e., the 
loop with variables a3, b2 and T, and the loop with variables a1, a2 and N) are 
simultaneously unsolvable (Fig.3c). The robust simulator, therefore, tries to delete 
some of the equations on these loops (i.e., equations (1), (2), (3'), (4), (5) and (6)). 
According to (H1), equation (3') is not an option. Since equations (1), (2) and (4) are 
incidence equations and equations (5) and (6) are fundamental circuit equations, 
equation (5) is, for example, deleted according to (H4) (in this case, (H2) and (H3) are 
inapplicable). The calculation by using the rest (i.e., equations (1), (2), (3'), (4) and 
(6)) yields an 'unreasonable' phenomenon in which the relative velocity between 
Block-1 and Block-2 isn't held (i.e., a1 = g/4, a2 = 9g/4, a3 = b2 = 3g/2, T = 5Mg/2 
and N = 9Mg/4), that is, these blocks overlap each other (Fig.3d). 

5   Conclusion 

In this paper, we presented a method of simulating learners' any erroneous equations 
for making EBS. By this extension, it becomes possible to utilize EBS in various 
domains (in which setting up equations is important) for assisting direct error-
awareness. We think our method is useful to cause cognitive conflict when a learner 
makes errors in SLEs. 
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Abstract. In this paper we evaluate the instructional effectiveness of tutorial 
dialogue agents in an exploratory learning setting.  We hypothesize that the 
creative nature of an exploratory learning environment creates an opportunity 
for the benefits of tutorial dialogue to be more clearly evidenced than in previ-
ously published studies.  In a previous study we showed an advantage for tuto-
rial dialogue support in an exploratory learning environment where that support 
was administered by human tutors [9].  Here, using a similar experimental setup 
and materials, we evaluate the effectiveness of tutorial dialogue agents modeled 
after the human tutors from that study.  The results from this study provide evi-
dence of a significant learning benefit of the dialogue agents. 

1   Introduction  

In this paper we evaluate the instructional value of an implemented tutorial dialogue 
system integrated with an exploratory simulation-based learning environment.  Tuto-
rial dialogue has long been argued to hold a great potential for improving the effec-
tiveness of instruction that can be offered by intelligent tutoring systems.  This claim 
is largely based on evidence from famous studies of expert human tutoring, where it 
was demonstrated to beat classroom instruction by two standard deviations [2,3].  
Dialogue offers the potential for eliciting a high degree of cognitive engagement from 
students and offers tutors a great deal of flexibility in adapting the presentation of 
material to the individual needs of students. 

While tutorial dialogue holds the potential for many benefits for the student, it also 
comes with a cost in terms of both time and energy.  Vanlehn et al. (2005) present a 
review of a series of experiments comparing human tutoring to non-interactive control 
conditions.  Surprisingly, the advantages of human tutoring are not consistently dem-
onstrated across studies.  In order for the benefits of tutorial dialogue to be demon-
strated conclusively, the benefits must outweigh the cost.  One potential explanation 
for the inconsistency in the pattern of results from previous comparisons of human 
tutoring to non-interactive alternatives is that some studies were conducted in envi-
ronments that did not take advantage of the potential benefits of dialogue to a great 
enough extent for the benefits experienced by students to clearly outweigh the cost.  
Consequently, our work is motivated more by the question of where tutorial dialogue 
might have the greatest impact on learning rather than evaluating whether dialogue is 
always a more effective form of instruction than an alternative.  Thus, the research 
goal of the CycleTalk project, which forms the context for the work presented in this 
paper, is to evaluate the benefits of tutorial dialogue in an exploratory learning  
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context where we hypothesize that the creative nature of the task will create an envi-
ronment in which the benefits of tutorial dialogue will be more clearly evidenced than 
in previously published comparisons. 

2   Motivation  

The study presented in this paper builds on results from a previous study in which the 
students performed the same task with the same simulation environment but inter-
acted with a human tutor rather than a tutorial dialogue system [9].  In that study, we 
compared three goal level conditions: The first condition was a script based learning 
condition (S) in which students worked through a set of written instructions that ex-
plained step-by-step how to move through the simulation space.  The second condi-
tion was a slightly more exploratory problem solving condition (PS) where students 
were given their instructions at a higher level in terms of problem solving goals and 
would need to use means-ends analysis to derive the set of low level steps required to 
satisfy those goals.  However, they were provided with reference material that con-
tained all of the same information about how to achieve those goals as the students in 
the S condition.  Thus, for all practical purposes, the only difference between the 
instructional materials provided to the PS condition students and those provided to the 
S condition students was the insertion of some extra section divisions and the labeling 
of the section headers.  Furthermore, they used an augmented version of the simula-
tion environment that allowed them to request hints during their problem solving.  In 
a final, more exploratory condition, rather than being presented with an exact ordering 
of problem solving goals, students were provided with the same set of goals but told 
that they were free to address those goals in whatever order served their instructional 
objectives best.  They were to negotiate the ordering with a human tutor who was 
there to support them.  Thus, we referred to this condition as the Negotiated Problem 
Solving Goals (NPSG) condition.  Because the students were able to interact with a 
human tutor, they used the original version of the simulation software that did not 
include the help button that the PS students had access to.  The students in the NPSG 
condition, which was the only condition with dialogue-based support, learned the 
most out of the three conditions.  In particular, they learned significantly more than 
students in the PS condition (p < .05) and marginally more than the students in the S 
condition (p < .1).   

We consider these experimental results to contribute to the line of research investi-
gating the trade-offs between human tutoring and non-dialogue control conditions, 
although the experimental setup is different in important ways from that used in pre-
vious comparisons. Consider the following series of empirical investigations.  First, 
an evaluation of the AutoTutor system, a tutorial dialogue system in the domain of 
computer literacy, showed an advantage over re-reading of a textbook of about 0.5 
standard deviations [8]. The textbook re-reading condition itself was no better than a 
no-treatment control condition. Similarly, a recent evaluation of WHY-AutoTutor, a 
system based on the same architecture as the original AutoTutor but applied to the 
domain of qualitative physics, demonstrates a significant advantage of this system 
over a textbook reading control [6]. However, in a different experiment the learning 
results obtained with WHY-AutoTutor were no worse than a human tutoring condi-
tion and yet not better than those in a control condition in which students read  
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targeted “mini-lessons,” short texts that covered the same content as that presented in 
the dialogue [5].  In [9] as discussed in the previous paragraph, again we evaluated the 
merits of human tutoring (the NPSG condition) in comparison to two non-dialogue 
control conditions (the S and PS conditions).  But note that the setup was different in 
important ways.  First, students in all conditions in our study were presented with 
informationally equivalent reading materials.  Rather than replacing the reading mate-
rials as in [5], the role of the human tutors in our study was to help students navigate 
and understand the materials.  Secondly, the reading materials were neither as brief 
nor targeted to the test as the “minilessons” used in [5] nor were they as extensive as a 
text-book.  Thus, the key difference is that because decisions about how to navigate 
the materials were required, there was a potential benefit to be gained from support in 
this navigation from the negotiation with the tutor that would result in appropriate 
tailoring of the material. 

The purpose of the study presented in this paper is to evaluate the first implementa-
tion of the NPSG approach to instructional support in a simulation-based learning 
environment.  

3   The CycleTalk System  

We are conducting our research in the domain of thermodynamics, using as a founda-
tion the CyclePad articulate simulator [4].  CyclePad was developed with the intention 
of allowing students to engage in design activities earlier in their education than was 
possible previously.  Our explorations of CyclePad use focus on design and optimiza-
tion of thermodynamic cycles, specifically Rankine cycles.  A thermodynamic cycle 
processes energy by transforming a working fluid within a system of networked com-
ponents (condensers, turbines, pumps, and such). Power plants, engines, and refrig-
erators are all examples of thermodynamic cycles. Rankine cycles are a type of heat 
engine that forms the foundation for the design of the majority of steam based power 
plants that create the majority of the electricity used in the United States.  There are 
three typical paradigms for design of Rankine cycles, namely the Simple Rankine 
Cycle, Rankine Cycle with Reheat, and Rankine Cycle with Regeneration.  As stu-
dents work with CyclePad on design and optimization of Rankine Cycles, they start 
with these basic ideas and combine them into novel designs.   

We have constructed a cognitive task analysis describing how students use Cy-
clePad to improve a design of a thermodynamic cycle [10].  Students begin by laying 
out the initial topology of a cycle using the widgets provided by CyclePad.  For ex-
ample, they may choose to construct the topology for a Simple Rankine cycle, which 
consists of a heater, a turbine, a condenser, and a pump.  Students must next set val-
ues for key parameters associated with each widget until the cycle’s state is fully 
defined.  At that point, the student can explore the relationships between cycle pa-
rameters by doing what are called sensitivity analyses, which allow the student to 
observe how a dependent variable’s value varies as an independent variable’s value is 
manipulated.  Students may experiment with a number of alternative designs.  Based 
on their experience they can plan strategies for constructing cycle designs with higher 
efficiency.  Making adjustments to improve cycle efficiency is called optimization.  
As part of this optimization process, students may reflect upon their understanding of 
how thermodynamic cycles work.  



 Evaluating the Effectiveness of Tutorial Dialogue Instruction 669 

As a foundation for a tutorial dialogue system, we constructed a tutoring system 
backbone to integrate with CyclePad.  The purpose of this tutoring system backbone 
was to introduce the capability of tracing the student’s path through their exploration 
through the simulation space as well as to provide the capability of offering students 
hints along the way in the style of model tracing tutors.  We used a tool set called the 
Cognitive Tutor Authoring Tools (CTAT) [7,1] to develop this backbone tutor.   The 
Cognitive Tutor Authoring Tools (CTAT) support the development of so-called 
Pseudo Tutors, which can be created without programming, namely, by demonstrating 
correct and incorrect solutions to tutor problems, which are then stored in a represen-
tation referred to as a Behavior Graph, which is then used to trace the solution paths 
students follow as they are working with the Pseudo Tutors at run time. Each node in 
the Behavior Graph represents an action a student may make. We integrated tutorial 
dialogue with the psuedotutors by allowing dialogues to be launched either in re-
sponse to hint requests or as success messages when students complete the action 
associated with a node in the Behavior Graph.  We build on the foundation of our 
prior work building and evaluating Knowledge Construction Dialogues (KCDs)[11].  

4   Content Development for Tutorial Dialogues 

Using an exploratory corpus analysis tool called InfoMagnets that was developed in our 
research group, a thermodynamics domain expert constructed a topic analysis of a cor-
pus of human tutoring dialogues collected during the previous classroom study involv-
ing CyclePad mentioned earlier [9]. Altogether each student’s protocol was divided into 
between 10 and 25 segments such that the entire corpus was divided into approximately 
379 topic segments altogether.  The resulting analysis consisted of 15 distinct topics, 
with each student covering between 4 and 11 of these topics either once or multiple 
times throughout their interaction with the tutor. In support of the instructional value of 
these discussion topics, we found a strong and reliable correlation between topic cover-
age (i.e., percentage of topics discussed at least once) and post-test score, with pre-test 
score used as a covariate (R2=.715, N=21, p < .05).   The topic analysis of the corpus 
gives us a way of quickly getting a sense of how tutors divided their instructional time 
between different topics of conversation.  Based on our topic analysis of the human-
tutoring corpus, we designed 12 KCDs, 7 of which were focused on the specif-
ics of optimization and 5 of which were more conceptual. 

Here is an example collected during our study of a student conversing with a KCD 
about manipulating the maximum temperature of the cycle. 

Tutor: Let’s stop for a minute and reflect on what we have seen.  Having seen 
how changing T-Max (i.e., the Maximum Temperature at the Heater Outlet) 
affects the efficiency of the cycle, do you think it is a good idea in general for 
the Maximum Temperature to be increased and kept high? 
Student: yes 
Tutor: Okay.  Let’s think now about one important consequence of keeping 
T-Max high.  What happens to the steam quality at the turbine exit if you in-
crease the maximum temperature of the cycle? 
Student: Increases 
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Tutor: Right.  As increasing the temperature makes the efficiency and steam 
quality better, we should increase the maximum temperature of the cycle.   
But can we keep on increasing the maximum temperature at the heater outlet 
indefinitely, or are there limitations to keep in mind? 
Student: there are limitations such as material constraints 
Tutor: Great.   we should try to keep T-Max (i.e., the maximum temperature 
at the Heater outlet of the cycle) as high as possible without risking safety 
concerns or exceeding the maximum temperature the material can withstand. 
Keeping T-Max high increases efficiency and keeps the steam quality high, 
which are both important.  This is an important principle to keep in mind 
while optimizing the efficiency of your cycle. 

5   Method 

The purpose of our study was to test whether we can achieve the same benefit with an 
implemented tutorial dialogue system as we obtained with the presence of a human 
tutor in the NPSG condition from [9]. 

Experimental procedure common to all conditions. The study consisted of a 3 hour lab 
session.  We strictly controlled for time between conditions.  The 3-hour lab session 
was divided into 9 segments:  (1) After completing the consent form, students were 
given 15 minutes to work through an introductory exercise to familiarize themselves 
with the CyclePad software.  (2) Students then had 15 minutes to work through a 50 
point pre-test consisting of short answer and multiple choice questions covering basic 
concepts related to Rankine cycles, with a heavy emphasis on understanding depend-
encies between cycle parameters.  (3) Students then spent 15 minutes reading an 11 
page overview of basic concepts of Rankine cycles.  (4) Next they spent 40 minutes 
working through the first of three focused materials covering the Basic Rankine Cycle.  
The materials included readings, suggested problem solving goals, and analyses to help 
in meeting those goals.  (5) Next they spent 20 minutes working through the second set 
of focused materials, this time focused on Rankine Cycles with Reheat.  (6) They then 
spent 20 minutes through the third set of focused materials, this time focusing on 
Rankine Cycles with Regeneration.  (7) They then spent 10 minutes on each of two 
Free Exploration exercises, one of which was designed to test whether students 
learned how to fully define a Rankine cycle, and one of which was designed to test 
the student’s ability to optimize a fully defined cycle.  (8) They then spent 20 minutes 
taking a post-test that was identical to the pretest.  (9) Finally, they filled out the ques-
tionnaire.  The experimental manipulation took place during steps (4)-(6).   

Experimental design. Our experimental manipulation consisted of 3 conditions.  The 
only difference between conditions during the experimental manipulation was the 
version of the software the students used.  In the control condition, students used the 
original CyclePad system.  This was a replication of the script condition (S) from [9].  
In the first experimental condition, students used a version of CyclePad augmented 
with feedback and help that were integrated with CyclePad using psuedotutors 
(PSHELP).  The PSHELP condition was similar to the problem solving condition 
(PS) from [9] except that in addition to typical hints and feedback messages, dia-
logues in the form of Knowledge Construction Dialogues (KCDs) were attached to 
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nodes related to KCD topics in such a way that if a student asked for help on that 
node, they would get the dialogue as the hint message.  Thus, students only saw dia-
logues when they asked for help on nodes that had KCDs attached to them.  In a sec-
ond experimental condition, the same KCDs were attached to success messages on the 
same nodes so that students got the dialogues after they successfully completed an 
action or if they asked for help on that action (PSSUCCESS).  In both experimental 
conditions, students only viewed each unique KCD once.  If additional opportunities 
to view the same KCD came up, students instead were presented with a hint summa-
rizing the message of the KCD. 

Outcome Measures. We evaluated the effect of our experimental manipulation on 
three outcome measures of instructional effectiveness.  One outcome measure was 
assessed by means of a Pre/Post test containing 32 multiple choice and short answer 
questions that test analytical knowledge of Rankine cycles, including relationships 
between cycle parameters.  A domain expert associated each question on the test with 
the set of concepts related to the 12 authored KCDs discussed in Section 4 that the 
student would need to have a grasp on in order to correctly answer the problem.  Us-
ing this topic analysis of the test, we can compute a concept specific score for each 
student on each test, and thus measure concept specific knowledge gain. Next there 
were two separate measures of practical knowledge, based on success at the two Free 
Exploration exercises from step 7 of the experimental procedure.  For the Free Explo-
ration 1 exercise where students were charged with the task of fully defining a 
Rankine cycle, they received a 1 if they were successful and 0 otherwise.  For Free 
Exploration 2, the students were evaluated on their ability to optimize a fully defined 
cycle.  Thus, their score for that exercise was the efficiency they achieved, as meas-
ured by the CyclePad simulator. 

Participants. 31 students from a sophomore Thermodynamics course at Carnegie 
Mellon University participated in the study in order to earn extra credit.  The study 
took place one and a half weeks after Rankine cycles were introduced in the lecture 
portion of their class.  The study took place over two days, with two lab sessions on 
each day.   

6   Results 

The goal of our evaluation was to measure the value added of dialogue to the Cycle-
Talk system.  Our two experimental conditions present two different approaches to 
integrating dialogues with a version of CyclePad that was augmented with an intelli-
gent tutoring framework that allowed students to ask for hints.  Students had the op-
portunity to encounter two different types of dialogues.  In particular, 5 dialogues 
covered basic knowledge about the concept of Reheat, the concept of Regeneration, 
and some basic knowledge about properly initializing cycle parameters prior to opti-
mization.  7 additional KCDs covered specific topics related to interpreting sensitivity 
analyses and doing optimization based on the results.   

As mentioned, the difference between the PSHELP condition and the PSSUCCESS 
condition was that students in the PSHELP condition only received KCDs in response 
to help requests whereas students in the PSSUCCESS condition also received KCDs 
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as success messages after successfully completing a sensitivity analysis.  Thus, the 
PSSUCCESS condition included more paths where students had the opportunity to 
encounter KCDs, although the system ensured that each full KCD was never viewed 
by the same student more than once.  Students in the PSSUCCESS condition were 
significantly more likely to see each KCD than students in the PSHELP condition, as 
computed from logfile data using a binary logistic regression with an observation for 
each KCD (i.e., whether the student viewed that KCD or not during their experience 
with CyclePad) for each student in the two experimental conditions (p < .05).  Stu-
dents in the PSHELP condition only viewed a KCD when they asked for a hint.  And 
in practice, students in the two experimental conditions did not ask for help fre-
quently.  Specifically, only about 14% of the problem solving actions of students were 
help requests.  On average, students in the PSHELP condition viewed 1.8 KCDs (st. 
dev .837) whereas students in the PSSUCCESS condition saw 2.7 (st. dev. 1.9).  The 
difference in coverage of KCDs between conditions was mainly on the KCDs related 
to sensitivity analyses.  Only 1 of 7 KCDs focusing on interpreting sensitivity analy-
ses was viewed by any student in the PSHELP condition, whereas in the 
PSSUCCESS condition all but one of these KCDs was viewed by at least one student.  
The difference between experimental conditions is interesting from the standpoint of 
evaluating the contribution of manipulating the number of KCDs viewed on learning.  
Nevertheless, it is a concern that so few of the authored KCDs were viewed by stu-
dents on average even in the condition where they were viewed most frequently, and 
further increasing the number of opportunities for students to view KCDs is one of the 
goals of our continued work. 

As mentioned above, the study took place over two days, with two lab sessions on 
each day. Two lab sessions on day 1 were assigned to the control condition (S).  The 
first lab session on the second day was assigned to the first experimental condition 
(PSHELP).  The final experimental condition took place during the second lab session 
on the second day (PSSUCCESS).  We learned after the experiment was in progress 
that a quiz on Rankine cycles was administered to the class in between the lab ses-
sions on the first day and the lab sessions on the second day.  Thus, presumably be-
cause students were studying the day before the quiz, on average pretest scores in-
creased from lab session to lab session such that there was a weak but significant 
correlation between lab session number and pretest score (R-squared = .14, p < .05, 
N=17).  We expect that students on the second day when the experimental conditions 
took place were less motivated to learn the material than students on the first day 
since the quiz had already been given.  Furthermore, since they had already studied, 
any learning that would take place would necessarily need to be on topics that re-
mained difficult for the students even after studying.  Finally, attendance in the first 
lab on the second day was lower than in the other conditions.  Because of the interfer-
ence of the quiz between the lab sessions where the control condition was conducted 
and the lab sessions where the two experimental conditions were conducted, we dis-
regard the comparison between the control condition and the two experimental condi-
tions and focus only on the difference between the two experimental conditions, al-
though a summary of results from all three conditions is displayed in Table 1. 

There was a significant effect of test phase F(1,60) = 44.98, p < .001, with no sig-
nificant interaction with condition.  Thus, students in all three conditions learned.  It is 
impressive that the lab sessions on the second day  when  the  experimental  conditions  
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Table 1. Summary of results from all three conditions 

Condition Pretest 
Average 
Total 

Posttest 
Average Total 

FreeExplore 1 
Success Rate 

FreeExplore 2 
Average Efficiency 

S 20.64 
(5.56) 

31.39 (5.86) 23% 38.14 (10.97) 

PSHELP 20.67 
(3.56) 

27.83 (6.02) 0% 38.09 (13.12) 

PSSUCCESS 24.86 
(4.10) 

32.45 (4.06) 20% 34.09 (14.17) 

were conducted yielded significant learning gains even though they were conducted on 
the same day as the quiz, which took place that morning.  Because the difference in 
presentation of KCDs between the two experimental conditions is subtle, in order to 
increase the statistical power of the comparison, we evaluated the significance of the 
difference in learning between conditions using a repeated measures ANOVA, with a 
separate observation for each of the concepts the pre/post test was designed to test.  
The effect of condition on Concept Posttest Score with Concept Pretest Score used as a 
covariate and Concept as a fixed factor demonstrated a significant effect both of Con-
cept, F(10, 327) = 15.55, p < .001, and of Condition, F(2, 327) = 3.25, p <  .05, with no 
significant interaction.  Thus students learned more about some concepts than others 
consistently across conditions.  A pairwise Tukey test comparing learning between the 
PSHELP and PSSUCCESS conditions demonstrated significantly more learning in the 
PSSUCCESS condition, which is the condition where more KCDs were viewed (P < 
.05), effect size .35 standard deviations.  Thus, manipulating the number of KCDs 
viewed had a significant positive effect on student learning, although there were no 
significant effects of condition on either of the FreeExploration exercises.    

In a follow-up study with the same materials conducted at the US Naval Academy 
where we contrasted the S and PSSUCCSS conditions, we confirmed a significant 
effect in favor of the PSSUCCESS condition F(1,86) = 5.57, p < .05, effect size .25 
standard deviations. 

7   Discussion and Conclusions 

In this paper we presented results from a study that demonstrate the instructional 
effectiveness of Knowledge Construction Dialogues (KCDs) modelled after the  
human tutors from the study previously published in [9].  Nevertheless, the system we 
evaluated in this study still falls far short of a full implementation of the NPSG condi-
tion from that study.  In our current work we are exploring ways to increase the simi-
larity between our implemented tutorial dialogue system and the behavior of the hu-
man tutors from the NPSG condition.  In particular, the number of KCDs students 
view during their experience with the system still need to be increased by a factor of 2 
or 3 to bring it more in line with the number of topics covered in discussions with the 
human tutors from the human tutoring study.  Furthermore, while the content devel-
opment for the KCDs evaluated in this study were motivated by an analysis of the 
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human tutoring corpus from the previous study, they played more of a role of eliciting 
reflection from students rather than assisting with navigation to the same extent that 
the human tutors did. 
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Abstract. Recent years have seen growing interest in narrative-centered learn-
ing environments.  Leveraging the inherent structure of narrative, narrative-
centered learning environments offer significant potential for inquiry-based 
learning in which students actively participate in engaging story-based problem-
solving.  A key challenge posed by narrative-centered learning is orchestrating 
all of the events in the unfolding story to motivate students and promote effec-
tive learning.  In this paper we present a narrative-centered tutorial planning ar-
chitecture that integrates narrative planning and pedagogical control.  The archi-
tecture continually constructs and updates narrative plans to support the 
hypothesis-generation-testing cycles that form the basis for inquiry-based learn-
ing.  It is being used to implement a prototype narrative-centered inquiry-based 
learning environment for the domain of microbiology.  The planner dynami-
cally balances narrative and pedagogical goals while at the same time satisfying 
the real-time constraints of highly interactive learning environments. 

1   Introduction 

Narrative is central to human cognition.  Because of the motivational force of narra-
tive, it has long been believed that story-based education can be both engaging and ef-
fective.  Much educational software has been devised for story-based learning.  These 
systems include both research prototypes and a long line of commercially available 
software.  However, this software relied on scripted forms of narrative: they em-
ployed either predefined linear plot structures or simple branching storylines.  In con-
trast, one can imagine a much richer form of narrative learning environment that dy-
namically crafts customized stories for individual students at runtime.  Recent years 
have seen the emergence of a growing body of work on dynamic narrative generation 
[4, 21, 23], and narrative has begun to play an increasingly important role in intelli-
gent tutoring systems [10, 20]. 

Narrative offers significant potential for inquiry-based learning.  In inquiry-based 
learning, the student iterates through cycles of questioning, hypothesis generation, 
data collection, and hypothesis testing.  In a narrative-centered inquiry-based learning 
environment, the student could be featured as the central character in a dynamically 
generated story.  She would be presented with problems to solve, and the plot would 
be shaped in such a way that she would at pedagogically appropriate times “discover” 
evidence confirming or disconfirming her hypotheses. 
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Narrative-centered learning environments for inquiry-based learning should satisfy 
three requirements.  First, they should strike a delicate balance between advancing the 
plot and achieving tutorial goals.  The former cannot be ignored without making the 
narrative less engaging and coherent; the latter cannot be ignored without reducing 
pedagogical effectiveness.  Second, narratives should be customized for individual 
students.  Plots driven by students’ problem-solving activities should be tightly cou-
pled to hypothesis-generation-testing cycles to create the best possible learning out-
comes.  Third, narrative generation must interleave planning and execution to satisfy 
the real-time requirements of highly interactive learning environments.  Because of 
the complexities of narrative planning and the dynamic tutorial state on which it de-
pends, narratives must be planned incrementally, plans must be monitored, and they 
must be revised as the storyworld and tutorial state change. 

This paper introduces a narrative-centered tutorial planning architecture for in-
quiry-based learning environments.  The architecture integrates narrative planning 
and tutorial control via a hierarchical task network (HTN) planner [6] that operates in 
two coordinated planning spaces.  In the tutorial planning space, the planner con-
structs tutorial plans to achieve pedagogical goals such as topic sequencing, problem 
introduction, problem solving, and advice generation.  In the narrative planning space, 
the planner constructs narrative plans to achieve story goals such as how to direct the 
characters’ actions, how to devise coherent plots, and how to create engaging experi-
ences for the student.  The dual planning space approach achieves modularity for au-
thoring and maintenance of plan operators, and it enables the planner to guide the stu-
dent’s actions at both the pedagogical and narrative levels.  The architecture is being 
used to implement CRYSTAL ISLAND, a prototype inquiry-based learning environment 
for the domain of microbiology.  Preliminary experience with the narrative planner 
and the learning environment suggests that the architecture can effectively balance 
pedagogical and narrative goals, create customized narratives for individual students, 
and interleave planning and execution. 

2   Narrative-Centered Inquiry-Based Learning 

Narrative experiences are powerful.  In his work on cognitive processes in narrative 
comprehension, Gerrig identifies two properties that readers of narrative experience 
[5].  First, readers are transported, i.e., they are somehow taken to another place and 
time in a manner that is so compelling it seems real.  Second, they perform the narra-
tive.  Like actors in a play, they actively draw inferences and experience emotions as 
if their experiences were somehow real.  It is becoming apparent that narrative can be 
used as an effective tool for exploring the structure and process of “meaning making.”  
For example, narrative analysis is being adopted by those seeking to extend the foun-
dations of psychology [3] and film theory [2]. 

Learning environments may utilize narrative to their advantage.  One can imagine 
narrative-centered curricula that leverage a student’s innate metacognitive apparatus 
for understanding and crafting stories.  This insight has led educators to recognize the 
potential of contextualizing all learning within narrative [25].  Because of the active 
nature of narrative, by immersing learners in a captivating world populated by intrigu-
ing characters, narrative-centered learning environments can enable learners to par-
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ticipate in the construction of narratives, to engage in active problem solving, and to 
reflect on narrative experiences [15].  These activities are particularly relevant to in-
quiry-based learning.  Inquiry-based learning emphasizes the student’s role in the 
learning process via concept building [27] and hypothesis formation, data collection, 
and testing [7].  For example, a narrative-centered inquiry-based learning environ-
ment for science education could foster an in-depth understanding of how real-world 
science plays out by featuring science mysteries whose plots are dynamically created 
for individual students. 

Historically, learning effectiveness has functioned as the sole metric by which 
learning environments are gauged.  However, from a practical perspective, it has be-
come clear that educational software that fails to engage students will go unused.  In 
Malone’s classic work on motivation in computer games and educational software 
[11], he distinguishes between game playing experiences (and educational experi-
ences) that are extrinsically motivating and those that are intrinsically motivating.  In 
contrast to extrinsic motivation, intrinsic motivation stems from the desire to under-
take activities sheerly for the immediate pleasure to be derived from them.  By em-
phasizing qualities such as challenge, curiosity, and fantasy, Malone argues that learn-
ing environments can create intrinsically motivating experiences [12].  Hence, in 
addition to their potential cognitive benefits, narrative-centered learning also offers 
significant potential for providing intrinsic motivation. 

Several projects have begun to explore narrative-centered learning environments.  
Some have begun to devise powerful models of ITSs that can be informed by narra-
tive [20].  Of particular interest here are approaches that enable children to be creative 
storytellers in collaborative, play-oriented environments [10].  Narrative-centered 
learning environments have also been employed in the service of creative writing 
[22], story creation [14],  second language learning for training applications [8], indi-
vidualized video-based lesson planning customized to particular students [9], social 
behavior education [1], and problem-solving for health education [13].  The narrative-
centered tutorial planning architecture proposed in this paper seeks to bridge the gap 
between tutorial planning and narrative planning in order to provide story-based prob-
lem-solving experiences that complement those explored in other efforts in narrative-
centered learning. 

3   Narrative-Centered Tutorial Planning Architecture 

The narrative-centered tutorial planning architecture directs all of the core activities of 
the learning environment (Figure 1).  All student activities are mediated through the 
interface manager for the virtual environment.  The interface manager interacts with 
the world model, which houses the 3D object and character models, the properties of 
manipulable objects, and the scene geometries.  The world model drives both the ren-
dering and sound engines.  The planner consists of three components: a tutorial plan-
ner, a narrative planner, and a plan executor and monitor.  The tutorial planner oper-
ates in the tutorial planning space.  It utilizes domain knowledge, curriculum 
constraints, tutorial strategies, and concept difficulty annotations to make its deci-
sions.  The narrative planner operates in the narrative planning space.  It utilizes a li-
brary of plot elements, a library of character behaviors, a set of world event catego-
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ries, and narrative constraints on possible stories to make its decisions.  The plan ex-
ecutor and monitor interact with both the tutorial and narrative planning spaces.  It 
sends directives to the character behavior controller and the world model.  All three 
planning components are influenced by the student model, and the plan executor and 
monitor also reads from (and updates) the tutorial and narrative states. 

The narrative-centered tutorial planning architecture provides all of the functional-
ities that classic tutorial planners provide, as well as the functionalities that narrative 
planners provide.  With regard to tutorial planning, it selects and presents problems, 
sequences content from the curriculum, provides timely and context-specific advice 
and explanations, manages the initiative, and selects and executes tutorial strategies 
[17, 19, 24, 26].  To address the requirements of inquiry-based learning, its tutorial 
strategies support question formation, hypothesis generation, data collection, and hy-
pothesis testing.  With regard to narrative planning, it generates all plot elements, se-
quences plot elements into coherent and engaging stories, and directs characters’ ac-
tions and storyworld events to achieve tutorial and narrative goals. 

Dynamically reasoning about narrative-centered tutorial strategies is inherently a 
planning problem.  Planning has been used for tutorial strategy formation and execu-
tion [19] and for narrative generation [4, 21].  A multitude of formalisms have been 
developed for automatically constructing plans to achieve a given set of goals or tasks 
[6].  However, planning is a challenging problem: in the worst case it is worse than 
NP-complete.  While many prototypes have been devised over the decades, it has 
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Fig. 1. Narrative-Centered Tutorial Planning Architecture 
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been challenging to create planners that function well in practical applications.  Hier-
archical task network (HTN) planners [6] have found a much broader use in fielded 
systems than competing approaches.  If one has application-specific knowledge about 
a problem, then it can be incorporated into an HTN planner.  HTN planners employ a 
problem reduction approach that supports reasoning about constraints, resolving in-
teractions, and backtracking to alternate decompositions if necessary [6].  Because 
HTN planning can be very efficient with sufficient application knowledge – this is the 
case with both tutorial planning and narrative planning – the narrative-centered tuto-
rial planning architecture utilizes an HTN planning system based on SHOP2 [18]. 

In addition to being expressive and efficient, it is critical that tutorial planning and 
narrative planning support one another: they cannot be permitted to diverge.  All (or 
most) tutorial goals should be realized through plot elements, and all (or most) plot 
elements should be generated in support of tutorial goals.  Although some learning 
might occur through non-narrative means, e.g., providing textual and animated expla-
nations external to the story, the student should remain immersed in the story to the 
greatest extent possible.  Moreover, although engaging story events could be created 
that served no tutorial purpose, the interests of pedagogy must drive the student’s  
experience. 

Two distinct approaches can be taken to reasoning about tutorial and narrative 
planning in a manner that ensure that tutorial and narrative planning are mutually 
supportive.  One approach uses a single planning space and the other uses two plan-
ning spaces.  In the single planning space approach, tutorial methods, operators, pre-
conditions, and effects are scattered throughout one planning space.  In this approach, 
a single method can have preconditions on both tutorial goals and narrative goals, and 
the effects of operators can be on both tutorial states and narrative states.  However, 
such an approach requires the construction of methods and operators that are difficult 
to author and maintain.  By intermixing tutorial and narrative predicates and effects 
throughout a single planning space, modularity is violated and expanding HTN librar-
ies become increasingly difficult as domain complexity grows. 

In the dual planning space approach, one planning space is allocated to tutorial 
planning and a second is allocated to narrative planning.  This approach offers the ad-
vantage of modularity:  narrative planning issues can be considered separately from 
tutorial planning issues.  However, for the two planners to work in concert, they must 
effectively coordinate their actions, which will result in a single stream of events oc-
curring in the virtual storyworld.  To this end, the tutorial planner posts goals in the 
tutorial planning space that are achieved by operators in the narrative planning space.  
Thus, appropriate customized narratives can be generated in the service of pedagogi-
cal objectives. 

One can distinguish three alternate coordination models for communication be-
tween the two planning spaces.  First, in the parallel model, the two planning spaces 
could operate “side-by-side.”  Tutorial goals could be posted and achieved by the tu-
torial planner while narrative goals could be posted and achieved by the narrative 
planner.  However, resolving inconsistencies between the sequences of actions sug-
gested by the two planners would be very challenging and would not scale to larger, 
more complex domains.  Second, in the narrative-driven model, the narrative planner 
could post goals in the narrative planning space that would be achieved by operators 
in the tutorial planning space.  While such an approach might produce coherent and 
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engaging narratives, these would at times be produced at the cost of effective learn-
ing.  Third, in the tutorial-driven dual planning space model, the tutorial planner 
could post goals in the tutorial planning space that would be achieved by operators in 
the narrative planning space.  Here, appropriate customized narratives would be gen-
erated in the service of pedagogical objectives.  The architecture thus adopts the tuto-
rial-driven model. 

The tutorial planning space houses all concepts, goals, methods, and operators for 
reasoning about the student’s learning experience, as well as the tutorial state.  These 
encode domain (subject matter) knowledge, curriculum sequencing constraints repre-
sented as a partial order on concepts, the student model (the current implementation 
uses a simple overlay student model), and difficulty annotations on concepts.  They 
also encode inquiry-based learning strategies that guide hypothesis-generation-testing 
cycles.  HTN methods represent decompositions of higher level tutorial goals to lower 
level tutorial goals.  All HTNs eventually bottom out in tutorial constraints, which 
collectively guide narrative planning and focus it on the most relevant regions of the 
narrative planning space that are consistent with the current tutorial plan. 

The narrative planning space houses all goals, methods, and operators for reason-
ing about the storyworld.  These encode plot construction knowledge, character be-
haviors, storyworld event categories, and narrative constraints, including coherence 
and flow constraints.  All narrative HTNs eventually bottom out in primitive narrative 
events, which play out in the storyworld.  These primitive events are directives that 
will be physically interpreted in the virtual environment. 

In narrative-centered tutorial planning, tutorial and narrative plans can be very 
complex.  Moreover, the specifics of plans are highly dependent on the current tuto-
rial and narrative state, which are highly dynamic and are themselves highly depend-
ent on the actions of the student in the storyworld.  It would therefore be infeasible for 
the planner to attempt to construct fully specified tutorial and narrative plans.  Plan-
ning and execution must be interleaved at runtime to permit replanning as needed.  
Planning is initiated when top-level tutorial goals are posted.  It operates in four 
highly interleaved phases of operation: 

• Plan construction: During construction, HTN methods, operators, preconditions, 
and effects are instantiated, and the methods recursively invoke lower-level meth-
ods.  Construction in the tutorial space builds a full set of conceptual and inquiry-
based problem-solving constraints.  Construction in the narrative space creates the 
plot and character behaviors. 

• Plan execution: During execution, narrative operators drive events in the story-
world.  (Tutorial operators are not directly executed per se; rather, the tutorial con-
straints are used to guide the selection of narrative HTNs and their instantiation.)   

• Plan monitoring: During monitoring, the planner tracks all activities in the world.  
It checks for unanticipated violations of preconditions brought about by changes in 
the tutorial and narrative states.  These changes result from actions taken by the 
student in the storyworld. 

• Replanning:  During replanning, the planner uses the current tutorial and narrative 
states to modify the current plan so that the preconditions of upcoming methods 
and operators (i.e., methods and operators that are as of yet unexecuted) will be re-
established.  Sometimes replanning in the narrative space causes a cascading of re-
planning in the tutorial space. 
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The HTN-based narrative-centered tutorial planning architecture operates in the four 
phases, incrementally constructing and executing plans while continuously monitor-
ing the tutorial and narrative states and replanning as necessary until all of the tutorial 
goals have been achieved and student completes the interactive story. 

4   An Implemented Narrative-Centered Tutorial Planner 

The narrative-centered tutorial planning architecture is being used to implement 
CRYSTAL ISLAND, a prototype inquiry-based learning environment for the domain of 
microbiology being constructed for middle school students (Figure 2).  CRYSTAL 

ISLAND features a science mystery set on a recently discovered volcanic island where 
a research station has been established to study the unique flora and fauna.  The user 
plays the protagonist attempting to discover the origins of an unidentified infectious 
disease at the research station.  The story opens by introducing her to the island and 
the members of the research team for which her father serves as the lead scientist.  As 
members of the research team fall ill, it is her task to discover the cause of the out-
break.  She is free to explore the world and interact with other characters while form-
ing questions, generating hypotheses, collecting data, and testing her hypotheses.  
Through the course of her adventure she must gather enough evidence to correctly 
choose among candidate diagnoses including botulism, cholera, giardiasis, paralytic 
shellfish poisoning, salmonellosis, and tick paralysis as well as identify the source of 
the disease. 

The narrative-centered tutorial planning architecture has been implemented with an 
HTN planner that is based on the SHOP2 planner [18] and was constructed in our labo-
ratory to meet the specific needs of narrative and tutorial planning.  For efficiency, it 
was designed as an embeddable C++ library to facilitate its integration into high-
performance 3D gaming engines.  The implementations of the tutorial planner and the 
narrative planner were both built with the custom HTN planner.  Their respective 
planning spaces have well defined APIs that support appropriate accesses but estab-
lish modularity.  The virtual world of CRYSTAL ISLAND, the semi-autonomous charac-
ters that inhabit it, and the user interface were implemented with Valve Software’s 
Source™ engine, the 3D game platform for Half-Life 2.  The Source engine also pro-
vides much of the low-level (reactive) character behavior control.  The character be-
haviors and artifacts in the storyworld are the subject of continued work.  The tutorial 
and narrative planners are fully implemented, a decision-theoretic “director” agent 
based on dynamic decision networks has been implemented to guide the narrative in 
the face of uncertain student actions [16], and the method and operator libraries for 
the microbiology domain are currently being built out. 

To illustrate the behavior of the narrative-centered tutorial planning architecture 
within the CRYSTAL ISLAND learning environment, consider the following situation.  
A student has been interacting within the storyworld and learning about infectious 
diseases and related topics.  In the course of having members of her research team be-
come ill, she has learned that an infectious disease is an illness that can be transmitted 
from one organism to another.  As she concludes her introduction to infectious dis-
eases, she learns from the camp nurse that the mystery illness seems to be salmonello-
sis and that the source of the disease must be identified.  The narrative planner has de-
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cided to have her pursue satisfying the tutorial constraints associated with the Spread-
of-Infectious-Diseases topic by constructing a plan which has the unfolding story in-
volve the spread of a disease by means of contaminated food.  Specifically, it chooses 
salmonellosis as the illness and contaminated eggs as the source of the bacterial infec-
tion. Although, the student has made steady progress while learning about infectious 
diseases, the task of identifying the source of the illness has left her wandering aim-
lessly around the storyworld to locate the source.  As the execution and monitoring 
components of the system assess the unfolding story, it determines that the student’s 
progress towards identifying the origins of the illness is lagging.  To address this, the 
narrative planner updates the narrative plan to include a hint action realized in the 
camp nurse revealing that she believes the source of the disease is something that the 
victims ate. 

Experience to date suggests that tutorial and narrative planning libraries are rela-
tively straightforward to construct.  First, as others have found, HTN-based plan 
methods and operators seem to be intuitively authored, even with fairly complex 
planning tasks.  We anticipate that the modularity inherent in HTN’s “recipes” will 
support the complexities to be faced in building out the domain.  Second, separating 
the activities of the architecture into two distinct but coordinated spaces seems to be 
essential for efficient authoring; other approaches that were considered early in the 
project were discarded because of the resulting complexity.  Third, the practicalities 
of real-time planning call for a planning formalism (and system) that could easily be 
integrated with other components and operate with high efficiency.  HTN planners 
can more easily incorporate domain-specific knowledge than classic STRIPS-style 
planners.  This property can be leveraged by narrative-centered learning environments 
such as CRYSTAL ISLAND, which are highly interactive. 

5   Conclusion 

The HTN-based narrative-centered tutorial planning architecture addresses the three 
requirements set forth above for inquiry-based learning environments.  First, it bal-

 

Fig. 2. CRYSTAL ISLAND Learning Environment 



 Narrative-Centered Tutorial Planning for Inquiry-Based Learning Environments 683 

ances plot advancement and tutorial goal achievement seamlessly by the built-in co-
ordination of the two planning spaces via the lower-level tutorial constraints and the 
upper-level narrative goals.  Second, it customizes narratives for individual students 
by basing both tutorial and narrative planning on the student model and tutorial state.  
Third, it interleaves planning and execution by operating in the four phases of con-
struction, execution, monitoring, and replanning; it satisfies the real-time performance 
requirements through the efficiency provided by HTN planning. 

The architecture represents a first step towards inquiry-based learning environ-
ments that offer students effective and engaging problem-solving experiences in rich, 
interactive storyworlds.  It suggests several lines of promising work.  Of particular in-
terest here are investigating approaches for incorporating models of affect that support 
students, both with respect to their interactions with characters in the virtual world 
and their problem-solving activities per se.  It will also be important to incorporate 
much more expressive student modeling techniques that can be used for plan recogni-
tion in “narrative diagnosis,” i.e., how to most accurately predict a student’s current 
goals given the openness of the learning environment but exploiting the model of nar-
rative on which the unfolding story is based.  Finally, it will be important to develop a 
precise, empirically grounded understanding of the kinds of problem-solving interac-
tions that narrative can most effectively promote in inquiry-based learning. 
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Abstract. In the REAP system, users are automatically provided with texts to 
read that are targeted to their individual reading abilities and needs. To assess 
such a system, students with different abilities use it, and then researchers 
measure how well it addresses their needs. In this paper, we describe an ap-
proach using simulated students to perform this assessment. This enables re-
searchers to determine if the system functions well enough for the students to 
learn the curriculum and how factors such as corpus size and retrieval criteria 
affect performance. We discuss how we have used simulated students to assess 
the REAP system and to prepare for an upcoming study, as well as future work. 

1   Introduction 

The CMU Language Technologies Institute REAP project has created software to find 
appropriate authentic documents for students learning to read their native language or 
a new language. In this paper, we focus on system assessment using simulated stu-
dents, artificial models of student behavior consistent with real-world human students. 

Simulated students have primarily been used by teachers practicing tutoring, stu-
dents working with simulated peers, and developers testing products to get precise 
feedback without human subjects [1]. REAP falls into the third category. The major 
difference between our simulated students and those in the literature concerns stu-
dent modeling techniques. Many simulated student implementations rely on produc-
tion rule and machine learning techniques, focusing on modeling student knowledge 
[1]. System performance is measured by analyzing that knowledge for completeness 
and correctness. Although we place importance on correctly modeling student 
knowledge, evaluating the system’s effects on student curriculum progression is 
more central. Our simulated students determine, given a curriculum and various 
operating parameters, how far students can progress within that curriculum in a 
given amount of time. In REAP there are several factors which affect a student’s 
progress, such as document retrieval criteria and document corpus size. Although 
these factors are specific to REAP, we believe our student simulation methods are 
also applicable to other domains. We begin by describing REAP and the various 
factors affecting student progress. We then describe why we need simulated stu-
dents, their implementation, their use in preparing for an upcoming study, and fu-
ture work. 
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2   The REAP System 

In today’s classrooms, students often read prepared texts. Since these texts are not 
authentic, students are not exposed to the real language used in everyday written com-
munication. With prepared texts, all students read the same text. Students who are 
having trouble have no remediation texts, and those who are ahead cannot advance 
more quickly. REAP supplies Web texts that are both authentic and personalized to 
individual reading abilities. Because mastery of core vocabulary is essential to devel-
oping more complex reading comprehension skills [2][3], students’ abilities are pres-
ently modeled at the lexical level. REAP lets students quickly acquire the desired 
level of lexical mastery by automatically assessing un-mastered vocabulary [4] and 
updating the student knowledge representation before choosing the next document. 
This enables REAP to have two goals. First, REAP is a framework that presents stu-
dents with texts matched to their own reading levels. Second, REAP enables re-
searchers to test hypotheses on improving the vocabulary skills of language learners. 
Thus the system supports specific criteria for the documents retrieved: grade level, as 
determined by the readability component developed by Collins-Thompson and Callan 
[5]; amount of certain terms unknown to the student, as determined by our student 
modeling [6][7]. 

A number of factors affect progression through the curriculum. Concerning corpus 
size, the larger the corpus, the more selective REAP can be during document selec-
tion. For document selection criteria, such as grade level and length, requiring docu-
ments at 7th grade level results in fewer than also allowing 6th grade documents. 
REAP also supports document ranking criteria. It can choose documents containing 
words for which a question was recently answered incorrectly. Finally, question re-
sponses inform the student model, and determine progress and what text to select 
next. 

3   Simulating Student Performance 

Given the factors that affect student progress in the curriculum, we want to know what 
happens if we add documents to the corpus or if administrators change restrictions. For 
example, do we have enough documents to complete a given curriculum with a given 
set of criteria? This can be answered by using student simulation, using data from prior 
student use to make predictions about future use of the proposed system. 

3.1   Implementation 

In order to simulate student activity, REAP needs to predict student response to the 
automatically generated vocabulary questions. To predict that response, we imple-
mented all-correct (AC), percent-wrong (PW), and conditional-probability (CP) simu-
lated students. The AC simulated student simply gets all questions correct. Although 
this is not realistic, since few students perform this way, this simulated student is very 
useful. A student who always answers correctly may not read as many documents as a 
less-accurate student, because, at any point in time, REAP has less choice of un-
mastered words to focus on. In our studies, AC represents the worst case. 
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The PW simulated student randomly chooses when a question will be answered 
correctly, such that the total percentage of questions incorrect is approximately equal 
to the percentage incorrect in past studies. PW simulations are more accurate than AC 
simulations but are still not realistic models of human behavior. The CP student ad-
dresses PW student shortcomings by conditioning performance on other features, such 
as the number of times a question has already been answered about this word. The 
likelihood of getting a word wrong after previously answering one or more questions 
about it is different than for no preceding questions. Like PW, CP’s response is 
trained on student data and randomized according to this probability. The degree to 
which a student’s response can be conditioned depends on the amount of existing 
data. In case of sparse data, CP students use averages for a desired feature. Other 
features we could use are whether the word was previously answered correctly and 
the likelihood of a specific student answering correctly. We have not yet conditioned 
on a specific student’s performance since students change from one study to the next. 
CP more realistically mimics human behavior, which researchers identify as crucial to 
model validity, while factors such as behavior moderators remain to be addressed [8]. 

A simulation driver can run simulations for different amounts of time. For instance, 
we might use the AC student to simulate the next 10 documents a given student would 
be expected to read. More often, we predict the documents that might be read to com-
plete an entire curriculum and determine if there is enough time during the semester 
for this activity. Because there is a random aspect to PW and CP, the simulations are 
run multiple times to get a better estimation. Using REAP’s logging and reporting 
capabilities, we can determine how far a student progressed through the curriculum. 
We also run simulations with various document retrieval criteria, corpus sizes, and 
student curricula to determine whether the criteria are too restrictive for the curricu-
lum to be completed in the desired amount of time. 

3.2   Assessment of System and Preparation for Study 

Our simulations answer two questions. First, how far can a student progress through a 
curriculum? Second, how do various factors affect this progression? We will use a 
study using REAP in an English-as-a-second-language (ESL) class at the English 
Language Institute (ELI) of the University of Pittsburgh to show how we answer these 
questions. Each student has a personalized set of vocabulary items (focus words) to 
learn. The system finds documents that meet certain criteria and contain subsets of the 
student’s un-mastered focus words. After a reading, the students answer questions 
used to update their student models. Simulations were run using AC as a worst case 
measure as well as CP simulations, and used several sets of focus words.  

Could the students complete their curricula in a set period of time, given the ex-
perimenters’ criteria? Simulations showed it was not possible to complete the curricu-
lum with the existing document corpus and criteria. So, more targeted web crawls 
were carried out to augment the corpus and new simulations showed students were 
able to progress through the curriculum. Although the system didn’t have enough 
documents for the whole curriculum, we fulfilled the study requirements. We were 
also able to make the criteria stricter by reducing the grade level range, improving 
document quality. Finally, we ran simulations with various sets of focus words and 
criteria to determine how these factors affected curriculum progression. 
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4   Conclusions and Future Work 

We describe using simulated students in the REAP project to predict student curricu-
lum progress. Various types of simulated students are supported, most trained on data 
from human students. These simulations were especially useful in preparing to use 
REAP for reading studies in an ESL classroom. The researchers often requested crite-
ria modifications, and we ran simulations to test their effects.  

In the future, we plan to simulate the process of choosing a document to read in 
addition to answering questions. We also plan to explore how this work could be 
applied to other domains and tasks. We believe similar simulations would be useful to 
determine whether there is sufficient curriculum content for a more traditional intelli-
gent tutor with insufficient data to build a traditional simulated student model.  
In addition, we plan to update our simulated students as we extend the student model-
ing capabilities of REAP beyond vocabulary and to incorrect or buggy student  
knowledge.  

This project is supported by Award #R305G030123 Funded by the U.S. Depart-
ment of Education, Institute of Education Sciences. Any opinions, findings and con-
clusions or recommendations expressed in this material are those of the authors and 
do not necessarily reflect the views of the U.S. Department of Education.  
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Abstract. In this study, we propose a tutoring agent that uses MSN Messenger, 
a popular synchronous internet media, as the communication platform. Students 
can invite the agent to a discussion session on MSN Messenger. The agent 
understands the students’ questions in natural language, and provides answers 
or hints during the group discussion. Unlike a traditional natural language 
tutoring agent that converses with one student at a time, our agent needs to 
work with a group of students in MSN chat.  

1   Introduction  

With the advancement of internet technology, students with distance education can 
use synchronous internet media to communicate and collaborate with one another. 
Common synchronous media include chat room, video conference and instant 
messaging. Among these media, Instant Messaging (IM) is the most popular, e.g., 
AOL’s Instant Messenger, ICQ, MSN Messenger, and Yahoo! Messenger. Some 
research [1, 2] indicates that IM is a useful tool to carry out distance collaborative 
learning. Students discuss and exchange ideas with peers simultaneously. During 
collaborative discussion among a group, a tutor plays the role of information provider 
when the students have questions. The tutor answers students’ questions directly or 
provides relevant hints. However, it is still impossible for human tutor to stay online 
for 24 hours a day. Without the presence of a tutor, students often spend too much 
time searching for answers in order to make progress in a discussion. In this study, we 
propose a tutoring agent that uses MSN Messenger as the communication platform. It 
provides a convenient platform for collaborative discussion, recording collaborative 
process, and sending electronic files. Up to now, this agent is used in an assembly 
language programming course. Some research has shown the effectiveness of 
collaborative programming in computer science courses [3]. Therefore, in this study 
an assembly language programming course is the topic of distance collaborative 
learning on MSN Message. 
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2   The Collaborative Programming Process on MSN Message for 
Assembly Language  

In this study, the collaborative learning process for assembly language programming 
is based on the Learning Together method and problem solving strategies. There are 
the following seven steps: grouping heterogeneous students, assigning a problem, 
understanding the problem, making a programming plan, coding a program, testing 
and debugging the program, and showing the result.  

To start collaborative learning, the instructor first divides students with varying 
ability into groups of four. Then the instructor assigns each group a project, for 
example, “Checking Password Project: design a program to read and check a 10-bit 
password from keyboard.” After the group-building activity, the students implement 
the collaborative programming steps on MSN message. When the students within a 
group have questions during the discussion, they can invite the tutor agent into the 
discussion on the MSN Messenger. The students can use natural language to consult 
with the agent that can provide answers or hints. At the step of understanding the 
problem, the students try to clarify the problem definition by discussing the following 
questions: (1) What must the program do? (2) What outputs are required and in what 
form? (3) What inputs are available and in what form? (4) What are the pre-condition 
and post-condition? If they don’t understand the problem description, the students can 
ask the agent. For example, “Does the 10 bit password contain blank bit?”  In the 
programming plan making step, the students within a group need to break down a task 
into a number of small subtasks until each subtask is easily doable. If the students 
cannot design a feasible plan, the agent can provide a general plan to them.  

At the step of coding a problem, the students need to code a program in assembly 
language according to the programming plan. The agent can provide means, format 
and examples if they have any question about the assembly language instruction, for 
example, if a student asks the agent, “What is interrupt INT 21H with AH=01?” In the 
testing and debugging step, the students try to execute the program and find out 
errors, such as syntax error, run time error, and logic error. Through the file 
transmission function of MSN Message, each group can combine the program files 
edited by each group member. Moreover, the agent will provide the explanation of the 
error message. In the step of showing the result, the students compile the result as a 
report, which includes programming definition, project plan, requirement 
specification, acceptance test plan, and user's manual.  

3   System Architecture 

The collaborative tutoring agent has four components: user interface, comprehension 
module, tutoring module, and student module. In this study, MSN Messenger is used 
as the user interface, which includes contact list, collaborative discussion, and 
management interface. To use the tutoring agent, the student has to add the agent 
contact ID: ita_yun@hotmail.com to the MSN Messenger contact list. Then the 
students can invite the tutoring agent into the chat in discussion. The chat of MSN 
Message is used as the collaborative discussion interface for students, and the tutoring 
agent provides help during the collaborative learning. The management interface is 
implemented based on a class library, dotMSN. It provides an interface for managing 
the tutoring agent such as login information, contact list, conversion records, etc.  
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The comprehension module is used to understand students’ questions in natural 
language and is implemented with the INFOMAP knowledge engineering tool provided 
by the Intelligent Agent System Lab, Institute of Information Science, Academia Sinica 
[4]. INFOMAP has been successfully applied to areas such as question answering and 
intelligent tutoring [5]. A powerful feature of INFOMAP is its capability to represent 
and match complicated template structures, such as hierarchical matching, regular 
expression, semantic template matching, and frame (non-linear relations) matching used 
to extract important concepts from a natural language text. The tutoring module stores 
the problems’ answers involving the lexicon knowledge retrieved from the textbook, the 
plan knowledge for designing a program, and the hint knowledge for guiding the 
students to finish this team-project. The student module is used to record the students’ 
portfolio in the collaborative leaning process. The students’ portfolio records the 
discussion process and the questions students ask the agent. On MSN Message, it’s easy 
to store the portfolio in text files.  

4   Conclusion  

In this study, a tutoring agent for facilitating collaborative learning with instant 
messaging is proposed. This agent uses MSN Messenger as the communication 
platform. Students can invite the agent to a discussion on MSN Messenger. The agent 
understands the students’ questions in natural language, and provides answers or hints 
during the discussion. So far it has been applied to assembly language programming 
courses. When students get involved in the collaborative programming process, the 
agent provides help, including understanding problem definition, designing a 
programming plan, and understanding error messages during debugging. 
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Abstract. This study purposes an approach of computer-supported learning by 
teaching. The learning activities of learning by teaching a virtual character are 
usually involving demonstrating and tutoring. Here we combine demonstrating 
and tutoring into a teaching virtual apprentice activity. First, student 
demonstrates solving problems to the apprentice. Then student will monitor and 
tutor apprentice when the apprentice solves problems. We will try to explore 
effects of different teaching activities that are demonstrating, tutoring, and 
demonstrating combine with tutoring.  

1   Introduction 

The idea of learning by teaching has been proposed by many researchers; for 
example, in 1531 Valentine Trotzendorf argued that the best way to learn was to teach 
(Briggs, 1998). Whiteman (1988) also said “To teach is to learn twice”. In  
addition, many studies have shown that learning by teaching is a helpful learning 
activity (Biswas & Leelawong, 2005). Furthermore, the study showed that the  
tutee’s deep questions will benefit tutor (Roscoe & Chi, 2004). In general, peer 
tutoring is a common way to realize the idea of learning by teaching, that is, a student 
plays the role of a tutor to tutor another student which plays the role of a tutee. 
However, in peer tutoring, the responses of the tutee are various and may not be 
beneficial to the tutor. Instead of a real student tutee, a tutee which is played by a 
computer simulated virtual character can be designed to respond to be beneficial to 
the tutor. 

There are several computer supported learning by teaching systems which use 
virtual characters to play the role of a tutee. For examples: RTS system (Chan & Chou, 
1997; Wong et al. 2003), DENISE (Nichols, 1994), PALs (Scott & Reif, 1999), 
LECOBA (Ramírez Uresti, 1999; Ramírez Uresti & du Boulay, 2004), STEPS (Ur & 
Vanlehn, 1995) and Betty’s Brain (Biswas & Leelawong, 2005). In these systems 
teaching activities are various and probably can be divided into two classifications: 
demonstrating and tutoring (Table 1). Some systems enable students to teach a virtual 
tutee by demonstrating some examples or knowledge. In other systems, students teach a 
virtual tutee by tutoring, that is, the students monitor, correct and guide the virtual 
tutee’s problem solving.  
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Table 1. Two classifications of virtual character enhanced learning by teaching systems 

Demonstrating Tutoring 
Betty’s Brain, DENISE LECOBA, PALs, RTS, STEPS 

2   Using Apprenticeship Approach to Combine Demonstration and 
Tutoring 

Existed virtual character enhanced learning by teaching systems enable students either 
to learn by demonstrating or to learn by tutoring. Demonstration forces students to 
practice or present the knowledge. Tutoring makes students observe, analyze, and 
guide the tutee’s problem solving. Although RTS and PALs systems engage students 
in practicing knowledge and tutoring by playing the role of a tutee and a tutor in turns, 
students practice and tutor in different problems. We try to let students learn by both 
demonstrating and tutoring in the same learning task or problem. Thus we adopt 
apprenticeship, which involves demonstration and tutoring, as teaching activity 
(Collins, Brown & Newman, 1989). First, master demonstrates or presents knowledge 
to apprentices (Collins et al. term this activity as modeling), that is, master executes 
process repeatedly and apprentices observe. Then apprentices will try to execute the 
same process and master will tutor apprentices, such as giving some helps or advices 
when apprentices meet some problems (Collins et al. term this activity as coaching). 
So, we use apprenticeship to naturally combine demonstration and tutoring to engage 
students in learning by preparing, learning by doing, and learning by tutoring. At 
beginning, students need to study the material. While they were told that they need to 
teach someone, they could learn better by preparing to teach (Bargh & Schul, 1980). 
Then students will demonstrate to apprentice thus students do the learning task at last 
once. If students found that they can not demonstrate correctly, they need to study the 
material again. After demonstrating, apprentices will practice themselves and students 
tutor them to solve problems or to present knowledge.  

3   Experiment Design 

In order to explore effects of different teaching activities involving demonstrating and 
tutoring, we will proceed an experiment after implementing a system supporting 
learning by demonstrating and tutoring a virtual tutee. The procedure of experiment is 
designed as follows. First, all the students will be asked to do a pre-test. Then they 
will be informed that they will teach someone after they studied the material. This is 
to make sure that every student will achieve the “learning by preparing” activity. All 
participants will be divided into four groups based on different teaching activities 
(Table 2). First group is control group and students continue to study the material. 
The students of second group participate in learning by demonstrating to a virtual 
character. The students of third group engage in learning by tutoring a virtual 
character. The students of fourth group employ demonstration and tutoring to teach a 
virtual character. After the teaching process, students will be asked to do a post-test. 
Then we will analyze the grades of pre-test and post-test to find out if there is obvious 
difference on learning performance while adopting different teaching activities.  
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Table 2. Four groups of experiment 

Teaching activities 
No teaching 

activity (control 
group) 

 
Demonstrating 

 
Tutoring 

Demonstrating  
+ 

Tutoring 
 

In this experiment, we suppose that students in the forth group will have better 
post-test grades. However, we need to explore the real effects of different teaching 
activities. Besides of comparing performance, we will investigate the behaviors of 
students during the teaching activities; for examples, whether students can 
demonstrate the solutions correctly during demonstration and whether students find 
the apprentice’s errors during tutoring. Furthermore, students will be asked to fill in a 
questionnaire to investigate their feelings and cognition during these teaching 
activities. The experiment will be held in May 2006 and preliminary results will be 
reported on the conference. 

References 

Bargh, J., & Schul, Y. (1980). On the cognitive benefits of teaching. Journal of Educational 
Psychology, 72 (5), 593-604. 

Briggs, D. (1998) A Class of Their Own – When Children Teach Children, Bergin & Garvey. 
Biswas, G., & Leelawong, K. (2005). Learning by teaching: a new agent paradigm for 

educational software. Applied Artificial Intelligence, 19 (3), 363-392. 
Chan, T.W. & Chou, C.Y. (1997). Exploring the design of computer supports for reciprocal 

tutoring. International Journal of Artificial Intelligence in Education, 8, 1-29. 
Collins, J.S. Brown, & S.E. Newman, (1989). "Cognitive apprenticeship: teaching the craft of 

reading, writing, and instruction," Essays in honor of Robert Glaser, Hillsdale, NJ: Lawrence 
Erlabum Associates Publishers. 

Nichols, D. (1994). Issues in designing learning by teaching systems, In Proceedings of the 
East-West International Conference on Computer Technologies in Education (EW-ED’94), 
176-181.  

Ramírez Uresti, J.A. (1999). LECOBA: A LEarning COmpanion system for binary Boolean 
Algebra. In Johnson, L. (Ed.), Proceedings of Workshop 1: Animated and Personified 
Pedagogical Agents AI-ED'99 conference, 56-61. Le Mans, France. 

Ramirez Uresti, J. and du Boulay, B. (2004). Expertise, Motivation and Teaching in Learning 
Companion Systems. International Journal of Artificial Intelligence in Education, 14, 
193-231. 

Roscoe, R.D. & Chi, M.T.H. (2004). The influence of the tutee in learning by peer tutoring. To 
appear in the 26th Annual Meeting of the Cognitive Science Society, Chicago, IL.  

Scott, L. A. & Reif, F. (1999). Teaching Scientific Thinking Skills: Students and Computers 
Coaching Each Other. The 9th International Conference on Artificial Intelligence in 
Education (AI-ED 99), Le Mans, France, 285-293 

Ur, S. & VanLehn, K. (1995). STEPS: A Simulated, Tutorable Physics Student. Journal of 
Artificial Intelligence in Education, 6 (4), 405-435. 

Whiteman, N.A. (1988) Peer teaching: to teach is to learn twice. Washington, DC: Asscition for 
the Study of Higher Education 

Wong, W. K., Chan, T. W., Chou, C.Y., Heh, J. S., & Tung, S. H. (2003). Reciprocal tutoring 
using cognitive tools, Journal of Computer Assisted Learning. 19 (4), 418-428. 



M. Ikeda, K. Ashley, and T.-W. Chan (Eds.): ITS 2006, LNCS 4053, pp. 695 – 697, 2006. 
© Springer-Verlag Berlin Heidelberg 2006 

e-Learning System to Provide Optimum Questions Based 
on Item Response Theory 

Takahiro Murase1 and Yukuo Isomoto2 

1 Nursery Department, Chukyo Junior College,  
Toki-cho 2216, Mizunami-shi, Gifu-ken, 509-6101, Japan  

murase@j-chukyo.ac.jp 
2 Division of Economics and Information, Gifu Shotoku Gakuen University, 

Nakauzura 1-38, Gifu-shi, Gifu-ken, 500-8288, Japan 
yisomoto@gifu.shotoku.ac.jp 

Abstract. With the goal of providing instruction with an optimum method to 
achieve the target given in the learning process, PID control theory was applied 
and an assessment was made of the proportion(P), integral(I), and differential(D) 
of the learner’s level of understanding. Using these parameters, a web server 
system was constructed as a teaching model adopting learning rules extracted 
from optimum problems. Using the item response theory, problem characteristics 
were analyzed by obtaining the discrimination power and difficulty level of each 
problem, and each learner’s ability was also estimated. Characteristic functions 
of one set of tests were identified by combining the problem characteristics ob-
tained. These functions were incorporated in the Matlab simulation software, and 
the relation between the difficulty level of problem determined by manipulation 
using PID control and the learner’s ability was obtained. With this simulation, a 
method was constructed to optimally arrange learning materials based on the 
hierarchical learning theory. 

1   Introduction 

With the application of automatic control theory and other aspects of systems engi-
neering in the field of educational technology, we formulated mathematical model for 
high level educational strategies, in order to provide problems or explanations suited to 
the understanding of individual learner and implemented this model on web server 
using computer technology. Test characteristic functions are obtained through item 
response theory for the discrimination power and difficulty level that are characteristics 
of a problem, and through classification and combination the probability of a correct 
answer according to the learner’s ability can be obtained. In addition, using the “theory 
of learning” that examined the learning behaviors of learners, these functions are ap-
plied to modeling of learning support systems. Together with the use of multimedia 
technology, these are beneficial as a learning support. We treated the arithmetical 
computation and a certification examination for information technology engineer as a 
case for the evaluation. 

2   Hierarchical Learning Theory and Item Response Theory 

Gagne’s hierarchical learning theory is fundamental to methods of hierarchical struc-
turing of learning tasks. According to this theory, the primary significance of the hi-
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erarchy is to identify prerequisites that should be completed to facilitate learning at 
each level. In item response theory, the probability of a correct answer to any given 
question is expressed as a function of the characteristic value to be measured. These 
functions express the features of questions, and are called item characteristics func-
tions. Thus, the item characteristics function is a probability density function deter-
mined from the probability of the correct answer Pj(x) for item j against learner’s 
ability x. If the item characteristic function is determined, then the probability of correct 
and incorrect answers can be identified, and used to decide the characteristics of the test 
as a whole.  

This system introduces a 3-parameter logic model incorporating a pseudo-chance 
level for the possibility of a correct answer if the answer is as supposed for multi-
ple-choice type problems, and a 2-parameter logic model for non-selection problems. 
BILOG-MG Ver. 3 was used in the estimation of each parameter. An item information 
function is obtained with this item characteristic function, to express which level of 
learner can distinguish correct and incorrect answers with which level of acumen. 
Similarly, a test information function of problem groups formed with problems having 
these characteristics can be obtained. Considering advice by computer matched to these 
trends, the learner can be provided with a strategy to overcome learning impasses. 

3   Analysis of PID Parameter Characteristics  

A characteristic of feedback systems is that response speed and response accuracy are 
generally antagonistic: if emphasis is placed on response speed, the response series 
vacillates and response accuracy declines, increasing the degree of instability. Thus, if 
problems that are easy given the learner’s ability are continued, the time until the goals 
are achieved lengthens. Conversely, if the problems are too difficult, rapid results drop 
off and the level of difficulty of problems vacillates.  

To analyze the characteristics of such systems, we developed a dynamical system 
simulation model using learner’s transfer function expressed with a differential equa-
tion. The time needed to reach the target level was minimized by the system evaluation. 
Next, let us consider a model of learner characteristics. For problem difficulty, we 
obtain the test information function using the item response theory mentioned above, 
and put it into MATLAB. With reference to the item response theory and item score 
sheet, in the learning model of the learner we used a model expressed with a differential 
equation in which the ability level of various learners is expressed as time (number of 
times) on the horizontal axis, and the level of learning on the vertical axis. 

Fig.1 shows the models thus far explained, designed with the simulation software 
called Matlab/Simulink. The learner’s character model is seen above, while the PID 
control model for the learner control is shown below. The learner model outputs the 
score using the understanding level of learner at the point in time when he addresses the 
difficulty level. 

The upper part in Fig.2 presents in graphic form the understanding level of the 
learner following the exercise N repeat. At that time, the understanding level of the 
learner is evaluated by the difficulty level of the exercise following the N repeat. The 
Fig.2 on the left indicates when only the Kp parameter is moved, and with difficulty 
level of exercise for the 10th, 15th and 30th exercise, respectively. The larger Kp pa-
rameter can be made to achieve a higher level more quickly but it oscillates at over 10.  
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This is because the problems given are too difficult and inappropriate in relation to 

the learner’s level of understanding. The right-hand figure also indicates when only the 
Ki parameter is moved, but oscillation occurs with more than Ki=1. Likewise, the lower 
part on Fig. 2 shows the understanding level of the learner after 15 and 30 exercises 
with both Kp and Ki parameters moving. Since the two parameters of Kp and Ki are 
moved, each parameter can be used over a wide range, enabling a higher rate of re-
sponse. Also, the range of the non-oscillating Ki is expanded, and stability is obviously 
higher as well.  

4   Conclusion 

As examples of this method, we developed web server system for the arithmetic 
computation and a certification examination for information technology engineer, but 
systems can also be developed for other fields using the same method. An environment 
in which PID parameters could be analyzed and evaluated was established, and the 
characteristics of each parameter were analyzed. In the future, their appropriateness 
will need to be verified. 
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Abstract. Tutoring systems that engage each student as both a tutee
and a tutor can be powerfully enhanced by motivating each tutor to
try to appropriately challenge their tutee. The BEEweb platform is pre-
sented as a foundation upon which to build such systems, based upon the
Reciprocal Tutoring protocol and the Teachers Dilemma. Three systems
that have recently been built on the BEEweb platform are introduced.

1 Introduction

Educational research on peer tutoring has shown beneficial effects on the achieve-
ment and attitude of the tutors and tutees [1]. These peer-driven methodologies
have more recently been introduced into the arena of Intelligent Tutoring Sys-
tems [2]. Our SpellBEE system incorporated a reciprocal tutoring approach,
in which each participating student is engaged both as tutor and tutee [3].
Over 12,000 people have used SpellBEE during its first two years online at
http://SpellBEE.org. This work has informed the development of a platform
upon which tutoring systems could be built to leverage the Reciprocal Tutoring
protocol and the Teachers Dilemma. This platform, called BEEweb, was de-
signed to enable the rapid development of highly-scalable new tutoring systems
that require minimal domain expertise to prepare. Here, we describe the core
protocols of the BEEweb platform and three recently-released tutoring systems
in different task domains built on this platform.

2 Reciprocal Tutoring and the Teachers Dilemma

All web-based tutoring sessions using BEEweb systems have a common struc-
ture: Initially, each student is presented a list of pseudonyms of other currently-
available students and must indicate whom they are willing to be matched with.
Mutual interest between two students initiates a match between them consisting
of a fixed number of rounds of interaction. The structure of these rounds de-
fines the Reciprocal Tutoring (RT) protocol. Each round is a four-step process
that the pair of students synchronously progress through. From the student’s
perspective, one round consists of the following steps:
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1. Student assumes the Tutor role by preparing a challenge for their Tutee.
2. Student assumes the Tutee role by preparing a response to their Tutor.
3. Student is given feedback about the response that they prepared in Step 2.
4. Student is given feedback about how their Tutee responded to the challenge

that they prepared in Step 1.

While the RT protocol1 specifies the structure and progression of the inter-
actions among a pair of students, it makes no attempt to motivate or influ-
ence the student’s actions when preparing challenges and responses. The Teach-
ers Dilemma refines this RT protocol (TD-RT) with an extrinsic motivational
mechanism biasing the tutor towards selecting appropriate challenges [3]. This
is accomplished by adding the following constraints:

a The difficulty of any challenge in the task domain can be estimated.
b The accuracy of a response to a challenge in the domain can be assessed.
c The feedback provided in Step 3 and Step 4 is supplemented with a role-

specific reward. Acting as Tutee, the student is rewarded for response accu-
racy; acting as Tutor, the student is rewarded for selecting challenges that
reveal the tutee’s strengths and weaknesses (see [3] for more details.)

3 BEEweb Tutoring Systems

Each BEEweb tutoring system applies the TD-RT protocol to a different task
domain by uniquely specifying the domain’s challenge and response structures,
the user interface toolkits for interacting with these structures, and the challenge
difficulty estimators.2 Each new BEEweb system is introduced accordingly.

PatternBEE (http://PatternBEE.org) focuses on a spatial-reasoning task,
loosely based on Tangram puzzles, in which a challenge is an outline of a geomet-
ric shape, and a response is an arrangement of available pieces attempting to fill
one such outline. The challenge toolkit consists of a space into which the tutor
drags, rotates, flips the pieces. The response toolkit is similar, but also presents
an outline of the target goal shape. PatternBEE estimates the difficulty of a
challenge based on the number of pieces required and perimeter of the outline.

MoneyBEE (http://MoneyBEE.org) focuses on a coin-based elementary alge-
bra task, in which a challenge characterizes a set of coins by its combined value
and number of coins, and a response is a guess at how many of each type of
coin was being described. The challenge toolkit consists of stacks of coins, from
which the tutor selects some number of quarters, dimes, nickels, and pennies.
The response toolkit is similar, but also states the challenge (in terms of number
of coins and combined value.) Challenge difficulty estimates are based on the
number of steps required for a heuristic search algorithm to reach a solution.
1 The protocol can be further elaborated as follows: In Steps 1 and 2, the challenge

and the response are each either selected from a list of options or constructed from
a suitable toolkit. In Steps 3 and 4, the feedback generally includes the challenge
posed, the response submitted, and the correct response to the challenge.

2 Our own student programmers do this now, and we expect to release a public API.
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GeograBEE (http://GeograBEE.org) focuses on a geographical knowledge
domain, in which a challenge contains a question about one of the states in the
U.S. Three categories of questions are currently deployed: (a) identify the capital
city in the specified state, (b) locate the specified state on a map of the U.S.,
or (c) identify a state by an illustration of its boundaries. The challenge toolkit
is divided into two steps: first choosing a state on the map about which to pose
a question, and then selecting one of the three types of questions to ask about
that state. The response toolkit for the identification-based questions (categories
a and c) states the question in multiple-choice form, from which the tutee must
make a selection. The response toolkit for the location-based questions (category
b) state the question and display a map, upon which the tutee clicks to respond.
Challenge difficulty estimation in GeograBEE currently takes into account the
specific state and question category selected.

All of these BEEweb systems have been deployed to publicly-accessible web-
sites, each of which has been instrumented to collect action and interaction
data. Now that these websites are being used by students, both in and out of
the classroom, we are beginning to accumulate this data for analysis.

4 Challenges and Future Work

The initial research aim of the BEEweb was to convincingly determine whether
the TD-RT protocol can serve as a principled basis for peer learning while requir-
ing minimal curriculum domain expertise and content costs. Many new research
challenges and opportunities presented themselves once the platform was built.
For example, we are working on replacing the hand-built difficulty estimators
with adaptive ones based on statistical analysis of student match data, using
techniques similar to Conejo et al. [4]. We are also experimenting with ways of
using collected data to further enhance the tutoring experience (by making por-
tions accessible to the student and their parents, teachers, and peers.) Finally,
we are developing programming tools for others to develop and contribute their
own reciprocal tutoring systems to the BEEweb.
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Abstract. In this paper, a multimedia tool named Supplementary Multimedia 
Material Provider (SMMP) is proposed. To extract relevant sentences from 
subtitles of audiovisual, learners input keywords which enable that the sentence 
containing the target vocabulary repeatedly be exposed. The SMMP employs 
text retrieval techniques using vocabulary concept similarity measurement and 
followed by displaying the found sentences in various ways like text, audio and 
video clips. Since not every single movie covers the proper content for every 
viewer for the intention of learning. The SMMP also provides the lexical level 
and category statistical analysis for viewers. These analyses are very useful as 
the criteria for language learners in selecting appropriate movies as their learn-
ing materials. 

1   Introduction 

In recent years, DVD movies are very popular in colleges as the audiovisual for 
learning foreign language. Many researchers have shown that video materials can 
promote the motivation of learning foreign languages. Students really enjoy watch-
ing movies to get exposure to natural language in a non-threatening setting. In addi-
tion, movies and videos provide common ground to students of any international 
background.  For these reasons, it is attractive for the learners to use the audiovisual 
for learning language; just imagine that you can have both general teaching re-
sources as well as fully-developed lessons on various films so that you can make 
yourself some popcorn and settle down in front of your computer for some fun with 
movies and learning the language. Lin[1] looked at the incorporation of DVD films 
into a two-semester general English class for non-majors at a Taiwan university. 
Their study addresses that: Was it feasible to use DVD films as the major course 
material in a university level listening and speaking course for English majors? The 
answer was yes from the teacher’s point of view after one semester. But the biggest 
drawback is the time it takes to develop the materials. In addition, once materials 
are developed, they can be used again in subsequent classes. As with any materials, 
sometime they do not work well at first and need improving or modification to use 
with different levels. 

We try to develop a multimedia tool to help teachers and learners for fast obtain 
materials from different DVD films to achieve their needs.   
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2   The Proposed Method 

The tool, called Supplementary Multimedia Material Provider (SMMP), is designed 
to self-access language learning. Teachers or learners can select DVD movies for 
English learning by themselves. The SMMP provides the lexical level and category 
statistical analysis for the selected movie captions. 

To describe the method of the SMMP, it will be helpful to imagine a particular set-
ting. We assume a learner who has bought or rent an interesting DVD film and want 
to learn English from the contents of the DVD repeatedly. During the video playing 
process, if some target vocabularies appeared on the English caption, he needs to stop 
playing and find the meanings of the vocabularies from a dictionary. In addition, 
when he wants to repeat currently passing sentence, he will suffers to moving the 
control scroll bar on the DVD player to extract position. These drawbacks will waste 
the learner’s time and reduce the fun of language learning.   

To improve the drawbacks for language learning caused by using general DVD 
player software, a user friendly DVD language learning interface in The SMMP is 
designed. The architecture of the SMMP is shown is Figure 1. The learning interface 
is displayed in Figure 2. 

 
 

 

Fig. 1. 
 

Fig. 2. 
 

Figure 1: The architecture of the proposed DVD language learning framework 
Figure 2: The learning interface of SMMP 

Three main functions are provided by the SMMP. 

(1) Multimedia material extraction from DVD films and material database construc-
tion with sentence by sentence. 

The file sizes of DVD films are very large. Some video compression software 
is required to convert the original DVD VOB file format into mpeg4 or avi com-
pressed format. We used a commercial OCR package to extract the captions and 
another one to convert the audio file into mp3 format. The captions and audio are 
segmented into clips according to the timestamps of captions and these clips are 



 A Multimedia Tool for English Learning Using Text Retrieval Techniques 703 

put into database for searching.  The database can accumulate a huge of material 
data extracted from different DVD films. 

(2) Vocabulary search and concept based similar keyword search 
Research on reading and on vocabulary acquisition suggest the value of provid-
ing supplementary readings which offer learners repeated exposure to target vo-
cabulary in context[2]. By using text retrieval technique, two approaches are pro-
vided to find clips from database. One matches keywords to find the sentences in 
the database. The other indexes a concept categorized dictionary[3] and list the 
similar keywords. The dictionary categorizes 30,000 English words into 130 
groups of related meanings with definitions. Similar vocabulary searching func-
tion is indispensable for English writing, translation and vocabulary learning. 

(3) Lexical level and category statistical analysis for captions 
There are about 1200 sentences extracted from the captions of a DVD movie. The 
lexical level in the sentences can be analyzed using text retrieval techniques [4]. 
After removing the stopwords in the extracted movie caption, we compute the fre-
quency of keywords which are appeared on the referenced vocabulary table of 
Taiwan General English Proficiency Test (GEPT)[5]. In addition, we also draw a 
radar map to show the vocabulary categories according to the keyword character-
istic distribution according to the categorized dictionary . 

3   Conclusions 

We have propose a multimedia tool named Supplementary Multimedia Material Pro-
vider (SMMP). The SMMP employs text retrieval techniques using vocabulary con-
cept similarity measurement and followed by displaying the found sentences in vari-
ous ways like text, audio and video clips. Since not every single movie covers the 
proper content for every viewer for the intention of learning. The SMMP also pro-
vides the lexical level and category statistical analysis for viewers. These analyses are 
very useful as the criteria for language learners in selecting appropriate movies as 
their learning materials. 
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Abstract. With recently increased emphasis on learner-centered education, a u-
learning system, which can provide learners with a learning at any time in any 
place, has been becoming the focus of attention. Also, the advance of 
technology enables learners to have easier access to internet through PDA, thus 
to acquire information needed to learn on the spot at the moment without time 
or space constraints. Based on the current trend of the technology, we focus on  
how learners obtain and access information suitable for them. We shall propose 
a mobile middleware framework and profiling system, which take into account 
circumstances of a learner with a mobile device, specifications on a mobile 
device, and the learner’s level or preferences for individualized u-learning. The 
middleware system is devised to make use of the information collected from 
RFID reader for outlining the learning environment of the learner. 

1   Introduction 

The trend in education has been changing from teacher-oriented learning activities to 
learner-centered ones which learners search, process, and make proper use of the 
information or knowledge they need for themselves. Accordingly, the ways of 
learning has been switching from passive learning to active one, from collective 
learning to individual one.  

In the course of this paper, we shall suggest an RFID middleware framework and 
profiling system regarding mobile devices for u-learning learners. Our system 
provides a u-learning server with the data collected from the PDA, RFID reader, and a 
learner. The information serves as a basis for customized learning corresponding with 
each learner’s learning style, level, and goal. In other words, a server can create a 
learning environment suitable for a specific learner and reorganize properly it to meet 
his/her demands and environmental changes.  

2   Profiling System and Middleware Framework 

We describe the profiling system and RFID middleware framework to provide an 
elaborate individualized u-learning using an RFID reader attached to a PDA device.  
The profiling system is made up of two components; server, which offers agents 
connected to database, and client, which provides a mobile learning user interface. 
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PDA is used as a mobile device, which satisfies such requirements as RFID 
information, and a user's interface environment considering a mobile device's level.   

The mobile learner profile gathered in this way will be sent to a server through a 
communication module. Some of the data profiled are saved in the learner’s database 
at server side, and some of them are sometimes changed in the learning process. With 
the database of learner’s profile, a profile agent manages learner profiles which 
should be kept through many learning sessions. It receives such information as the 
learning level, preferences, goals, hour and location of each learner from the mobile 
device and constructs a customized u-learning environment for the learner [1,2]. 
Learning materials are saved and managed in a learning database, and metadata about 
learning content such as relations between learning materials and knowledge structure 
are kept in a learning management database. A learning content agent plays a role of a 
search engine for the two databases. A customized learning agent extracts a diagnostic 
questionnaire or optimal learning content.  

 

Fig. 1. The RFID system framework 

Figure 1 shows the overall system framework based on RFID reader. Specially, we 
propose the RFID middleware framework for developing u-learning application. The 
RFID middleware consists of two layers : upper layer and lower layer. The upper 
layer provides the APIs to be used in application program such as reader control API, 
u-learning API, and so on. The lower layer has the functionality to communicate with 
RFID reader. 

The scenario for learning in our system is at the following. A learner (assume that 
he/she is L) wants to learn using a PDA at some place. As the first step, Learner L can 
make a diagnostic of his/her learning level and submits the diagnostic data to the 
server, which returns the diagnostic results. Also, the profiling system collects and 
encodes the learner profile from PDA, RFID reader, and the learner L. Then, it sends 
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the collected profile to the u-learning server. Now, L can be provided a learning 
service suitable for his/her PDA and learning level. 

In this paper, we also propose the approach to apply the RFID information to 
learning including the basic profile information. For example, we can assume that the 
learner L goes to the museum for study and the articles in the museum have RFID 
tags themselves. L reads the RFID tag of the article of interest using the tag reader 
attached to the PDA. After reading it, on the spot, L can get additional learning 
information about the article such as motion learning or hypermedia-based learning 
contents provided by his/her instructor on the Internet. Under this situation to learn on 
the spot, it is very important to provide a customized learning service to L using the 
profiling information. As another example, situation learning is necessary for L, who 
is interested in learning English as a foreign language. If each object in any place has 
a RFID tag, L who wants to know its expressions, can read it using a RFID reader 
attached to PDA. Then, the information of the RFID tag will be sent to a server 
database to get the English expressions corresponding to the tag. 

3   Conclusion 

We proposed a profiling system and RFID middleware framework designed for 
customized u-learning. That is to come up with a way of providing a best-suited 
learning environment for each mobile learner, who uses a mobile device. The 
profiling system manipulates a key information such as learner profile, learning level, 
specifications on mobile devices, and so on. In particular, the learner’s profile is 
drawn through a diagnostic evaluation with the aid of RFID reader. Also, we 
suggested the RFID middleware framework, which has the common API set including 
an additional APIs related to a u-learning application.  

We’re developing a profiling system and implementing RFID APIs to be used on 
Windows CE in PDA. 
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Abstract. We present ERM-Tutor, a constraint-based tutor that teaches logical 
database design (i.e. mapping conceptual to logical database schemas). Students 
practice this procedural task in ERM-Tutor by solving each step and receiving 
feedback on their solutions. We also present a new feature added to the system, 
which enables students to ask free-form questions. A preliminary evaluation 
carried out on ERM-Tutor investigated how students use free-form questions, 
and provided promising results. We plan to perform a bigger study in early 
2006. 

1   Introduction 

Constraint-based tutors have been successful in a variety of domains, such as 
conceptual database design, database queries, data normalization, UML and language 
learning [2,5,6]. Building on successful work, we have developed ERM-Tutor, in 
which students practice the algorithm for mapping conceptual database schemas (i.e. 
ER diagrams) into relational schemas. The ER-to-relational algorithm [4] consists of 
seven steps, which map the ER components in the following order: 1) regular entities, 
2) weak entities, 3) 1:1 binary relationships, 4) 1:N binary relationships, 5) M:N 
relationships, 6) multivalued attributes, and 7) n-ary relationships. Although the 
algorithm is well-defined and short, students typically find it difficult to learn and 
apply consistently. 

ERM-Tutor is a web-based system, the main components of which are the 
pedagogical module, problem solver, student modeler, session manager and user 
interface. The tutor also contains a set of problems and 121 constraints representing 
the domain knowledge. The problem-solving process is broken into seven tasks, 
corresponding to steps in the mapping algorithm, each task presented to the student 
on a separate page. The student has to complete the current task in order to move on 
to the next one. The student can request feedback at any time. The short-term 
student model consists of a list of satisfied and a list of violated constraints. This 
model is used by the pedagogical module to present feedback to the student. ERM-
Tutor also maintains a long-term student model, which is used for problem 
selection. 
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2   Question Asking Module 

Intelligent Tutoring Systems provide feedback on students’ actions, but students do 
not always understand the feedback they receive. Therefore, it would be beneficial for 
students to be able to ask free-form questions at any time. ALPS [1,3] allows the 
student to ask any question, to which the system replies with a pre-recorded video 
clip. The results show that the rate of unprompted questions is lower than in the case 
of one-on-one human tutoring. Furthermore, half of the questions are not related to 
problem-solving, but are rather social interactions. Most of the remaining questions 
are performance-oriented, and not deep questions that would facilitate learning.  

In this light, we added a question-asking module to ERM-Tutor. We defined 98 
distinct questions, based on our experiences in teaching the mapping algorithm and 
our experience with other constraint-based tutors. These questions can be categorized 
into interface usage (“What does the button Check Step do?”), definitions of terms 
(“What is a foreign key?”), diagram notations (“How is an attribute represented in the 
ER-diagram?”), mapping regulations (“How is a relationship mapped?”), and deeper 
questions (“Why are the steps arranged in this order?”). The question database 
additionally includes a number of repeated questions that are phrased differently, 
resulting in a total of 182 questions. In contrast to ALPS, the answers to questions are 
textual.  

The TFIDF (Term Frequency Inverse Document Frequency) vector weighting 
scheme [7] was chosen as the information retrieval mechanism, as is the case in 
ALPS. In our system, the questions are read from the database and separated into 
words. The weight of each question and word is calculated, and words are indexed in 
a hash table. When the student asks a question, the same calculations are applied to 
the query string: it is also broken-up into words and their weights are calculated. Each 
question is then allocated a query weight. Finally, the answer corresponding to the 
question with the highest query weight is returned to the student. To evaluate the 
subjective relevance of answers, students are encouraged to submit their ratings of 
answers; however, the system does not enforce it to avoid mode errors and 
distractions from the problem solving task. 

3   Preliminary Evaluation 

We performed a preliminary study of ERM-Tutor with students enrolled in an 
introductory database course at the University of Canterbury in 2005, in order to 
investigate the usage of free-form questions. 29 students logged into ERM-Tutor at 
least once, but five students used it for less than two minutes and so their logs were 
excluded from analyses. The average interaction time was under one hour 
(mean=54min, sd=63min), ranging from several minutes to 4.5 hours over several 
weeks. The number of sessions ranged from one to four (mean=1.67, sd=0.96). On 
average, students attempted 4.6 problems and completed 25% of them. 

Only eight students asked questions, with a total of 24 questions submitted. The 
number of questions per student ranged from one to five. The questions can be 
categorized into task-focused (50%), definition-focused (8%) and phatic questions 
(42%). Task-focused questions ask directly for help solving the problem (e.g. “How 
could I solve this table?”). For instance, three students copied the feedback messages, 



 Responding to Free-Form Student Questions in ERM-Tutor 709 

added a question mark at the end or a “How to” at the start, and submitted them as the 
questions. Definition-focused questions ask for definition of terms. There were only 
two such questions submitted: “What is foreign key?” and “What is multivalue?” 
Phatic questions establish a sense of social mood (e.g. “What is your name?”, “How 
are you?” and “How do you answer questions?”). Excluding phatic questions, 14 
questions were relevant for students’ actions. Five of these questions were answered 
correctly, and for two of these, the students specified highest relevance. The answer 
could not be found for one question. The remaining questions received answers which 
were related to the query, but were not useful to students. This happened when the 
students did not formulate questions well, but instead copied a part of the feedback 
message, adding a question mark at the end (e.g. “Make sure the relationship is 
1:1?”). We intend to enhance our question database with these questions. 

4   Conclusions 

The paper presented ERM-Tutor, a new constraint-based tutor that teaches the 
procedural task of mapping ER diagrams into relational schemas. We enhanced ERM-
Tutor with a question-asking module, which allows the student to ask a free-form 
question, which the system processes and returns the answer with the highest relevance 
weight, using the TFIDF weighting scheme. Our preliminary study showed some 
evidence that students welcome the idea of asking free-form questions and confirmed 
the need for eliciting deeper questions. We are currently investigating various 
techniques to encourage students to use the module, such as prompting students to ask 
more questions and even suggesting a question to be asked based on their student 
model. We plan to conduct a full evaluation study of ERM-Tutor in March 2006. 
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Abstract. Teaching by fun is the most ideal teaching strategy in the educational 
field. In that case we are trying to establish a game-like learning system with 
Multi-modal interface and mix-initiative dialogue system for pre-school  
children. 

1   Introduction 

By providing several communication channels between human and computer, Multi-
modal interface can increase recognition rate of user’s intention through various  
natural input modalities [4][5]. In this poster, we are concerned about how to merge 
Multi-modal interface into digital learning environment, particularly a game-like 
learning environment for per-school children. In addition, dialogue management 
(DM) has also been integrated into our system to generate dynamic content according 
to the interaction between computer and children. Finally, we collect some video clips 
from pre-school children through our system and try to analyze possible learner’s 
behaviors with NHUE (National Hsinchu University of Education) to enhance the 
game flow and tutoring strategy in the future. 

2   System Architecture 

Currently, we propose an extendable multi-modal integration framework. Mouse, 
keyboard and Speech input will be our default modalities. (Figure 1) 

For domain portability and system extensibility, we utilize a unified Semantic Fea-
ture Structure [4] for semantic meaning representation and multi-modal integration. 
Each input modality has its own understanding process and need to follow the unified 
Semantic Feature Structure to convert user’s input into more accurate semantic frame  
(For example, NLU [2] and Device Understanding). 

After retrieving semantic frames from various modalities, integration module 
aligned these frames by rules. Currently we use time as a main feature to alignment 
semantic frames. In the future, we will try other features to align those semantic 
frames, according to different characteristics of learners. 

When alignment process completed, system obtains groups of semantic frames, 
and then integrates into new semantic frame represented learner's operations. For this 
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purpose, we adopt a semantic multimodal integration approach [3][4] that use Ontol-
ogy to represent possible semantic features in semantic frames. During the integration 
process, we not only use ontology to verify the comparability of feature types, but 
also derive rules to combine multiple unimodal semantic frames by inferring from 
ontology. Once system achieves understanding learner's operations, it passes the inte-
grated semantic frame to dialogue management module. Dialogue management mod-
ule will maintain learner’s input log and dynamically generate suitable content back 
to learner [1]. 

 

Fig. 1. Extendable multi-modal integration framework 

3   Data Collection and Analysis 

We have completed a proof-of-concept system that fits within our integration frame-
work. . Children will learn how to recognize animals through first scene by moving 
animals to the right place in the farm. After moving all the animals, system will 
change to the next scene that will let children to choose their desired animals and then 
ask the number counting question according to their choice. 

To track the behaviors of students, we studied 50 children that age from 4 to 7 in 
our research. 33 children are novice computer users but the reset children aren’t. To 
make the data collection more realistic, we let them playing our system by themselves 
in the music classroom of kindergarten and put the camera away from them.  

4   Experiment Result and Future Work 

After few weeks analysis and discussion with educational experts, we preliminarily 
found several interesting learner’s behaviors of pre-school children through our sys-
tem as following. We are now proceeding to model learner's behaviors [6][7]. 

(1) Distraction /Leaving: When finding children have distracted from computer 
game with time or leave their seats, we will classify these children in this  
category. 
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(2) Discovery learning: Children in this category mostly belong to novice computer 
users. They cost much time to learn how to handle mouse when playing the 
game. 

(3) Search for answer: Different from discovery learning, children in this category 
enjoy in the game. In the while, we also find some children have high cognitive 
ability. 

(4) Practiced operation: Children in this category operate the mouse to play game 
and answer the question smoothly. 

(5) Play: Children try to use their way in the game process instead of following the 
instruction provided by our system. 

(6) Impatience: After several times of playing, some children are quite familiar 
with the game flow and are able to predicate the next step. 

In the future, we will integrate learner’s model into our system and hope to  
enhance the game flow and tutoring strategy to make the system more attractive to the 
learners. 
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Abstract. This paper reports the first phase of a project with the goal of 
developing a general model of self-explanation support, which could be used in 
both open- and closed-ended domains. We studied how human tutors provide 
additional support to students learning with an existing intelligent tutoring 
system designed to help students learn database modelling. We report on the 
findings from this study, which will serve as the basis for defining the model. 
We also discuss directions for future work. 

1   Introduction 

Studies indicate that students acquire shallow knowledge even in the most effective 
Intelligent Tutoring Systems (ITS) [1]. Self-explanation was shown to facilitate the 
acquisition of deep knowledge [2]. Several ITSs were enhanced with self-explanation 
support in domains such as physics [3], mathematics [1], database design [6] and data 
normalization [5]. With the exception of database design, all these domains are 
closed-ended, as problem solving is well structured, and therefore self-explanation 
expected from learners can be clearly defined. Database design is an open-ended task: 
the final result can be defined in abstract terms, but there is no algorithm to find it. 
Although the above ITSs were shown to improve student performance, none of these 
self-explanation models have been used in both open- and closed-ended domains. 

Our long-term goal is to develop a model to facilitate self-explanation which can 
be used in both open- and closed-ended domains. We have chosen Entity-
Relationship (ER) modelling as the open-ended domain, and ER-to-relational 
mapping as the closed-ended domain. The later task is a well-formed one, and 
therefore is a deterministic algorithm that students learn in database courses. EER-
Tutor [7] and ERM-Tutor [4] are two existing constraint-based tutors. Our goal is to 
develop a general self-explanation model that can be used to enhance these systems.  

In order to develop a model for self-explanation, we need to consider three basic 
decisions: when to prompt for self-explanation, what to self-explain and how to obtain 
self-explanation from learners. As the first step, we conducted a study to observe how 
students interacted with the EER-Tutor, while providing additional help by a human 
tutor through a chat interface. Section 2 presents this study. The next section discusses 
the findings of this study and how they can be incorporated in a self-explanation 
model. Section 4 details the conclusions and the directions of future work.   
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2   Preliminary Study 

The study was conducted in August 2005 at the University of Canterbury, and 
involved volunteers enrolled in an introductory database course and professional 
tutors. The professional tutors will be referred to as tutors, while EER-Tutor as the 
system hereafter. EER-Tutor provides a problem-solving environment and 
complements classroom instruction. The version of EER-Tutor used in the study was 
enhanced with a chat interface, so that the tutors could provide one-to-one feedback to 
students. We wanted to make the bandwidth between the student and the tutor very 
similar to that between the student and the ITS. As a result, tutors could observe only 
the students’ interactions with the ITS. Participants interacted with the system in one 
room and the tutors observed their interactions in another room. 

The tutors were not given any specific instructions on providing assistance to 
students. Student participants were not told that a human tutor was involved in the 
study. Students also could ask for help through the chat interface or the More Help 
button in the interface. All interactions were recorded. Students themselves decided 
when to end the session. All participants filled out a questionnaire on their 
perceptions about the system and interventions through the chat interface. The tutors 
were also interviewed to understand their views on the tutoring experience. 

3   Observations and Prototype for the Self-explanation Model 

Seven students and four professional tutors participated in the study, with at most two 
students per tutor. The average duration of sessions was 85 minutes (sd=20). The 
average number of problems attempted was 11 (sd = 5), and all the participants 
completed all the problems attempted. The timing of tutor interventions differed 
significantly. Some tutors intervened in the first problem in which the student needed 
help, while in other sessions, the tutors intervened mostly in 4th or the 5th problem. In 
one situation, the tutor waited until the 19th problem to intervene.  

The self-explanation model will be developed on the basis of the findings from this 
study. The model will decide when and what to self-explain, and how to obtain self-
explanations. As all tutors provided delayed feedback, which was well-received by 
the participants, the model will provide delayed feedback. With delayed feedback, 
specific guidelines to decide on the timing of interventions need to be incorporated 
into the model. In the study, delayed feedback was provided in the following 
situations: (i) the student has been inactive for a pre-determined period of time, (ii) 
the student has made the same mistake repeatedly or (iii) the student seems to be 
reacting to feedback without much reflection.  

In the first scenario, it will be beneficial to prompt the student to ask a question in 
order to understand the difficulty in completing the solution, to which the system can 
respond appropriately. This either requires natural language capabilities or obtaining 
the response through menu options. For instance, we can ask the student which 
concept he/she is having difficulties with, and provide a menu for the student to select 
the concept he/she needs assistance with. As noted in (ii), if the student makes the 
same mistake repeatedly, it is clear that there is a misconception or gap in his/her 
knowledge. Then, it will be more beneficial to provide a problem-independent 
explanation initially. Later on, the student may need assistance to understand how to 
apply the domain concept to the current state of the problem. A student seems to be 
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reacting to feedback without reflection if he/she makes a single change without 
reflecting on the other changes that need to be performed as a result. In such 
situations, the student will be prompted to reflect on other related changes.  

Our model also needs to decide how to prompt learners to self-explain. As 
explained earlier, we have seen tutors provide problem-independent explanations 
when there is evidence that a student has difficulty with a domain concept. Later on, 
he/she can be prompted to understand how the corresponding domain concept relates 
to the current problem state. At other times, the student may have difficulty with the 
current problem. Then the student can be guided using a series of prompts ranging 
from rephrasing feedback, discussing problem-specific details to providing the answer 
directly. If the system has natural language processing capabilities, students would be 
able to correspond with the ITS in a natural manner using partial answers. 

4   Conclusions and Future Work 

This research focuses on developing a self-explanation model for both open- and 
closed-ended domains. As the first step, we conducted a study to observe how tutors 
help students to solve a problem using the EER-Tutor. In addition to the system’s 
feedback, the students were prompted by human tutors through a chat interface. 
Although different kinds of prompts were used, all of them provided delayed feedback 
and guided the students towards the solution without giving the answer directly. Both 
timing and content of interventions were well received by the students. They also felt 
that the help received through the chat interface was very useful for understating 
mistakes on their own, providing an opportunity for self-explanation and reflection.  

The findings from the study are being used to develop the model of self-
explanation, which will be used in the next study with ERM-Tutor to understand its 
applicability in a closed-ended domain. If necessary, the model will be modified and  
then implemented in both EER-Tutor and ERM-Tutor. These enhanced systems will 
later be evaluated in authentic class room environments. 
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Abstract. As knowledge becomes a crucial asset to organization’s survival, an 
efficient knowledge management policy should be set up and should result into 
an organizational memory. Similarly, an effective eLearning program must be 
implemented in the organization and exploit the organizational memory to 
manage competence evolution. In this paper, we introduce a framework to 
manage organizational knowledge through the creation and management of an 
ontology-based Organizational Memory (OM). We also explain how an 
Intelligent Tutoring System (ITS) can benefit from this OM in order to provide 
a just-in time, just enough learning solution to the organization’s members.  

1   Introduction 

Knowledge is the key asset of the modern organization. Thus, the capture of 
organizational knowledge becomes a necessity as well as the development of internal 
competences. In this context, the set-up of just-in time just enough learning connected 
to the real work processes becomes also urgent. The integration of knowledge 
management and Intelligent Tutoring Systems [10] could be an answer to this need [7].  

2   An Ontology-Based Organizational Memory 

Inside an organization, most of the corporate knowledge is created and stored in the 
form of documents, with little or no metadata about document content and context. 
This situation creates two kinds of problems: From one side, this lack of metadata and 
structure leads to very poor capabilities to query corporate knowledge sources within 
an automatic process and makes documents knowledge invisible when trying to 
inventory the organization intellectual capital.  From the other side, the 
implementation of eLearning programs does not beneficiate from the knowledge 
capital inside the organization which results into training materials disconnected from 
the real work processes and knowledge. 

Our proposed architecture, indicated in Fig. 1, relies on the creation and 
management of an ontology-based Organizational Memory (OM) [1, 2, 3, 9]. 
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Ontology is used to create and organize content metadata and to provide a shared 
understanding across the organization. In fact, ontology is used to describe the 
organization, the domain in which the organization works, its competences, the 
organizational documents, etc. Each object in the system (Employee, Competence, 
Knowledge Object, Role, etc.) is an OWL [5] object which can be uniquely identified 
by a URI. All these objects are described by a number of concepts of the domain 
ontology and can thus be retrieved by similarity-based techniques using the vector 
cosine ranking algorithm [4]. 
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Fig. 1. Conceptual Architecture 

Briefly speaking, our architecture takes as input structured data (database, case, 
employee, competence, etc.) and unstructured data (documents) provided by an 
employee who wants to share his knowledge (Knowledge Production). The system 
then identifies manually (with the help of the employee) or semi-automatically (with 
information retrieval techniques) relevant knowledge parts and concepts and link 
them to the existing ontologies or creates new concepts in the ontologies. Then 
SCORM [8] compliant metadata is created through a metadata manager, results into 
OWL files and refers to the OWL objects (with their URI). A knowledge Object is 
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then added to the Organizational Memory.  Because each object is defined according 
to the ontologies, and especially competences, the system is then able to offer 
efficient knowledge retrieval tools and to perform competence gap analysis. An 
eLearning plan is then generated with the corporate knowledge thus integrating 
training material with organizational knowledge (Knowledge Consumption).  

Our platform is developed in java and the OWL ontologies are developed with the 
Protégé Ontology editor [6].  

3   Conclusion 

In this paper, we presented a solution to the knowledge acquisition problem in 
intelligent tutoring systems through the use of the organization available knowledge in 
training sessions and the set-up of an ontology-based organizational memory (OM). At 
present, we elaborated and we built tools to create, organize, retrieve and effectively 
exploit the knowledge residing in the OM to achieve corporate competence 
development and training. Future work may explore the interest of document 
summarization coupled with automatic metadata generation. The next step in this 
research will be to experiment the proposed framework in real corporate settings. We 
are currently working on domain ontology development inside a real corporate 
environment and first experiments have shown the advantage of our architecture.  
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Abstract. For the nurses to provide quality patient care, the nurses need to gen-
erate an accurate and reliable nursing care plan. To prepare a nursing care plan, 
the nurses need to follow a number of steps starting from the data collection 
stage and ending with the nursing diagnoses, outcome, and intervention selec-
tion stage. Many nurses are responsible for many patients. The patients come 
and go. The nurses in many critical settings work in the three eight-hour shifts. 
Therefore, it is essential and necessary for many nurses to share the generation 
and the use of the nursing care plan. Instead of text-based nursing care plan, we 
are developing a visual system to represent patient state and the corresponding 
diagnosis through collaborations amongst the nurses. By using this system, the 
novice nurses learn from what others do. 

1   Collaborative Nature of the Nursing Care 

For the nurses to provide quality patient care, it is necessary for the nurses to generate 
an accurate and reliable nursing care plan. The nurses follow a number of steps start-
ing from the data collection and ending with the nursing diagnoses, outcome, and 
intervention selection. There are 167 nursing diagnoses, which are categorized as 
organized as 13 domains and 46 classes [1]. Each diagnosis is associated with the 
definition and one or more defining characteristics. The nurses learn to select and 
differentiate diagnoses by reviewing the existing cases and also by observing what 
other nurses do. Each diagnosis is linked to one or more potentially suitable nursing 
outcomes. Therefore, the nurses select the most appropriate nursing outcomes based 
on the initially chosen nursing diagnosis. Similarly, each diagnosis and outcome is 
linked to one or more potentially suitable nursing interventions. The nurses learn to 
select the correct outcomes and interventions by reviewing the existing cases and also 
by observing what other nurses do. 

Many nurses are responsible for many patients. The patients come and go. The 
nurses in many critical settings work in the three eight-hour shifts. Therefore, it is 
essential and necessary for many nurses to share the generation and the use of the 
nursing care plan. One nurse might not be able to collect all necessary information 
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about a patient to reach a diagnosis at one time. Thus, other nurses will need to col-
laborate in the data collection stage. In addition, one nurse might develop doubts, 
questions, or further data collection needs while trying to select the most appropriate 
nursing diagnosis. Other nurses can either find then share answers to the questions for 
others including the nurse to study or complete the nursing diagnosis step with the 
additional information.  

2   Training by Collaboratively Generating Nursing Care Plan 

Nursing care plan is an embodiment of how nurses apply a clinical reasoning process 
to analyze and evaluate gathered facts about patients. The nurses develop a plan of 
care that prescribes interventions to attain the expected outcomes. The care plan is 
prepared to provide continuity of care from nurse to nurse, to enhance communica-
tion, to assist with determination of agency or unit staffing needs, to document the 
nursing process, to serve as a teaching tool, and to coordinate provisions of care 
among disciplines [2].  

We are developing a collaborative nursing care plan generation system for the 
nursing science undergraduate students. Every semester, the Juniors, who major  
in nursing science at the Department of Nursing Science, Konkuk University in 
Chungju, Korea, develop detailed care study reports of patients while they work as a 
student intern at a psychiatric warden for four weeks. The nursing care plan is one 
section of the case report, which is submitted at the end of the internship period. Tra-
ditionally, each case study report including the nursing care plan was prepared by one 
student. However, we wanted to introduce the group project aspect into the internship 
assignment by having the students to generate the nursing care plan collaboratively. 

To enable the easy collaboration amongst the group members, we developed a web 
community for the group members to communicate and also to collaboratively gener-
ate the nursing care plan. At the center of the web community, we incorporated an 
interactive visualization system to allow visual inspection of the collected factual in-
formation about the patient. The visualization system allows the students to link one or 
more diagnoses and the corresponding outcomes as well as interventions given a spe-
cific patient. This representation is inspired by MindMap, which is an alternative way 
to organize the patient information especially devised to enhance the educational ex-
periences by the nursing students [3]. One notable feature of the MindMap-based visu-
alization system is the exemplification of the previously selected outcomes, and inter-
ventions for other patients given the same diagnosis. For example, if a certain out-
comes or the interventions were often chosen for a particular diagnosis then the linkage 
will automatically appear before the nursing students select any outcomes or the inter-
ventions. This allows the nursing students to consider the evidences, which are accu-
mulated during the nursing care plan generation tasks carried out during the previous 
semesters. This is an attempt to promote the evidence-based nursing care. The collabo-
ration as well as the learning amongst the nursing students is designed to occur when 
they collectively manipulate visual representation of the nursing care plan. 

The Figure 1 shows ‘Health Maintenance, Altered’ and ‘Social Isolation’ as the 
nursing diagnoses for the patient HS.  Each nursing diagnosis is preceded by ‘D’.  
Nursing Outcome is preceded by ‘O’ and Intervention is preceded by ‘I’.   
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Fig. 1. Mind Map for Patient HS 

We are in the early stages of developing a computer-mediated collaborative visual 
learning system to generate evidence-based nursing care plans.  We developed a pro-
totype system, which enables the students to visual representation of the nursing care 
plans. We are in the process of the evaluating the system. We expect the resulting 
system to aid both nursing students and practitioners. They can learn from each other 
by working toward the same goal of generating a quality nursing care plan. 
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Abstract. A major issue in Intelligent Tutoring Systems is off-task student be-
havior, especially performance-based gaming, where students systematically ex-
ploit tutor behavior in order to advance through a curriculum quickly and easily, 
with as little active thought directed at the educational content as possible. This 
research developed both active interventions to combat gaming and passive in-
terventions to prevent gaming. Our passive graphical intervention has been well 
received by teachers, and our experimental results suggest that using a combina-
tion of intervention types is effective at reducing off-task gaming behavior. 

1   Introduction 

Intelligent Tutoring Systems (ITS) have been shown to have a positive effect on stu-
dent learning [1], however these effects may be negated by a lack of student motiva-
tion or student misuse, particularly “gaming” of the system [2]. Gaming is the sys-
tematic use of tutor feedback and help methods as a means to obtain correct answers 
with little or no work, in order to advance through a curriculum as fast or as easily as 
possible.  

Within ITS there have been a variety of approaches towards remediation of gaming 
behavior in students [2], which are mostly active interventions focused on combating 
student gaming, with few approaches focused on prevention. This research aimed at 
exploring a more comprehensive approach using active interventions to combat gam-
ing along with a passive method to prevent gaming within the Assistments mathematics 
ITS [3]. 

2   Prevention of Gaming 

We developed three gaming interventions, two traditional active interventions, and 
one passive deterrent or prevention mechanism. The interventions were deployed and 
evaluated experimentally. Two active interventions were used to respond separately to 
the two types of hallmark gaming behavior: rapid-fire guessing-and-checking and 
hint/help abuse. These interventions were triggered by simple gaming detection algo-
rithms, which marked a student as guessing-and-checking or abusing-hints prima 
facie of the appropriate surface-level characteristics [4]. When triggered a message 
was displayed to the offending student encouraging them to try harder, ask a teacher 
for help, or pursue other suitable actions.  



 Prevention of Off-Task Gaming Behavior in Intelligent Tutoring Systems 723 

The passive intervention sought to prevent gaming by providing visual feedback on 
student actions and progress. It had no triggering mechanism, and was continuously 
featured prominently on-screen for easy viewing by the student and teachers. Theo-
retically, gaming would then be prevented through Panopticon-like paranoia (when a 
fear of being watched, without knowing whether one is being watched at any given 
moment, causes self-corrective behavior) [5]. 

Our passive intervention (not shown) graphically plots all recorded student actions 
(such as problem attempts, hint requests, bottom-out hints) in a horizontal timeline.  
Each action has associated summary text that identifies and provides relevant details 
and results of the action on mouse-over. The horizontal distance between points re-
flects the amount of time between the actions. The vertical height of actions is based 
on their outcome (correct actions are higher than incorrect actions). Throughout the 
design, the ubiquitous traffic-light color conventions of modern society are used, 
where green is implicitly “good” or “correct,” yellow is “caution,” and red is therefore 
“bad” or “incorrect.” The graphical plot was designed to (1) allow teachers and stu-
dents to easily identify gaming behavior via emergent visual patterns, (2) thereby 
preventing gaming behavior in the students by the students themselves, and (3) pro-
viding a launching point for teacher intervention where gaming behavior or student 
misunderstandings are identified. 

Once all three interventions were designed and implemented, we conducted an ex-
periment to test their effectiveness within the Assistments system. One group of stu-
dents (70 students) received both the active and passive interventions (group 1); while 
a second group (57 students) received no interventions (group 2). Both groups of 
students used the tutoring system for an average of 3 class periods (approximately 45 
minutes each period), each session having their rate of gaming measured by our prima 
facie gaming recognition algorithm [4]. Then we swapped the conditions, so that 
group 1 no longer received interventions, while the group 2 began to encounter them. 
The students used the tutoring system for another class period, and the rate of gaming 
was compared before and after the swapping of conditions. 

Before switching conditions, group 1 had an average rate of gaming that was al-
most half the rate of group 2 (an average of 3.62 occurrences of gaming per session 
compared to 6.235), suggesting that the interventions were perhaps having some sort 
of effect. However, in order to show that those differences were not the result of some 
sort of selection effect in the groups, the conditions were swapped. After the swap, 
both groups had decreased amounts of gaming. Group 1 reduced gaming on average 
by 2.8 occurrences per session, while group 2 decreased their gaming by an average 
of 4.4 occurrences per session. One-side t-tests were performed on both groups, to see 
if the resulting change was significantly different from zero, and in both cases the 
answer was yes (p < 0.0001, in both tests).  

To determine whether there really was a bigger impact with group 2 – turning the 
intervention mechanisms on versus off – we conducted an analysis of variance 
(ANOVA) and the resulting p-value of .08 suggests that turning the interventions on 
(group 2) makes a bigger impact on prima facie gaming than turning them off (group 
1). One possible interpretation and explanation of these results would be that when 
interventions are turned on students learn not to game, and once interventions are 
turned off, they simply continue not to game. Further analysis might reveal whether 
actual invocation or receiving of the active interventions is correlated with this  
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decrease in gaming, as opposed to simply the possibility of receiving them (a student 
might have never seen the active interventions when they were turned on if they were 
never gaming). Otherwise, we might be able to conclude that the decrease in gaming 
was due more to the passive intervention, or perhaps other factors. We leave the iden-
tification of the particular effects each factor for future work. 

3   Conclusions 

The goal of this research was to explore the intervention and prevention of off-task 
gaming behavior within the Assistments system. Three dynamic mechanisms were 
designed: two active interventions for hint-abuse and guessing-and-checking, and one 
passive intervention. Our experimental results suggest that the combined application 
of active and passive interventions successfully reduces off-task gaming behavior 
more effectively than no intervention mechanisms.  
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Abstract. T-algebra is an interactive learning environment for step-by-step 
solving algebra problems, including linear equations. A step in T-algebra com-
bines conversion by rules with entering of the result. The rules, which corre-
spond to the steps of school algorithms, give the program information about the 
student’s intentions and enable the program to check the knowledge of the stu-
dent, to understand the mistakes and give feedback. T-algebra is intended to 
help learning solution algorithms and their steps with designed rules. This arti-
cle describes the rules designed for linear equation solving in T-algebra. 

1   Introduction 

At school most of algebra problems (including linear equations) are solved using 
some algorithms. To solve linear equations, the student should know step-by-step so-
lution algorithm and know how to perform each algorithm step: choose a transforma-
tion rule corresponding to a certain operation in the algorithm, select the operands for 
this rule, and replace them with the result of the operation. 

There are two different kinds of interactive learning environments available, which 
allow building step-by-step solutions. In the first kind of environments (such as 
MathXpert [2], AlgeBrain[1]), the student solves a problem working in terms of rules: 
selects a part of the expression and the rule. In such environments the student learns 
solution algorithm, but the learning of performing algorithm steps is passive, because 
the transformation itself is made by the computer. In the second kind of environments 
(for example, Aplusix [4]), the student can produce step-by-step solution themselves, 
because a solution step consists simply of entering the next line. Yet the program does 
not handle the solution algorithms of different types of problems. 

T-algebra is an environment enabling to solve algebra problems step-by-step, in-
cluding solving of linear equations. In the design of the T-algebra environment, we 
have been guided by the principle that all the necessary decisions and calculations at 
each step should be made by the student. For that T-algebra combines the two ap-
proaches described above: selection by rules is supplemented by entering the result. 
This gives the student the possibility to learn the algorithms and their steps. And it 
enables the program to check the knowledge and skills of the student, to monitor, 
whether the student works according to the algorithm and to diagnose errors. 
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2   Designed Rules for Linear Equation Solving in T-algebra 

Problem solving in T-algebra takes place step-by-step. To make the program more in-
telligent, our own rule dialogue was designed. Each solution step consists of three 
stages: selection of the transformation rule, marking the parts of expression, entering 
the result of the operation. The student can make mistakes, receive feedback and ask 
for help at all three stages. The problem solution window is shown on Figure 1. 

At the first stage of each solution step, the student has to choose the rule that he is 
going to apply. The information on which rule is applied enables the program to esti-
mate, whether the student knows the algorithm for solving this problem and check 
more efficiently, whether the student’s actions on the next stages are correct. The 
textbook algorithms were followed as closely as possible in the design of the rules, 
which correspond to the steps of school algorithms. We have tried to make the stu-
dent’s approach to solving the problems within the program parallel to the approach 
the student would take solving on paper. We hope that such work in the program will 
help the student to develop skills, which will carry over to the work on paper. 

 

Fig. 1. The problem-solution window of the T-algebra program 

The designed set of rules is complete, i.e., all exercises in this field are solvable 
with these rules. The set of rules consists of the new rules for the algorithm, which is 
being learned, and of the simplification and computation rules learned before (Fig. 1 
shows the set of rules for linear equations). This set of rules is small enough to be dis-
played in the menu at all times, and it gives the possibility to diagnose whether the 
student knows which step to perform at the moment. In other environments the set of 
rules, which allows solving the same equations as in T-algebra, is much larger. For 
example, MathXpert has 11 specific rules instead of our 4 rules. With so many rules 
in MathXpert the student cannot see all the rules and cannot select an unsuitable rule, 
because “…only correct rules are offered as menu choices for you to choose” [2]. 

Designing the rules, we have taken into account results of research on students’ 
mistakes made on paper [3], and have attempted to leave an opportunity for the  
student to make the same mistakes in T-algebra. We have also tried to make the rules 
interface as transparent as possible to be sure that mistakes made by the student are 
caused by misconceptions not by poor interface design. 
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Application of the rules Multiply/Divide both sides and Move terms to other side is 
displayed on Figure 1. Let us take a closer look at the last rule (Fig. 2). In order to ap-
ply this rule, the student has to mark the terms that he wants to move. The program 
checks, whether the selected parts are appropriate. If the marking was correct, the 
equation with boxes is written onto the next line. The boxes appear on other side of 
selected parts. The student can make most common errors [3], which he would do on 
paper: forget some moved term and not change the sign of a moved term. The pro-
gram can diagnose these mistakes, can give appropriate error message and show the 
exact position (box) of the incorrect part. During the input, the student can ask for 
help (button with computer) and the program will put the right answers to the boxes. 

 

Fig. 2. Applying the rule Move terms to other side 

3   Conclusion 

In existing systems the student either can learn algorithm steps and the program does 
not handle the solution algorithms (Aplusix) or the student can learn only algorithm 
and the learning of performing algorithm steps is passive (MathXpert, AlgeBrain). 
We have succeeded to create such rule dialogue in T-algebra that gives the student the 
possibility to learn both solution algorithms and their steps, to make the same mis-
takes as on paper and enables the program to give understandable feedback about mis-
takes. Designing the set of rules, we followed school solution algorithms. As we have 
seen the designed set of rules is small enough to be displayed in the menu and this 
gives the student the possibility to choose. The design of rules and of rule dialogue is 
most important part in T-algebra that distinguishes it from other environments. 
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Abstract. In this study, a tutoring system with a learner-initiating instruction 
strategy is proposed to help learners solve digital logic problems that they input 
to the system. After the system comprehends the problem inputted by the learner 
and determines the category of the problem, the system produces a solution plan 
for the learner. The learner solves the problem by following the plan step by step. 
After that, the system diagnoses the learner’s answer when s/he executes a plan. 
If the learner’s answer is incorrect, the system provides hints for the learner to 
revise the answer. Empirical evaluation results indicate that the system is 
effective in tutoring digital logic problem. 

1   Introduction  

Problem-solving oriented approaches have been widely applied to the instruction of 
mathematics, science, and engineering. Furthermore, many computer-based tutoring 
systems based upon problem-solving approaches are developed and applied to various 
fields successfully [1, 2, 3]. Most of these systems are based on an instructor-initiating 
instruction strategy and provide pre-designed problems for learners. When learners are 
asked to solve a problem, the system will instruct the learners what to do. This strategy 
is appropriate for beginners who develop their competence for problem solving from 
the very beginning. Nevertheless, such systems are generally not helpful if a learner 
encounters a problem that does not exist in the pre-designed database. Therefore, it is 
definitely not enough for an instruction system to be merely equipped with an 
instructor-initiating instruction strategy. In order to address this question, a tutoring 
system with a learner-initiating instruction strategy is proposed for helping more 
advanced learners. In this system, a learner becomes active in posing problems that he 
is interested in. After comprehending the problem posed by the learner, the system can 
provide him with relevant instruction materials and hints on problem solving. 
Currently, the system is applied to a course in digital logic, which is an important 
course in the department of electrical engineering in a university. In this course, 
students are taught techniques of digital circuit design including binary, combination 
and sequential logical circuit design, algorithmic state machine design, and VHDL 
modeling of digital circuits, etc. [4]. After accepting a problem inputted by a student, 
the system provides a solution plan and hints to help the student solve the problem. 
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2   System 

The system assists a learner in the problem solving process described by Glass and 
Holyoak [5]. Three steps followed by the system are explained in the following. 

Step1: Comprehend a problem given by the learner: In order to use the system, a 
learner enters the six components of a problem through the input interface (Fig. 1). If a 
learner has a problem, “Find the minimum product-of-sums expression for the function, 
F = BC’D’+BC’D +A’C’D’+BCD’+A’B’CD’, using Karnaugh map.” Firstly, the 
learner needs to select the problem topic “Boolean function minimization using 
Karnaugh map.” Then the learner selects the problem goal “Find the minimum POS 
expression.” Next the learner selects the problem operation “Karnaugh map”. Then the 
system generates the problem constraints automatically according to the problem 
operation. Finally, the learner selects the problem object and inputs the content of the 
object. The problem object is “SOP expression” and the system provides a textbox for 
learner to input its content: “F = BC’D’+BC’D +A’C’D’+BCD’+A’B’CD’ ” (Fig. 1). 

 

Fig. 1. The problem input interface 

 

Fig. 2. The plan execution interface 

Step2: Generate candidate solution plans for the learner to choose: After accepting the 
problem components from a learner, the system understands the problem with the help 
of a knowledge base. If the learner’s input is correct, the system can identify the 
category of the problem and provides the relevant information (lexicon, definition, 
theory, and method) to help the learner understand the problem. For example, if the 
learner does not understand the term “Minimization product of sums”, s/he can select 
the term, and then the system will provide its definition. After the learner understands 
the problem, the system retrieves the problem solving plans according to the category 
of the problem. All these plans can produce correct answers. The learner can choose 
any plan and the system will provide explanations and examples to assist the learner to 
comprehend the plan.  

Step3: Diagnose the execution of the learner’s chosen plan: After the learner 
understands the plan, he solves the problem step by step according to the chosen plan 
(Fig. 2). The system diagnoses the learner’s answer when s/he executes a plan. If the 
learner’s answer is incorrect, the system provides a hint for him to revise the answer. 
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3   Experiment 

We evaluated the effectiveness of this system in training students to solve digital logic 
problem. Ninety freshmen in two classes participated in this experiment. One class with 
47 students was assigned to the experimental group while the other class with 43 
students was assigned to the control group. The following experiment steps were taken: 
a pre-test, a problem solving experiment, and a post-test. Firstly, the pre-test including 
thirty questions was used to assess the students’ problem solving skills. The results 
showed no significant difference between the two classes in their pre-test scores (t = 
0.108, p = 0.914 > 0.05). This implied that the two groups had no difference in their 
initial problem solving skills. The problem solving experiment lasted for three weeks. 
The instructor asked the students to solve twenty problems each week. The 
experimental group solved the problems with the help of the system, whereas the 
control group solved the problem without the system. After the experiment, a post-test 
with thirty questions was given and analyzed with an independent sample T-test shown 
in Table 1. The results showed the scores of the experimental group were significantly 
higher than those of the control group. This shows that system is useful in training 
students to solve digital logic problems.  

Table 1. The result of independent samples T-test 

Group N Average score SD t p 
Experiment  47 79.7234 9.10495 4.927* 0.00 
Control 43 68.1628 12.97237   

*P < 0.01 

4   Conclusion  

In this study, a computer-assisted system with a learner-initiating instruction strategy is 
proposed to help freshman solve digital logic problems. A learner can input the four 
components of a digital logic problem and the system comprehends the problem with a 
knowledge base. Next, the system constructs the problem component content and 
generates the problem solving plans. The learner chooses a plan and solves the problem 
step by step. The system can diagnose the learner’s answer when s/he executes the plan. 
In the experiment to evaluate the tutoring effectiveness of the system, 90 freshman 
participated as the experimental and control groups. By comparing the two groups’ 
performance in the pre-test and the post-test, we conclude that the system is effective in 
tutoring.  
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Abstract. Reflection is critically important for time-constrained train-
ing simulations that do not permit extensive tutor-student interactions
during an exercise. Here, we describe a reflective tutoring system for a
virtual human simulation of negotiation. The tutor helps students review
their exercise, elicits where and how they could have done better, and
uses explainable artificial intelligence (XAI) to allow students the chance
to ask questions about the virtual human’s behavior.

1 Introduction

Reflection is widely regarded as a critical meta-cognitive skill for learning. Not
surprisingly, researchers have found that human tutors often continue discussing
a problem with a student after it has been solved [1]. For problem solving that
occurs under hard time constraints (e.g., flight training), reflection is even more
important since there is limited time for decision making during practice. Addi-
tionally, the tutor must avoid becoming a distraction (e.g., by giving too much
advice). In business and the military, it has long been recognized that the after-
action review (AAR) is when a bulk of the learning occurs [2].

In this paper, we report on an intelligent tutoring system (ITS) that scaffolds
reflection activities with the student, such as reviewing salient events from an ex-
ercise, discussing ways to improve, and asking questions of entities involved in the
simulation. Salient events typically include critical decision points in the simula-
tion, errors of omission and commission, and also instances of positive actions on
the part of the student. Question-asking is achieved by the use of explainable ar-
tificial intelligence (XAI) [3], a simulation-independent approach to explanation
with roots in earlier simulation-dependent explanation research (e.g., [4]). XAI
allows entities to describe their reasoning, choices, and state changes through
questions derived from their AI models. Using XAI as a standalone tool would
be tantamount to unguided discovery [5], and so our ITS monitors its use and
gives hints on the best questions to ask. This differentiates our approach from
other reflective systems, such as SCoT-DC [6].

2 Planning and Executing a Reflective Tutoring Session

To conduct a reflective tutoring session, it is necessary to both plan ahead and ex-
ecute the plan. Because the student’s answers might reveal new misconceptions,
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1 T In the simulation history window, can you select a line where you could
have done better?

2 S Line 5
3 T Why do you think line 5 upset the doctor?
4 S He didn’t want to move his clinic
5 T That’s right. You abruptly admitted your goal was to have him move his

clinic. What else could you have said?
6 S I don’t know
7 T You needed to build more familiarity. For example, you could have asked

how he was doing today. Let’s focus on line 10.
8 T In the XAI window, please ask the doctor some questions and find out how

this utterance contributed to failure of the negotiation.
9 S Why did the negotiation fail?
10 D I no longer trusted the captain.
11 S How was your solidarity with the Captain affected here?
12 D It decreased.
13 S Why did your solidarity with the Captain decrease?
14 D I disagreed with the intentions of the Captain expressed in this utterance.

15 T Good job. In general, you want to avoid revealing sensitive information
unless absolutely necessary.

Fig. 1. A reflective dialogue in which the student learns that it was unwise to reveal
an undesirable fact before sufficiently building trust. References to “lines” are to the
actual exercise (not shown here) and questions asked in the XAI subdialogue were
selected from a menu.

it is important that the tutor be able to adapt an AAR plan on the fly. Our sys-
tem begins its planning process by loading a log file from the target simulation
and performing the following steps:

1. analyze student’s exercise: highlight important events from the exercise
that are candidates for discussion.

2. create agenda: organize and prioritize the highlighted events.
3. prepare XAI: load exercise log, action representations, and natural lan-

guage generation knowledge (details in [3]).

The first two steps roughly model what human instructors need to do to per-
form an AAR: judge the student’s performance, make decisions about what
merits discussion, and finally, decide how they might go about addressing these
issues. Currently, steps 1 and 2 require human support, but we are working on
automating these tasks as part of an in-game tutor that assesses turn-by-turn
choices of the student. The resulting agenda is then passed to a planner and
executor that conduct the dialogue – an example appears in figure 1. Prior to
this, the student had completed a session with a virtual doctor who is running
a clinic in a dangerous location [7]. The student’s task is to convince the doctor
to move willingly to a safer location through building trust and bargaining.

The reflective tutor’s actions are determined by a hierarchical task network
planner. Our prototype uses 12 recipes that implement various reflective



734 H.C. Lane et al.

activities, such as asking the student to identify mistakes (e.g., line 1 of the
figure), suggesting ways to improve (line 7), and using XAI to perform “inves-
tigations” (lines 9-14). To support XAI, we use a simple model of investigation
comprised of a sequence of ideal questions and associated hints that are given
when the student fails to ask the right questions. Natural language generation
is accomplished via templates and we currently use a keyword-based approach
to handling answers to open-ended questions (e.g., line 4).

3 Ongoing and Future Work

We are currently porting our system to a serious game for teaching cultural
awareness and negotiation. Although the version of our system presented here
assumes no tutor presence during an exercise, our new version coordinates the
reflective activities with advice received during the simulation (Katz et. al. refer
to this as distributed tutoring [1]). We are also exploring more advanced natural
language generation and understanding techniques.
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Abstract. Building a mapping between items and their related knowledge com-
ponents, while difficult and time consuming, is central to the task of developing 
affective intelligent tutoring systems.  Improving performance on this task by 
creating a semi-automatic skill encoding system would facilitate the develop-
ment of such systems. The goal of this project is to explore techniques involved 
in text classification to the end of improving the time required to correctly tag 
items with their associated skills. 

1   Introduction 

One of the more difficult problems in creating intelligent tutoring systems involves 
knowledge engineering for a given domain.  In order to accurately gauge perform-
ance, thousands of questions, referred to hereafter as “items,” must be tagged with a 
fine grained mapping of knowledge components (KCs).  A knowledge component 
represents a set of concepts, skills, or strategies needed to solve items within a do-
main; a complete set of KCs is referred to as a transfer model.  In the ASSISTment 
Project [1], encoding a set of approximately 300 items with their corresponding KCs 
has been shown to take as long as three sessions of six to eight hours for two people, 
which translates to up to 48 person-hours.  It is evident that reducing the amount of 
work required in building these mappings would greatly benefit those who develop 
subject matter for intelligent tutoring systems. 

Inspired by Rosé et al [2], the purpose of this paper is to investigate the possibility 
that machine learning algorithms may be able to assist the author by suggesting what 
KCs can be paired with a given question based only on the question text.  Rosé re-
ported that “even in cases where the predictions cannot be made with an adequate 
level of reliability, there are advantages to starting with automatic predictions and 
making corrections, in terms of reliability, validity, and speed of coding.”  This paper 
does not attempt to do any empirical analysis to measure coding time, and instead is 
first applying Rosé’s ideas to our dataset.  Specifically, this paper explores the accu-
racy of selecting several of the most likely KCs, instead of only one.  The worth asso-
ciated with imposing a hierarchical model, beginning with a substantially less specific 
skill set as a basis for a more specific skill classification, is also investigated. 

2   Experiments 

The data set used for all experiments consisted of mathematics questions released 
from the Massachusetts Comprehensive Assessments Systems (MCAS) state test 
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combined with questions that were written as part of the assembly of a tutoring sys-
tem.  The original data contained 1258 items, where many of the question texts were 
tagged with more than one skill.  Due to the difficulty of knowing how to evaluate our 
classifier, we decided to focus only on questions tagged with a single skill, which left 
us with 878 question text items.  Items were assigned tags from the “April” transfer 
model, which contains 78 different KCs, as well as from the more general MCAS5 
transfer model, which contains only five KCs.  Experiments were run using the Mallet 
text classification package[3]; we selected to use a NaiveBayes algorithm for the pur-
poses of simplicity.  The total data set was divided at random in every trial, and the 
items were classified using 90% of the data for the training set.  

First Experiment. The first experiment conducted was a study of the advantages as-
sociated with selecting more than one KC from the April transfer model for each 
given item and testing to see if any of the selected KCs was correct.  The results of 
this classification are shown below in Table 1. 

Table 1. Accuracies for Top N Choices 

N 1 2 3 4 5 

Accuracy 0.4096 0.5194 0.5663 0.6005 0.6369 

N 6 7 8 9 10 

Accuracy 0.6738 0.6875 0.7098 0.713 0.7303 

The accuracies shown in Table 1 display the chance that the correct classification 
for a given item is one of the top N choices generated.  These data indicate a substan-
tial improvement over the initial accuracy by adding one or two additional KC selec-
tions.  However, if the top five KCs or more are selected, each additional selection 
seems to add between 2% and 3% accuracy.  The goal is to narrow the selection of 
choices to as few as possible while still providing an accuracy that is high enough to 
assist the user in tagging items.   

Second Experiment. Our second experiment was an assessment of our hierarchical 
classification model; this model first selects a broad category from the MCAS5 trans-
fer model and then classifies it into one of the April transfer model KCs.  As is de-
scribed by Rosé et al [3], the broad category is not selected with absolute certainty, 
but the results for selecting a single skill hierarchically are expected to be an im-
provement over selecting one of April transfer model skills directly. The results of 
this experiment are reported below in Table 2. 

Table 2. Basic Accuacy vs. Hierarchical Accuracy 

N 1 2 3 4 5 

Basic Acc. 0.4096 0.5194 0.5663 0.6005 0.6369 

Hier. Acc. 0.4519 0.5207 0.5722 0.5745 0.6137 
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We see that a hierarchical classification is more effective when few KC choices are 
selected. However, when the top four or more KCs for a given item are selected, a di-
rect classification into the April transfer model is more accurate than a hierarchical 
classification. The rate of improvement in the performance of the hierarchical classi-
fication decreases sharply, relative to the basic classification. This could indicate that 
the effectiveness of hierarchical classification can be severely limited by the accuracy 
of the top tier when many options are selected from the lower tier possibilities. 

3   Conclusions 

From an HCI perspective, it is reasonable to suggest several choices to the user when 
dealing with semi-automatic skill encoding.  By limiting the choices presented to a 
user when they are tagging new items, one could expect a significant decrease in the 
amount of time taken to enter new items. Based on the results of the first experiment, 
it is apparent that the greatest benefits are achieved through selecting a small number 
of top choices.  If additional decisions are presented to the user, the domain nears the 
size of the original transfer model, which would be self-defeating. 

The second experiment reinforced Rosé’s conclusions that a hierarchical model can 
improve classification accuracy when selecting a single skill.  However, as more 
skills are selected, this model is surpassed by a more basic classification.  This evi-
dence suggests that a hierarchical model would serve as an effective part of a semi-
automatic skill coder, but would work most effectively if supplemented in some way.  
For instance, we could use the confidence of the broad classifier to inform selection of 
the best classification at more specific levels. 

Future work can be done in quantifying the value of presenting more than one KC 
to the user.  There is an inherent threshold that has yet to be discovered regarding the 
potential time-saving benefits of presenting multiple KCs.  Additionally, investiga-
tions into more powerful text classification algorithms could prove beneficial. 
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Abstract. The Self-Assessment Tutor (SAT) is an add-on component to Cogni-
tive Tutors that supports self-assessment in four steps: prediction, attempt, re-
flection, and projection. The SAT encourages students to self-assess their abil-
ity spontaneously while problem solving, and to use help resources accordingly. 
For that reason its episodes precede the students’ work with the Cognitive Tu-
tor, which itself remains unchanged. The SAT offers detailed feedback and help 
function to support the Self-Assessment process. A complementary instruction 
is given to students before working with the SAT. We hypothesize that working 
with the SAT will encourage students to self-assess on subsequent problems re-
quiring similar skills, and thus will promote learning. A classroom evaluation of 
SAT is currently in progress. 

1   Introduction 

Supporting students’ metacognition while working with Intelligent Tutoring Systems 
contributes to deep, meaningful learning of the relevant domain knowledge [1; 2] and 
can promote future learning in various domains and learning environments by equip-
ping students with better metacognitive skills [6; 7].  

One such skill is self-assessment, i.e., the ability and tendency of students to evalu-
ate correctly their knowledge level. Self-assessment can be used by students to choose 
their actions and monitor their progress [3], and by the tutoring system to update its 
assessment of the student [8]. Research shows, however, that students are not good at 
self-assessing their knowledge [4].  

To address that, and as part of an overall metacognitive suite, Gama [3] prompts 
students to evaluate their knowledge level before each problem, and to reflect on their 
assessment once they are done. Zapata et al. [8] allow students to self-assess their 
knowledge by describing their experience with similar concepts.  

2   The Self-Assessment Tutor (SAT) 

The Self Assessment Tutor (SAT) we describe here was built using the Cognitive 
Tutors Authoring Tools – an environment for authoring tutors by demonstration [5], 
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and is an add-on com-
ponent to existing 
Cognitive Tutors. Each 
unit of the Geometry 
Cognitive Tutor (e.g. 
Angles) is composed 
of sections (e.g. angles 
between parallel lines) 
during which students 
practice a specific set 
of skills (e.g. same-
side interior angles). 
SAT does not prompt 
students to self-assess 
their ability on every 
individual problem 
since it is very time 
consuming, and might 
become annoying to 
the students. In addi-
tion, since students are 
being prompt to self-
assess, they are not 
engaged in that behavior spontaneously. To encourage spontaneous self-assessment, 
SAT adds a self-assessment preparatory activity before each set of problems, and does 
not interfere with the problem-solving process itself. In practice, between any two 
sections of the Cognitive Tutor (that remain intact), students engage in a self-
assessment episode, in which they assess their ability on the relevant set of skills. 

The self-assessment process. Each self-assessment episode includes problems on 
which students assess their ability – one problem per skill (each episode includes 4-5 
such skills). In designing the interface of the SAT we used similar principles to those 
detailed in Gama [3]. Each problem includes the following steps: (1) Prediction – 
how well do I think I can solve this problem? (2) Attempt – what is the answer to the 
problem? (3) Reflection – how well did I do? Did it match my prediction? (4) 
Projection – what does this imply about my ability to solve problems using similar 
skills in the future? Will I need help the next time I attempt a problem requiring a 
similar skill? 

Each of these steps (besides attempting the problem) is scaffolded with drop-down 
menus (see diagram 1). Additional support is made available in on-demand hints (not 
seen in diagram). Using these steps, we try to relate the current self-assessment ex-
perience to relevant future situations.  

Feedback on self-assessment. Giving feedback on self-assessment should be based 
on the students’ assessment of themselves, not the system’s assessment of the student. 
On this assumption, SAT traces students’ attempts and assessment and gives feedback 
according to the following principles: 

Diagram 1. The Self-Assessment Tutor: prediction (q. 1), at-
tempt (q. 2), reflection (q. 3-5) and projection (q. 6) 
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− Where possible, the tutor should base feedback on previous responses (e.g., feed-
back to question 3, “Did you think you could solve it without errors?” is based on 
their answer to question 1). 

− When the student reports a need for help, it should be given. The system does not 
assume that the student knows unless the student reports so. 

− When several answers are possible, the tutor should allow for all of them.  

Self-assessment instruction. Before working with the SAT, each student receives an 
instruction through a movie, describing the importance of self-assessment and 
demonstrating the interface of the new tutor.  

The SAT is currently being evaluated in a classroom study, and is well received by 
the students. We hypothesize that it will contribute to learning since students would 
be more aware of their knowledge level, and would be engaged in self-assessment 
spontaneously more often. 
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Abstract. This paper presents a within-subject, randomized experiment to com-
pare automated interventions for teaching vocabulary to young readers using 
Project LISTEN's Reading Tutor.  The experiment compared three conditions:  
no explicit instruction, a quick definition, and a quick definition plus a post-
story battery of extended instruction based on a published instructional se-
quence for human teachers.  A month long study with elementary school chil-
dren indicates that the quick instruction, which lasts about seven seconds, has 
immediate effects on learning gains that did not persist.   Extended instruction 
which lasted about thirty seconds longer than the quick instruction had a persis-
tent effect and produced gains on a posttest one week later. 

1   Introduction 

Many tutorial domains require learning vocabulary. We present an experimental com-
parison of three ways to introduce new words. In this paper, we automate a published 
sequence for human-administered vocabulary instruction and evaluate the effective-
ness of the automated sequence compared.   As baselines, we use a null treatment 
with no instruction, and a quick treatment consisting of exposure to the definition. For 
the quick treatment, we included the definition of the word as part of the story text, 
immediately after the sentence containing the vocabulary word.   For third condition, 
we included the same instruction as the quick treatment plus extended instruction at 
the end of the story.  The extended instruction comes from experts in vocabulary 
instruction [1] who suggest the following steps for classroom teaching: 

1) Give the context of the vocabulary word in the story.  The Reading Tutor dis-
played and read a sentence of the form "In this story, ..." followed by the story 
sentence containing the vocabulary word.   

2) Repeat the word to create a phonological representation of the word. The 
Reading Tutor displayed the word, read the word, and asked the student to  
repeat the word. 

3) Explain the meaning of the word.  The Reading Tutor displayed and read a sen-
tence with the vocabulary word followed by "means" followed by the definition.   

4) Provide examples of the word in other contexts outside the story. The Reading 
Tutor displayed and read one additional hand-crafted sentence containing the 
vocabulary word. 
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5) Allow the children to practice the word in new contexts.  The Reading Tutor 
displayed and read another hand-crafted sentence containing the vocabulary 
word and asked "Does this make sense?".  The student could click on the words 
"yes" and "no" to respond, but received no feedback. 

6) Say the word again to reinforce the phonological representation. The reading 
Tutor displayed the word, read the word, and asked the student to repeat the 
word. 

We will call these six steps of vocabulary instruction the Beck battery. 
Each story contained three selected vocabulary words with each of the three words 

assigned randomly to a different treatment condition:  null, quick, and Beck battery.  
In the Null condition, the student simply encountered the word in context without 
instruction.  In the Quick condition, students received in-story instruction in the form 
of a handcrafted definition after the sentence where the vocabulary word first appears.  
On the word assigned to the Beck condition, students received the same kind of hand-
crafted definition as in the quick condition plus the previously described extended 
instruction based on the Beck battery.   

Each student was tested on each word three times: in a pretest, in a posttest, and in 
a delayed posttest.  The pretest contained three questions that required matching a 
vocabulary word to its definition.  In addition to the same matching questions on the 
pretest, the immediate posttest and delayed posttest contained cloze (fill in the blank) 
questions.  This project is implemented in the context of Project LISTEN’s Reading 
Tutor which uses automatic speech recognition to assist children (mostly ages 6-10) 
in reading aloud.   

2   Evaluation 

Students used Project LISTEN’s Reading Tutor [2] during July 2005 reading clinics 
at two elementary schools.  We analyzed trials where the student had completed all of 
the items in the pretest, the immediate posttest, and the delayed posttest for all three 
words in a story.  This left a dataset with fourteen students who had read a total of 
eighteen stories (four distinct texts) for a total of eighteen trials.  In each of the condi-
tions with instruction, the students answered three more matching questions correctly 
on the Immediate Posttest than they did on the pretest, but only Beck instruction re-
sulted in gains that lasted a week or longer on the matching task (five questions).  
With the cloze questions, the gains were even more remarkable; students who re-
ceived Beck instruction answered almost twice as many delayed posttest questions 
correctly compared to other conditions (ten instead of six).    

We used a logistical regression in SPSS to test statistical significance because the 
data did not have a normal distribution and trials were correlated [3].  The dependent 
variable was whether or not a posttest item was correct.  The other factors were the 
delay, the treatment, the question type, the performance on pretest, and the interaction 
between treatment and delay.  One output of a logistical regression is a set p-values 
that represent the probability that the results happened by chance. The question type 
and delay were both statistically insignificant predictors. Beck instruction was more 
effective than no instruction (p=0.058).  Beck instruction was also more effective than 
quick instruction.  Whether the student received Beck instruction was a stronger pre-
dictor of posttest performance than whether the pretest question was correct. 
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Abstract. The aim of our research is to realize a system for supporting English 
composition in second language learning which allows learners to compose 
some sentences and gain appropriate awareness of their errors in the sentences 
with indirect information from the system. This paper proposes a method when 
and how the system provides stimuli to the learners, describes its 
implementation briefly, and reports validity of the method. We adopt a method 
of visualizing learners’ errors as indirect information for the learners. 

1   Introduction 

Children make mistakes and learn from them. Learning is much more meaningful if 
the child is allowed to experiment on his own rather than listening to the teacher 
lecture [4]. In order to learn from mistakes, learners need to first be aware of the 
mistakes. Ways to be aware are the three types: by themselves, by indirect 
information and by direct information. 

The aim of our research is to realize a system to support English composition in 
second language learning which allows learners to gain appropriate awareness of 
mistakes by giving indirect information. Its target learners are beginners in English: 
we assume that the vocabulary and grammar used by the learners are basic and taught 
in Japanese junior high school. Learners make various sorts of errors in English 
composition. One type of errors is discrepancy between thinking and writing (DTW) 
in which a learner writes is different from what she wants to represent. Current 
intelligent computer-assisted language learning systems [1] do not support learners in 
the correction of such DTW errors except by informing them that “the answers are 
incorrect”. The goal of our approach is to emphasize DTW errors by animation 
visualizing the content of the sentences. We expect that the emphasizing such DTW 
triggers a conflict awareness enabling the learner to reflect on her activities and revise 
the sentences in order to reduce the conflict. The reason we select the method “error 
visualization [2] by animation” to inform learners of errors is that we will image what 
we want to write first, and then we write them in English actually. We believe as 
expression of errors is close to how we think, the expression always remain in our 
memory.  
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2   Error Visualization and the Learning Support System for 
English Composition 

(1) Error Visualization 
A sentence which corresponds to one event is composed of objects, their attributes 
and the case elements of the event. Therefore, DTWs appear as differences, i.e. lack, 
excess and replacement, between the components of a sentence a learner writes and 
the components of what she wants to represent. Here, we describe these types of 
DTW errors and a method of visualizing them. Information lack means cases where a 
learner does not represent the necessary information in the sentences she has 
composed. If a learner composed a sentence without a necessary information, our 
system generates an animation with particular values for the lacked information in 
order to realize the errors. For example, when a learner should input "a short tree" but 
instead uses "a tree", our system will show a picture of a tall tree. Information excess 
errors are the cases in which sentences have an excess of attributes for the objects and 
case elements. When such cases occur, the system also generates animation which 
represents the content of a sentence as it is. Information replacement error is that a 
learner writes other objects, attributes, case elements or events than what the learner 
actually wants to represent. For the error, the system also generates an animation as 
the learner writes.  

(2) The Learning with the System 
Our system consists of a natural language processing module (NL) [3], a knowledge 
processing module (KP) including a conceptual dictionary, and an animation 
generation module (AG). The NL interprets English sentences which are inputted by 
users, and extracts “case frames” from the sentences. The KP generates an internal 
representation called “state transition information”. Then, the AG shows animations 
to the users following to the state transition information.  

The system works in two stages: an authoring stage and a learning stage. In the 
learning stage, the system provides the original animation for a learner, which she 
should represent in English later. When the learner composes sentences, the system 
extracts “learner’s case frames”, identifies DTW errors, and then, generates "learner's 
state transition information" which reflects the errors. After that, the system shows an 
animation corresponding to the learner's state transition information. The animation 
represents how the sentences are interpreted by the system. The learner is expected to 
compare the animation with the original animation, have conflict awareness if the 
animations have any discrepancy, and reconsider the sentence composed by the 
learner in order to reduce the conflict.  

3   Conflict Awareness and the Applicability of Our System 

We have investigated the following two points to confirm whether our method works 
well or not. 

(1) Can our system grasp the contents of sentences inputted by learners? 
(2) Can learners be aware of errors? 
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We showed each subject original animation which included one event, and asked 
the subject to express the animation in English. If the composed sentence has any 
DTW errors, the subject proceeds to the next step. Our system showed the subject’s 
animation generated from the composed sentence. After that, we asked the subject to 
identify the difference between the original animation and the subject’s animation, 
and to re-compose the sentence again. We used three animations, and the number of 
subjects was 18. They were graduate and undergraduate students. 

As the results of the investigation, the followings are shown. 

(1) Can our system grasp the contents of sentences inputted by learners? 
The subjects composed 90 sentences in total. In the sentences, 83 sentences (92%) are 
interpreted correctly and the system generated animations from the interpreted 
sentences. The rest, that is, 7 sentences, are correct sentences but not interpreted 
because the sentences have words which are not stored in the conceptual dictionary.  

(2) Can learners be aware of errors? 
The subjects were aware of 66 errors (92%) out of 72 errors. Since almost errors were 
been aware of, we can say that our method is useful for allowing learners to gain 
appropriate awareness of errors. The main reason of failing to be aware of errors is 
that the animation generated from the subject’s sentence is very close to the original 
animation.  

4   Conclusions 

This paper described a method of visualizing DTW errors in order to allow learners 
become aware of their own errors by themselves. As the result of our investigation, 
we found that our system can grasp the contents of almost sentences inputted by 
subjects though many sentences were inputted. Furthermore, the subjects were aware 
of almost DTW errors visualized by the system. Therefore, we can say that our 
method is useful to help learners be aware of DTW errors by themselves. 

At present, although the system emphasizes errors of information lack in 
animation, in the case of information excess and information replacement, the system 
generates animation as the sentence is. The remaining issues are to investigate the 
way of giving original animation for learners who do not understand an appropriate 
verb and to realize a method of confirming the visibility of errors of information 
excess and information replacement. 
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Abstract. This study presents an assessment agent that models collaborative 
learning as multi-issue agent negotiation using fuzzy constraints for peer 
assessment. The proposed method aggregates student marks to avoid the 
subjective judgments and unfair assessments. Experimental results indicated that 
students and instructors generally acknowledged the peer assessment as a 
valuable process for enhancing student critical thinking skills and improving 
learning performance. 

1   Introduction 

Peer assessment describes an encounter between equals in professional education, 
qualifications, and positions in which one’s pursuits are examined, discussed, or 
critiqued by the others [1]. Researchers have investigated the effectiveness of peer 
assessment systems in various learning scenarios [2][3]. However, some issues 
associated with reliability hindered the acceptance of the assessment process. Potential 
biases such as friendship, gender or race cause students to mark good performance 
down or vice versa, thus discrediting peer assessment’s reliability and validity [4]. 
Furthermore, students often lack ability and experience in peer assessment and 
encounter difficulties in interpreting assessment criteria. These obstacles often result in 
subjective and unfair assessments and, thus, students’ reflection and learning 
effectiveness are not enhanced. 

Assessment agent [5] is an effective tool that supports the assessment process 
through which the proposed methodology aggregates students’ marks to reduce 
personal bias. In this system, students define individual fuzzy membership functions 
based on their evaluation concepts and agents facilitate student-student negotiations 
during the assessment process. The whole process of peer assessment can be conducted 
anonymously and managed via Internet. By applying the assessment agent, agents can 
reach mutually acceptable agreements that overcome the unfair assessment as a result 
of students’ various degree of understanding the assessment criteria.  

2   Assessment Agent 

Assessment agent is a computational model that relies on multi-issue agent negotiation 
and fuzzy constraints for peer assessment learning [5]. By using this model, students 
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are able to construct personal evaluation criteria using fuzzy membership functions and 
reach an agreement for peer assessment via agent negotiation. Following the 
framework of the peer assessment process [6], the workflow of the assessment agent is 
divided into the following steps (Figure 1). 

Specify evaluation 
concepts 

1 2 3
Define fuzzy 
constraints 

4
Generate and 

evaluate offers 

5Reach an 
agreement 

6

Y es

8

No 

Produce the final 
result 

7
Self-reflection and 

improvement  

Fig. 1. The workflow of the assessment agent 

Multi-issue agent negotiation is supported in the assessment process. In particular, 
the core methodology of the assessment agent focuses on using fuzzy constraints to 
represent personal interests and applies negotiation strategies in making concessions or 
trade-offs between different possible values for negotiation issues. By applying 
constraints to express negotiation proposals, the model can execute the negotiation with 
increased efficiency and determine final results for overall assessments. The scores 
achieved through this process of peer assessment are more reliable than the ones 
assigned by an individual. In addition to eliminating individual bias, student learning 
effectiveness is enhanced through interaction with students. 

3   Effectiveness of Peer Assessment 

An experiment was designed to demonstrate the usefulness of the assessment agent. 92 
students were assigned to 26 teams which were randomly divided into two groups. All 
students were required to submit assignments that analyze the assigned project. One 
group included 13 teams was the experimental group that participated in peer 
assessment using the assessment agent, whereas the other group did not take part in any 
peer assessment activities. 

According to Fig. 1, students in the experimental group were allowed to construct 
their own fuzzy membership functions for the evaluation concepts, Completeness, 
Correctness and Originality, to assess assignments through three rounds. After 
defining fuzzy constraints, the assessment agent begins to generate and evaluate ideal 
offers through negotiate strategies. The team submitting their assignment to be assessed 
by other teams receives final scores, understands the peer assessments, and can reflect 
upon the assessment and revise the assignment. 

Paired t-test analysis for performance from round 1 to round 3 indicates that the 
improvement in learning for the experimental group was significant (completeness: 
t-value=5.04, p<0.001; correctness: t-value=5.25, p<0.001; originality: t-value =4.66, 
p<0.001). Furthermore, the instructor’s assessment is utilized to evaluate the 
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performance of the two groups. By t-test analysis, the difference between the two 
groups was significant (completeness: t-value=2.13, p<0.05; correctness: t-value=2.43, 
p<0.05; originality: t-value =2.28, p<0.05). Furthermore, quantitative scores indicate 
that students in the experimental group improved their performance via peer 
assessment.  

Finally, students provided feedback via a questionnaire. Questionnaire results 
indicate that students regarded the assessment agent as a satisfactory approach for 
flexibly assessing peer assignments, receiving fair feedback, and improving their 
performance. Although some students considered it time and effort consuming, most 
students believed that the system helped them to reflect on and improve their learning 
activities. 

4   Conclusion 

This study has presented an assessment agent for peer assessment learning. By using 
this web-based system, students are able to reach an agreement for peer assessment via 
agent negotiation. Analysis of experimental data indicated that students generally have 
a positive attitude toward this process facilitated by the assessment agent and 
significantly improved learning performance. Students acknowledged the positive 
impact of the peer assessment process on understanding the evaluation concepts and 
improving project quality. In addition, students also agreed that the assessment agent is 
flexible and benefits the learning process. 
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Abstract. Recently, a lot of new educational games have been exploited rapidly 
due to the advance of information technology. However, it is unpractical for 
instructors to apply the existing educational games as they intend. In this paper, 
we propose an educational authoring tool called TELAT (Template-based 
Entertainment Learning Authoring Tool) for an individualized learning on the 
web, which can be easily developed by instructors. In general, it’s known that 
game-style learning has the advantage in increasing the learner’s interest and 
immersiveness. However, it’s not difficult to find out that if someone has 
completed certain learning game, he/she tends to lose the interest on the game and 
the game becomes a useless one. To tackle the problem, we design and develop a 
specific authoring tool, which enables instructors to develop the various 
educational games according to the levels of learners and learning contents. 

1   Introduction 

Many educational softwares have been developed on the web because web-based 
learning systems are easy to provide self-oriented, customized, and interactive 
learning. Internet’s convenient access and variety of material like multimedia is 
extending traditional instruction by enabling a profound degree of adaptivity and 
interactivity [1]. In addition, cooperative learning with certain students in a foreign 
country is feasible. For example, there have been ways to realize the functionality or 
environment for collaboration on the information network [2]. It is true that a 
computer game has not been generally used for educational purposes. However, a 
computer game, which keeps the characteristics of educational playing or learning in 
playing, can be an alternation for the existing educational methods.  

However, by accomplishing an educational game, learners get bored as they repeat 
it. To help learners keep studying, instructors have to find another game. However, 
the time spending for preparing a new game is regarded too long and ineffective. 
Furthermore the learners get tired and loss precious time by doing it. By considering 
the fact, in this research, we design and develop a tool for developing an educational 
game to draw active learner’s participation and interest as corresponding with 
intentions of examiners by transforming all the elements as well as questions shown 
on the game screen to instances.  

2   TELAT Architecture 

In this part, a template-based educational authoring tool for making an educational 
game is described. Teachers can perform game style learning in the class to provide 
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an interesting lecture. However, it is very difficult to offer more suitable game to 
learners. Moreover, even though learners have much interest when they play a game 
at the first time, they’re getting bored as they play it repeatedly.     

It’s very appealing to develop a template based authoring tool for teachers, which is 
easy to produce educational games in accordance with specific situations of learners 
without making additional effects for learning multimedia programs. To meet the 
various requirements of instructors and learners, many elements should be considered 
such as the time to solve questions, the contents of learning, types of games, hints, 
points, characters or backgrounds, and so on. By paying profound attentions to the 
elements mentioned above, it is possible for instructors to construct customized game 
instances. The one of the significant characteristics of this system is organizing a 
game template by web basis regarding these instances as variables by teachers. 

 
 

 
 

Fig. 1. The Key Components of TELAT 

Figure 1 shows the main components of TELAT. An instructor can develop items, 
which are stored in an item bank database. Also, an instructor can set the preferences 
using ‘Service Page Construction’ interface regarding the settings of game 
components such as screen, animation, item, and so on. The screen settings include 
the elements to be displayed on the screen. For example, the game developers can 
choose the background images of the game through search or preview and also assign 
the position and the number of button. Besides, they can control various resources 
including game points to be displayed on the screen. The settings of animation enable 
to make the dynamic effects combined with character, icon, sound, etc. Also, game 
developers can choose the styles of the item to be solved by students. Each game is 
produced by the procedure that integrates an item and a game template into a game 
instance. After generating a game instance, it is saved with history information 
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through XML data transmission as the form, which is easy to modify. It is possible for 
students to execute a game instance after finishing the procedure of a simple 
installation. Each game instance corresponds to one file in a directory. 

Up to now, we have developed a few games in a simple form such as crossword 
puzzle, O/X problem, and guessing word, etc. Also, these games are combined with a 
learning video, which has the feature that is basically difficult to bring an interaction 
with learners. By providing a mechanism to insert a game instance into a learning 
video at a specific position, the interaction with learners would be enhanced. TELAT 
has the capability to incorporate a new game through a minor modification for an 
educational purpose. Thus, we’re making TELAT extend to provide templates for 
games such as tetris. Furthermore, we’re finding out a possibility to make an 
intelligent game template using ontology and semantic web technology. For example, 
it would be plausible to make a crossword puzzle instance using the ontology 
database, which represents effectively relations between words. 

3   Conclusion 

We are extending TELAT to incorporate a popular game, which can be used in 
learning and developed in template form. The key advantages of TELAT are at the 
following. First, learners can study in interesting and funny circumstances through 
game-style e-learning. Also, leading to the sense of rivalry and the sense of 
cooperation, the productivity on learning will be enlarged. Second, TELAT is able to 
generate a game instance based on template. Therefore, the instructors, who do not 
have the basic knowledge about making games, can easily provide various games to 
learners without time-consuming efforts. 
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Abstract. In this document a platform for the development of ITSs is presented.
The objective of this architecture is to provide a tutoring platform with a modu-
lar structure suitable to accommodate different sequencing paradigms through a
common functional interface. The platform has been tested with positive results.

1 Introduction

The World Wide Web (WWW) has become the biggest source of educational material,
and web browsers have become a standard tool for information access and search.

In this paper, an architecture called SIT, for the deployment of web-based tutoring
systems is presented. It is oriented towards the reuse of learning units (digital learn-
ing content such as web exercises, commented photographs, etc) accessible through the
web. Using a specific adaptive sequencing strategy and a set of URLs pointing to read-
ily available learning resources, the presented architecture simplifies the design of an
adaptive learning module.

Two ways of adaptation are considered: through the content (dynamic content, i.e.
parametric exercises) and through the sequencing of learning units. The architecture
presented in this paper assumes a clear separation between content and sequencing and
is focused on providing generic support for sequence adaptation.

Content is assumed to be produced by external sources. Its form may range from
simple static documents to arbitrarily complex and adaptive units. The presented archi-
tecture assumes that this content is divided into self-explanatory units and available in
a web server. The platform proposes a framework in which multiple sequencing strate-
gies may be easily deployed and make use of available content resources. Sequencing
strategies may range from trivial linear traversal to sophisticated adaptive strategies.
The paper presents, as an example, a graph based paradigm for sequence adaptation.

The system assumes also a clear distinction between the pedagogic aspects of e-
tutoring (learning content, adaptive sequencing) and the technical ones (connections,
client-server model). All information related to content sequencing is contained in a
data structure within the tool. Such data structure only takes external URLs as refer-
ences to learning resources. The tool decides the right sequence of such URLs based on
the given strategy and the observed user behavior.
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The objective of this architecture is to provide a tutoring tool with a simple web
interface for students, modular and easily extensible sequencing capability using a po-
tentially large set of previously designed external learning units.

Other proposals for the developing of intelligent tutors from the recombination of
existing material have been published before. One of the most interesting ones is [1],
that reuses the best parts of heterogeneous materials on the web, and is similar to the
work presented here but with a greater emphasis on the ontologies developed for the
integration of different material rather than on adaptation of the sequencing of that
material. Another interesting paper is [2], where tutors are made combining different
task-based expert systems. The approach is simpler than ours at first, but has a smaller
level of granularity.

2 General Architecture

The general architecture of the platform is depicted in Figure 1.

USER

(resources)

Servers

Content
Administrative Unit

Sequencer

DB
SIT

HTTPHTTP

Fig. 1. General architecture

The architecture is based on the reuse of learning resources already available through
a web interface with either static or dynamic content. These resources are organized
within the tool as modules. A module is a collection of learning units (i.e. resources)
with one or several learning goals. Module structures are fully described in XML files.
The platform allows for multiple sequencers to coexist. The syntax of a module de-
scription depends on the sequencer used to process it. Different sequencers may share
an entire module description or parts of it.

The resources (identified solely by a URL) are shown to the student as a regular
web page including two additional buttons with labels “Advance” and “Logout”. The
former instructs the tool to decide which resource is to be shown next (see below), while
the latter stores the current state and terminates the session. Students may continue the
activities at any time.

The content server contains the resources to be delivered by the system to the student.
It can be a set of remote machines anywhere in the Internet, or a private one in the same
LAN as the sequencing server. Any resource that can be accessed (i.e. downloaded)
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through an URL is suitable to be used. It is important to note that in the case of dynamic
web pages (PHP, JSP, etc) only the resulting HTML code for the HTTP request can be
downloaded, not the producing code.

The Administrative Unit is the central part of the system. It communicates the user,
the Sequencer module and the content servers. This unit takes care of all the details of
the HTTP communication such as sessions, requests, and so on. It is also responsible
of forwarding the learning units (i.e. resources) specified by the Sequencer to the user,
and collecting all the data to feed the Sequencer.

The database contains three main tables. The first one stores data about the users (i.e.
login, password, profile). The second one stores data about the sessions already open in
the system (who is running which learning module, etc). The last table stores historical
information about the platform (i.e. users, modules, events, timestamps, data sent or
received) for data mining.

The Sequencer module is responsible for all decisions related to the sequencing of
learning units, so it must take care of things such as learning goals for the students or
expected difficulty level for next activities. It must also keep track of all required histor-
ical data such as learning units already delivered to the student or elapsed time between
units. This information is stored in additional tables part of the relational database. It
must be noted that the platform’s historical table (see Section 2) cannot be used, because
it is designed for another purpose and stores very low-level data.

The student model is included in the Sequencer. In this architecture, the same se-
quencing strategy with two different student modeling approaches implies two different
Sequencers. There is no clear separation yet between these two domains, and there is no
defined interface for the interchange of information between the user model and the rest
of the system. This interface is assumed to be part of the sequencer implementation.

The communication between the Administrative Unit and the Sequencer is done
through a simple three-function interface: init, close, and processRequest. The last one
gives the sequencer all the information needed (user, module, results from last activity,
etc) by it to decide which learning unit is to be delivered next.

A proof of concept experiment and results are fully described in [3]. The platform
has significantly evolved to the architecture described in this document.

Two more experiments are taking place now using this architecture. Results will be
published soon.
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Abstract. This paper presents the design of an intelligent software architecture 
called Learning Virtual Object Tool (LVOT) to facilitate the definition, 
registration and delivery of objects in a Generic eLearning Environment 
(GeLEnv). The research work brings our initial explorations towards the 
definition and use of simple and more complex learning objects in cooperative 
environments. We use a top-down analysis process [4] to describe GeLEnv 
models. Our architecture serves to statically and dynamically generate learning 
objects using a special purpose registry and, two core functional engines. Basic, 
composite and cooperative LVO structures can be defined and registered using 
the first engine. The second engine intelligently processes these structures to 
provide the learning resources to the final users of our LVOT platform. 

Keywords: Intelligent Software Architecture, eLearning Environments, 
Cooperative Models, Knowledge Structures, Delivery Mechanisms. 

1   Introduction 

This paper presents the design of our LVOT architecture as an intelligent, open, 
modular and standard-based solution which allows universities, research centres, 
companies and many other eLearning entities to define, create, register and deliver 
LVOs in a flexible and efficient way. Further, the work brings a major contribution to 
knowledge in the modelling of large-scale eLearning environments. 

In the last few years, there has been a wide interest in the development of 
eLearning standards [5]. The work focuses on the definition of technical 
specifications to support distributed learning and interoperability.  From research 
carried out so far, it seems clear that, in order to produce intelligent and effective 
architectures, the underlying software platforms will need to adapt to the demands of 
truly complex cooperative environments. Some IMS-based architectures (like [2] and 
[6]) have been proposed to address the design of collaborative models. However, the 
design of large-scale cooperative learning environments does not seem to be resolved 
using any of these system. 

We have analyzed a cooperative model that we called GeLEnv using a top-down 
analysis method inspired, mainly, by our research work around the development of 
new intelligent systems [4]. The LVOT platform provides full computational support 
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to our GeLEnv models and LVO structures. This tool helps to create virtual 
ecosystems of intelligent learning entities. The underlying control mechanism of this 
engine highlights most of the intelligence being processed by our platform 

2   Research Objectives and Motivations 

Our main research objectives can be summarised as follows: a) exploring the latest 
Artificial Intelligence (AI) insights and eLearning Developments, b) presenting our 
initial ideas for solving “complexity” in an intelligent and effective way, c) analyzing 
real, large-scale eLearning environments and, d) planning our future research work to 
produce and test a number of LVOT platforms. 

In general, AI has provided Software Design with a number of techniques to cope 
with the development of intelligent platforms, and we believe that since [1] 
established the key fundamentals of the behaviour viewpoint in AI, Software 
Engineering will emerge as a productive application of his pioneering work. In this 
paper, we present the design of a hybrid intelligent solution. Basically, we analyze our 
GeLEnvs in terms of knowledge structures while we exploit some behaviour-oriented 
AI benefits to automatically retrieve the eLearning information, generate new learning 
objects and, deliver these by performing intelligent actions. Further, this research 
work has been motivated by some of our solution architecture designs in technology-
oriented projects like [3] and [4]. 

3   The Analysis of the GeLEnv 

The key concept explored here is “level of abstraction”. The GeLEnv analysis method 
incorporates three levels of abstraction. The first level of abstraction is a qualitative 
network where the nodes correspond to eLearning entities and the edges represent 
their cooperations. It is a dynamical model of eLearning entities. In the second level 
of abstraction, we analyze these elements in more detail introducing sub-entities and 
interactions. This consists of dividing the high level entities into sub-entities and, 
mapping the high level links into a number of interaction activities. Finally, the third 
level of abstraction integrates the core designing elements of the LVOT platform into 
the GeLEnv model. Thus, as we move down to lower abstractions, we convert the top 
knowledge-based mechanisms into eLearning structures and activities. We use this 
analysis method to adopt abstract views of eLearning entities and their cooperations. 
Then we establish lower abstractions through refinement stages. This basic analysis 
method helps to define how to cooperate in complex eLearning situations. 

4   The LVOT Architecture 

The LVOT architecture provides an efficient way to create, integrate and manage 
eLearning resources. It gives the computational support that is required to store and 
process LVOs. 
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We have identified three types of LVOs: basic, composite and cooperative. A 
basic LVO is a simple object that encapsulates some information of one learning 
resource. Composite LVOs can result from either the combination of basic LVOs or, 
the integration between several learning resources. Finally, we define cooperative 
LVOs as the composition of basic and/or composite LVOs. All these objects can be 
designed using two types of LVO structures: Technical Descriptors and Delivery 
Flows. The first structure organizes the LVO metadata. The second structure 
represents an execution template. 

Fig. 1 shows an overall view of our LVOT platform and its users. The deployers 
look for some eLearning information, create new LVOs and store these within the 
LVOT Registry. The managers supervise and publish these objects for external 
collaborations purposes. The final users (e.g. researchers, students, lectures, etc.) 
access the LVOT platform to make use of the learning resources.  

As shown in Fig. 1, the LVOT platform includes two core engines: the LVOT 
Registration Engine and the LVOT Delivery Engine. The deployers and managers use 
the first engine to create and manage LVOs. The second core engine incorporates a 
set of functional modules to intelligently deliver the registered LVOs to final users. 
The overall performance of this engine results from collecting and processing LVO 
structures. This engine incorporates a controller module to provide intelligent support 
to the GeLEnv model. This module controls the execution of all the LVO structures. 

 

Fig. 1. LVOT Architecture & Users 

5   Conclusions 

The paper has outlined the top-down analysis of our GeLEnv model as a contribution 
to knowledge in the modelling of large-scale cooperative eLearning environments. 
The LVOT platform has been presented as part of our ongoing investigations in the 
development of intelligent software platforms.  
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6   Future Work 

We are planning to continue proving the validity and efficiency of our LVOT 
platform in real working environments. We will implement several LVOT prototypes 
and case studies for testing and evaluating its performance in cooperative research-
oriented environments. In this future work, we will be adding more intelligence into 
our platform, solving truly complex, cooperative and adaptive models. 
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Abstract. In this paper we present an architecture for the integration of tutoring 
and process scaffolds into existing collaborative applications. The architecture 
allows to combine existing research results concerning collaborative processes 
and their formalization, and existing and tested collaborative learning environ-
ments. The architecture allows controlling the learning environments either by a 
human or a pedagogic agent. Both types of tutors are using the same set of 
primitives – either via an intuitive user interface or a slim Java interface. 

1   Structuring and Scaffolding Collaboration 

Collaboration has become an important factor in learning activities, especially in dis-
ciplines that require substantial phases of working in teams, such as computer science, 
communication sciences etc. This can be seen in the emergence of the research field 
Computer-Supported Collaborative Learning (CSCL) in the last decade. Yet, just re-
ducing the computer-based support to providing the suitable technological means to 
communicate is most often insufficient to promote the collaborative learning activity: 
Studies, like [1] showed, that collaboration does not happen effectively in every situa-
tion just by initiating the collaborative situation. 

Scaffolds [2] or collaboration scripts are means to structure the learning activity 
and support the learners in organizing their activities or acquiring the skills to collabo-
rate effectively. Thus their use in computer-based learning support environments 
(LSE) is a major topic of recent research in the CSCL community ([3];[4]).  

Interestingly a parallel discussion occurs also in a field of computer-supported 
learning that has evolved independently of CSCL, the discipline of Intelligent Tutor-
ing Systems (ITS): The support of the learners by the system to promote them in the 
learning process is often called tutoring or interventions.  

It is obvious that the expertise and experiences of these two fields should be com-
bined in collaborative computer-supported learning activities. One of the grand chal-
lenges for the shared interest between the communities will be the representation and 
implementation of scaffolds respectively tutoring for collaborative scenarios.. This ar-
ticle will present our approach of combining aspects from CSCL, pedagogical design, 
and ITS in an integrated architecture for supporting collaborative learning activities. 

Up to now complex learning support environments and explicit scaffold-
ing/tutoring models are largely unrelated and co-exist, but do not co-operate. On the 
one hand LSEs, such as WISE, CoLab, or Belvedere, either have a specific (“hard-
wired”) process model embedded or do not have an explicit learning process model at 
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all. On the other hand environments that use explicit process models for supporting 
the learning process typically fall short in either re-usability or expressiveness of the 
process model. Most systems using a formal model define their own proprietary 
model for the learning process which is not understandable and thus re-usable by 
other applications. Systems that have explicit mechanisms for structuring activities 
usually tend to have a very narrow focus, such as sequencing the presentation of 
learning material in web-based hypertext systems or intervening on the first deviation 
from an “ideal” learning path. There are very few approaches that explicitly try to 
scaffold collaboration with adaptive approaches: coming from the ITS area, like the 
“Collaborative Tutor” approach and the GridCOLE approach from the CSCL field. 

IMS Learning Design can be considered as a formal approach with explicit repre-
sentation of both the models and the operational semantics. We assume that the for-
mal character of IMS LD can also be utilized to scaffold and apply tutoring support 
for pre-existing LSEs. The availability of learning design engines (LDE), such as 
CopperCore , could provide explicit process support without having to implement a 
process model from scratch for each individual environment, if we can meet the chal-
lenge of integrating pre-existing LSEs and LDEs in a flexible, interoperable architec-
ture. The idea is to combine the flexibility of learning scripts, which can be adapted to 
different learning groups and tasks, with the often task-oriented and domain specific 
ITS systems. Given this it will be possible to use one learning flow for more than one 
learning environment at the same time. That means the script (agent, tutor) can be 
used for arbitrary (within certain limits) collaborative learning environments, enabling 
students using different learning environments to collaborate with each other. 

2   A Flexible Architecture for Tutoring in Collaborative Settings 

We propose an approach that aims at a clear separation of the learning design engine 
together with the specification and implementation of the learning flow (as LD docu-
ments) and the collaborative learning environments. In this proposal we assume that 
the learners interact exclusively with the LSE without having to know anything about 
being “scripted” or “scaffolded” by the LDE respectively the LD document. In our 
approach the LDE is used as a process regulation facility that interacts with the LSE 
using a common generic vocabulary of communication primitives. This has the ad-
vantage, that the LD document can be used with a variety of different LSEs without 
any changes to the document.  

For the concrete realization of our approach we defined an architecture that brings 
together LSEs and LDEs without having to make substantial changes in either of the 
two components: the schematic overview of the architecture can be found in figure 1 
and the components introduced have the following function: 

• Engine Extension (CopperCore Extension): this component extends the event 
propagation mechanism of the learning design engine so that events are sent to the 
LSE to remotely control the learning process via the Remote Control Component.  

• Remote Control Component: this component maps events coming from the LDE to 
one or more communication primitives, that build the vocabulary for remotely con-
trolling learning support environments 
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• LSE Remote API (Translator): this interface accepts communication primitives 
that have been defined for a variety of different LSEs and maps these primitives to 
the specific functionality available in the concrete LSE.  

 

Fig. 1. Remote control architecture for interaction between LDE and LSE 

An interesting feature of this architecture is, that besides our main purpose - the re-
alization of collaboration scaffolds in pre-existing learning support environments - the 
remote control can be used by a variety of different actors such as intelligent tutors or 
human teachers. 

Since the already present systems shall not be rewritten we decided to use a loosely 
coupled approach that allows to be adjusted for different learning support environ-
ments and different scaffolding agents to be applied. The proposed architecture has 
been implemented using the Cool Modes LSE and Copper Core Engine (LDE). 
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Abstract. Learner reflection is critical to effective, deep, transferable learning, 
especially in cognitively demanding areas, such as learning programming. This 
paper presents KrAssess, a programming education system, which aims to fa-
cilitate student self-assessment and promote learner reflection through scrutable 
learner models. KrAssess supports learning by helping students learn to “see” 
solutions according to the criteria valued by their teacher. It also supports learn-
ing to write, review and improve solutions to design tasks. 

1   Introduction 

User modelling or learner modelling is at the core of intelligent tutoring systems (ITS) 
as it allows an ITS to provide individualized instruction and a personalised learning 
experience. It was not generally realized that such models can also contribute to learn-
ing directly; until, in the 1990’s, the concept of open learner models emerged [1, 2], 
noting that a learner model is a valuable learning resource on its own. Learners can 
benefit from viewing, questioning and manipulating their individual learner models. 
A common and fundamental belief supporting open learner models is that it supports 
an important meta-cognitive [3] activity, namely learner reflection [4-6].  

2   System Description 

Our system, KrAssess, is built to help students learn to program in C. Fig. 1 shows the 
main steps in the system’s student self-assessment [7] process: 

• Students study a task description (top left of the figure); 
• They note the concepts the task teaches (top right of the figure); 
• They study a set of examples in the following stages (Step 1 in the figure) : 

 They read a set of examples; 
 They evaluate it according to criteria provided by the teacher. 

• They provide their own solutions to the task (Step 2 in the figure) and; 
• They evaluate their own solutions with the same criteria they used to evaluate 

the examples (Step 3 in the figure). 
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The examples students study are not necessarily ‘perfect’ solutions. Rather they 
provide opportunities to explore interesting and important ideas associated with the 
learning goals. We usually create these examples, which demonstrate common mis-
conceptions, after grading final exam questions. We also strive to provide multiple 
examples, so we can illustrate different ways to do one task. 

 

Fig. 1. A KrAssess Task 

KrAssess users need to assess example solutions they read and their own solutions 
with criteria provided by the teacher. Each criterion corresponds to one of the learn-
ing objectives of the task. Consequently, each criterion asks the student to rate one 
aspect of the set of domain knowledge, thereby promoting reflection-in-action [5, 6]. 
Moreover, when assessing example solutions, since these examples have been pre-
assessed by teachers using the same criteria, students’ assessments can then be com-
pared with the teacher’s assessment, and this contributes to a model of the learner’s 
knowledge. 

KrAssess provides a user profile to promote reflection-on-action [5, 6] as it shows 
students a visualization of their learning progress by externalizing their learner mod-
els with SIV [8], which allows a learner model to be explored in certain constructive 
ways. From this information, students are encouraged to think about what they have 
learnt and how they have learnt it, i.e. reflecting on their experience. Furthermore, 
students are able to compare the system’s beliefs about their programming knowledge 
with their own beliefs. In this way, reflection is further encouraged; especially if the 
system’s beliefs and the student’s own beliefs differ. 
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3   Evaluation and Conclusion 

KrAssess was used by 260 students over one semester in our C programming subject. 
We conducted detailed analysis of the work done by 46 of them, 20 at the top of the 
class and 26 at the borderline of a pass. The main findings were: 

• The self-assessments of more able students’ answers were often similar to 
how a teacher would assess them; while the less able students tended to over-
rate their solutions. This was in line with earlier studies in [9]; 

• Students were influenced by the supplied examples. However, it shows that 
the approach of reading examples before writing a solution does get students 
to incorporate elements from our code. This is beneficial to learning so long 
as the tasks are designed to ensure that straight copying is not attractive and; 

• Stronger students could identify incorrect elements in an example solution, 
while weaker students could not. 

In conclusion, KrAssess is a student self-assessment system with scrutable learner 
models to support and promote learner reflection. Two types of learner reflection, 
namely reflection-in-action and reflection-on-action are supported by allowing the 
student to self-assess solutions and by providing intelligent and informative learning 
progress feedback through open learner modelling. The system was used by students 
over one semester. We found KrAssess can provide more able students help that they 
value and appreciate and the system measures give a good indication of student's abil-
ity to "see" code from the perspective the teacher intended for the learning activity. 
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Abstract. The Learning Object idea is based on the premise that the reuse of 
learning material is very important for designing learning environments. The 
reusability of learning objects results from the product of three main features: 
modularity, discoverability and interoperability. In this paper we discuss how 
these features can be useful when added to pedagogical agents. This approach 
considers learning objects built according to agent architectures: the Intelligent 
Learning Objects approach. 

1   Introduction 

The Learning Object (LO) approach is based on the premise that the reusability of 
learning material is very important to designing learning environments [2]. The 
reusability of learning objects is given as a result of three features: interoperability, 
discoverability and modularity. In this paper we discuss how these features can be 
useful when added to pedagogical agents. To achieve this goal, we propose the 
convergence between learning objects and agents technologies: the Intelligent 
Learning Objects (ILO).  

An ILO is an agent that provides learning experiences to students in the same way 
as LO's used to do. According to this approach a learning environment is composed of 
an agent society and a communication framework. The agent society encompasses 
three kinds of agents: Intelligent Learning Objects – ILO agents (responsible for 
generating learning experiences to students); Learning Management Systems - LMS 
agents (responsible for dealing with administrative and pedagogical tasks); and ILO's 
retrieve - ILOR agent (responsible for storing data about ILO's). The communication 
framework is based on the FIPA reference model [6], composed of an ontology and a 
set of dialogues that give the features to enable the agents to share information. 

2   Pedagogical Agents as Intelligent Learning Objects 

An ILO must be reusable, interoperable, discoverable and modular. As the 
technological basis of an ILO is composed of agents and LOs technologies, we need 
to treat these features in these two levels. This section presents how achieve this. 



 Using Learning Objects Features to Promote Reusability of Pedagogical Agents 767 

Discoverability: The discoverability of learning objects is the capability of being 
discovered based on their educational content. The Learning Objects Metadata 
standards allow the description of the educational content of LOs, and the Learning 
Object Repositories provide storage features and make that information available. To 
achieve discoverability, the ILO approach adopts the IEEE 1484.12.1 Standard for 
Learning Object Metadata  (LOM) [4] and defines a set of dialogues to be used to 
consult ILOs’ metadata information. 

Interoperability: This concept means that a set of LO's can communicate each other 
to share pedagogical information and work together to solve the student’s learning 
difficulties. To achieve interoperability, the ILO approach adopts two IEEE standards 
for learning objects: the LOM and the IEEE 1484.11.1 Standard for Learning 
Technology – Data Model for Content Object Communication (DMCOC) [4]. The 
LOM is used to describe the metadata information of the ILOs and the DMCOC is 
used for the communication of pedagogical information among the ILOs. It also 
adopts the concepts defined by FIPA [6], which defines standards to enable 
interoperability for MAS. 

Modularity: The content of ILO's must be comprehensive enough to be unitary and 
coherent, but small enough to be reused in different courses. To achieve modularity, 
the ILO approach claims that modularity can only be reached by a good pedagogical 
project. It also adopts the idea that agents as coarse-grained computational systems, 
each making use of significant computational resources that maximizes some global 
quality measure [5]. 

Reusability: The Learning Management Systems (LMS) are systems used to deliver 
courses using LOs. To complete the scenario, the ILO approach defines the LMS 
Agents to work as an LMS. 

3   Test Bed 

We developed a framework composed of a set of Java classes designed to built ILOs 
as easy as possible and applied this framework to the agent-based learning 
environment described in [1]. Such system is composed of an ILO playing the role of 
a special calculator and an Animated Pedagogical Agent (APA) playing the role of an 
animated tutor to help primary school students to learn some fundamental 
mathematical properties of multiplication.  

The Animated Pedagogical Agent works like an LMS and the Calculator 
Pedagogical Agent is a typical ILO. The communication between the Animated 
Pedagogic Agent and the Calculator Pedagogic Agent is performed according to the 
DMCOC and the ILO communication framework’s dialogues.  

4   Conclusions 

This case study showed that using the ILO approach potentially improves the 
reusability of pedagogical agents. With learning object features, the agents can be 
reused in different courses concerning their learning contents. However, in order to 
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share information, agents also need to interoperate in the communication level. Based 
on the FIPA concepts and IEEE standards, the communication structure proposed in 
the ILO approach contributes to solve this issue. 

While the development of educational content outside of the Intelligent Tutoring 
Systems and Intelligent Learning Environments approach is converging to the use of 
standards towards the reusability, we are still developing ad-hoc pedagogical-agents-
based learning environments. This is the issue that this paper addressed. We should 
start to think about reusability when developing pedagogical agents. We need to go 
towards to the use and development of technologies that enable our agents to be 
reusable and interoperable. The convergence between learning objects and agents’ 
technologies seems to be promising. 
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Abstract. In T-algebra problem solving environment students solve expression 
manipulation problems step-by-step using transformation rules and following 
the three stage input dialogue. The errors can be made either when selecting 
the rule or the objects of the rule or while inputting the resulting expression. 
The program is able to diagnose different errors and help to correct them. This 
paper gives an overview of the error diagnosis principle that is used in the  
T-algebra. 

1   Introduction 

Expression manipulation problems are very important in school mathematics. When 
using traditional instruction technology, the teacher is not able to give immediate 
feedback or draw attention to errors of every student. The use of intelligent problem 
solving environments can produce maximum effect in this field. The essential proper-
ties of such environment should include: the possibility to solve problems using ex-
actly the same steps as on paper; possibility of making errors (the same errors as on 
paper); ability of the program to diagnose errors and help to correct them. Existing 
environments don’t have all these properties at once. In the Aplusix [4] the student 
enters the new expression and the program checks for the equivalence of the expres-
sions. Mathpert [2] and AlgeBrain [1] use transformation rules with no input of result. 

 

Fig. 1. Three stages of application of rule collect like terms 

T-algebra enables step-by-step problem solving in four fields of mathematics. 
T-algebra uses so-called action-object-input dialogue scheme [3] where each step 
consists of three stages (Fig. 1): selecting a transformation rule, marking the parts of 
expression, entering the result of the application of the rule. Three different input 
modes are implemented for the input stage (Fig. 1). In free input mode the whole re-
sult is entered into one box. In structured mode the structure for the result is given. In 
partial input, boxes are given only for input of rule-specific components. 
                                                           
* The author was supported by ICT graduate school. 
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2   Error Diagnosis in T-algebra 

At the beginning of each solution step, the student has to select the transformation 
rule he is going to apply. If the selected rule is not applicable to the current expres-
sion, no error message is displayed until the student confirms his selection of ob-
jects – he is given a chance to realize that no suitable objects can be found and correct 
the choice of the rule. The only check performed immediately upon selecting the rule 
is whether the current expression is already in the form of the answer to the problem. 

After selection of the transformation rule in T-algebra the student has to select the 
objects to which the rule is applied. In some programs (Mathpert, AlgeBrain) the stu-
dent selects a subexpression and the program applies the rule to the appropriate parts 
of this subexpression. The approach of T-algebra is different – it requires from the 
student precise selection of operands. At this stage many errors arise. When selecting 
separate objects the program immediately checks whether the selected parts are syn-
tactically correct expressions (one of the brackets is not selected, etc.). 

After confirmation of objects T-algebra is able to diagnose whether the student 
knows and considers the priorities of the operations (Fig. 2). T-algebra also checks 
whether the objects are of the correct structure and their number is correct (for exam-
ple, the rule Collect like terms requires selection of at least two similar monomials). 

 

Fig. 2. Error in selection of the object for the rule Collect like terms 

When applying the rules, T-algebra copies unchanged parts of the expression and 
protects them from modification. It only lets the user to enter the exact result of ap-
plying the rule (Fig. 1). When the user confirms his input, the program has full infor-
mation on the transformation rule, operands as well as the result of the application of 
the rule offered by the student. In most cases, the issue whether the entered expression 
is equivalent to the previous one is not the only aspect that can be clarified. T-algebra 
is able to apply the rule itself and compare the student’s result with the correct one. 

Some common checks are performed when applying all the rules. First program 
checks whether the entered parts and the whole resulting expression is syntactically or 
mathematically correct. Another common check for all the rules is whether all neces-
sary input boxes are filled in. Further checks depend on the input mode and the rule. 

In free input mode, a check of the structure of the result is performed in most cases 
(for example, when collecting like terms, the result should be a single monomial). 
This is because we want the student to apply exactly the same rule that he chose and 
not to simplify something else. The other issue that is checked is the priority of opera-
tors – whether the student adds brackets if needed. After the structure of the result is 
checked, the content is checked in exactly the same way as in structured input mode. 

In structured input and partial input modes the resulting expression already has the 
correct structure, because the student is prevented from entering unsuitable parts into 
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corresponding boxes. In these input modes the program checks the essential parts of 
the resulting expression separately in order to find the exact error and diagnose its 
cause. When the result is a single monomial, the operation sign, coefficient, variables 
and their powers are checked separately. When the result is a polynomial then the set 
of the monomials in the student’s result is compared to the set of monomials in the 
correct result. If a difference is found, the exact error is diagnosed if possible (Fig. 3). 

 

Fig. 3. Error in input of the result – wrong operation sign entered 

3   Conclusions 

T-algebra gets full information on the student’s intentions and the result of applying 
the rule. Using this information, T-algebra is able to provide better error diagnosis – 
in addition to simple expression equivalence it is able to recognize many typical er-
rors in all the transformation rules, recognize operation priority errors, incorrect rule 
object selections, etc. T-algebra is able to show the student the exact position of the 
error and help to correct it. Error checks are performed after all three stages of single 
step: after selection of the rule, after selection of objects and after entering the result-
ing expression. All this could improve teaching of different mathematical topics 
(available in T-algebra), because the students get immediate feedback, see the errors 
made, correct and memorize them. 
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Abstract. This extended abstract summarizes an exploration of how
computational techniques may help educational experts identify fine-
grained student models. In particular, we look for methods that help
us learn how students learn composite concepts. We employ Bayesian
networks for the representation of student models, and cast the problem
as an instance of learning the hidden substructures of Bayesian net-
works. The problem is challenging because we do not have direct access
to students’ competence in concepts, though we can observe students’
responses to test items that have only indirect and probabilistic rela-
tionships with the competence levels. We apply mutual information and
backpropagation neural networks for this learning problem, and experi-
mental results indicate that computational techniques can be helpful in
guessing the hidden knowledge structures under some circumstances.

Summary

Behavior models of activity participants are crucial to the success of computer
systems that interact with human users. When using Bayesian networks (BNs)
as the language for model construction, Mislevy et al. asked where we could
obtain the numbers for the conditional probability tables (CPTs) [1]. We could
ponder where we could obtain the structures of the BNs in the first place. For
educational practitioners, an obvious and practical answer to this inquisitiveness
may be that we should consult experts of the targeted domains to provide the
knowledge structures, such as the prerequisite relationships between concepts,
for building student and instructor models. Indeed this is an effective and the
de facto approach to building computer-assisted educational software in general.
Can computers be more helpful than finding the detailed numbers in the CPTs
for student modeling? More specifically, can computers assist in any way for
finding the structures of student models? Given a composite concept, say dABC,
that requires knowledge about three basic concepts, say cA, cB, and cC, how can
we tell how students learn dABC from cA, cB, and cC? Do students combine cA
and cB into an intermediate product, dAB, and then combine dAB and cC into
dABC? Or, do students integrate the basic concepts directly to learn dABC?

In this exploration, we assume that students learn the composite concept
from ingredient constructs that do not include overlapping basic concepts. For
instance, we subjectively exclude the possibility of learning dABC from two
intermediate composite concepts dAB and dBC, because they both include cB.
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This assumption simplifies the search space. However, the size of the search space
still grows explosively with the number of basic concepts included in the target
composite concept, and is related to the Stirling number of the second kind.

We assume that educational experts provide a set of possible ways that stu-
dents may, implicitly or explicitly, employ to learn the composite concept, and
our job is to help experts identify which of these learning patterns is the most
likely answer. Hence, the process of learning how students learn begins with the
acquisition of a set of candidate answers. We use the set of candidate learning
patterns to build BNs for simulating possible student behaviors, and employ the
simulated data to train backpropagation neural networks (BPNs). The learned
BPNs can then be used to classify the unobservable learning pattern, based on
students’ item responses, into one of the candidate answers.

Following the steps of many researchers who explored methodologies for build-
ing computer-assisted tutoring systems, we employ simulated students in this
study. Simulated students were generated from Liu’s simulation system that con-
siders the probabilistic relationships between students’ responses to test items
and students’ competence levels in concepts [2]. The degree of uncertain relation-
ship between these two factors was controled by a parameter called fuzziness. We
set fuzziness to a larger value when we simulated a more uncertain relationship
between responses to items and competence in concepts. The other parameter,
named groupInfluence, affected the uncertain relationship between the students’
actual behaviors and students’ stereotypical behaviors. We set groupInfluence to
a larger value to make students more likely to deviate from their typical behav-
iors. In short, it became harder to guess the real mental states of a student when
either fuzziness or groupInfluence were set to larger values in the simulation.

Students’ responses to test items and students’ competence levels were repre-
sented with different, though directly connected, nodes in the BNs that were used
to generate simulated students. States of nodes that represented competence lev-
els in concepts were not observable, and only states of nodes that represented
correctness of item responses were accessible. Hence, our job was to guess the
substructure of the unobservable nodes based on the data that had only indirect
and probabilistic relationships with the true answers. Due to this reason, known
algorithms for learning structures of Bayesian networks, such as the PC algo-
rithm implemented in Hugin, were not directly viable for this learning problem.

We employed estimated mutual information (EMI) for comparing the candi-
date solutions. If students learn dABC from dAB and cC rather than from cA
and dBC, the EMI between the nodes for both dAB and cC and the node for
dABC may be larger than the EMI between the nodes for both cA and dBC
and the node for dABC. (In this case, EMI(dAB, cC|dABC) is expected to be
larger than EMI(cA, dBC|dABC).) Namely, we used the EMI to represent the
merits of a competing substructure. We had to estimate the mutual information
between two sets of nodes, since we did not have direct access to the states of
the nodes that represented concepts. We estimated the state for the node that
represented a concept with the percentage of correct responses to test items de-
signed for the concept, and used the estimated states of nodes to calculate the
EMIs. In addition to the EMIs for all competing substructures, we introduced
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ratios between the EMIs for training the BPNs. Experience indicated that ratios
between the EMIs, e.g., the ratios between the EMIs and the largest EMI, were
useful for improving the prediction quality of the trained BPNs.

We tested the proposed procedure for guessing how
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students learn dABC. There were four possible answers. We
randomly sampled 500 network instances that had different
underlying joint probability distributions for each of these four
answers, and simulated item responses of 10000 students that
were generated from these 2000(=4×500) networks. Each sim-
ulated students responded to three items for seven concepts,
i.e., cA, cB, cC, dAB, dAC, dBC, dABC, and the responses
must be either correct or incorrect. We calculated the EMIs
and their ratios for each network instance for training BPNs,
so we trained the BPNs with 2000 training instances. We then
applied the trained BPNs to predict the learning patterns of
400 groups of students—100 groups generated for each of the
four answers. We repeated the above procedure for 36 com-
binations of fuzziness and groupInfluence, each ranging between 0.05 to 0.30.
The figure on this page shows the results. The horizontal axis shows the decimal
part of fuzziness, the legend shows the values of groupInfluence, and the vertical
axis shows the percentage of correct identification of hidden structures in 400
test cases. The results suggest that it is possible to identify the hidden structure
better than 80 percent of the time, if fuzziness and groupInfluence are not large
and if educational experts’ guess list does include the correct structure.

Do we really need student models of better quality? Experimental results re-
ported by Carmona et al. suggested that student models of higher quality could
help us improve the effectiveness of computerized adaptive tests [3]. Hence, we
hope results outlined in this extended abstract can be useful. We have expanded
our experiments to cases where we learned how students learn composite con-
cepts that included four basic concepts [4]. The accuracy remained above 75% in
unfavorable conditions. We thank reviewers for their invaluable comments on the
original manuscript. This work was partially supported by the research contract
94-2213-E-004-008 of National Science Council of Taiwan.
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Abstract. Learning algorithms involves translating sequences of sim-
ple steps that have complex results into instructions that can be fol-
lowed by a computer. To accomplish this, the students have to develop
skills of logical reasoning and algorithmic problem solving. This paper
presents AlgoLC, a Learning Companion System that supports teaching
and learning algorithms. Teaching is facilitated as the system provides
the teacher with elements to better identify the students’ doubts and
errors. Learning is facilitated by the learning companion as it provides
support to the student identify and correct his or her own mistakes.1

1 Introduction

Several times learning algorithms in Computer Science creates a barrier for many
students entering an undergraduate course. Learning algorithms involves trans-
lating sequences of simple steps that have complex results, into instructions that
can be followed by a computer. To accomplish this, the students have to develop
skills of logical reasoning and algorithmic problem solving.

This paper presents AlgoLC, a Learning Companion System that supports
teaching and learning algorithms. Learning Companion Systems are Intelligent
Tutoring Systems that include, besides the traditional modules of the architec-
ture, a Learning Companion (LC) [1]. LCs are virtual peers that support the
students during the learning process.

AlgoLC makes use of Constrain-Based Modelling (CBM) to support its rea-
soning and the LC interventions - the feedback messages that are presented to
the students. CBM is based on a theory of learning from the identification of
errors [3]. Identifying errors is quite important for learning as usually the stu-
dents are not able to detect their own mistakes. CBM represents the domain
knowledge as a set of constraints on correct solutions. The constraints divide
the solution possibilities into correct and incorrect [2].

1 This research is partially supported by FAPESP grant no. 03/08279-2.
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2 AlgoLC Description

2.1 Architecture

AlgoLC domain model is represented with CBM. It contains constraints on cor-
rects solutions to problems regarding the algorithms structures.

The student model includes general information about the student and his
or her correct and incorrect knowledge (i.e., which constraints were violated or
not). The problems presented to the student are chosen by the system based on
the student model, which is an overlay [4] of the domain model. The information
stored about a student that interacts with the system includes: the number of LC
interventions; the number of non-violated constraints; the number of constraints
violations; and the constraints that were violated.

The tutor model includes the pedagogic strategies. The tutor role is to coor-
dinate the learning activities: to present the problems to be solved, to control
the prerequisites between the problems, and to control the interaction between
student and LC. In addition, the tutor model chooses the feedback messages
presented by the LC.

When the student develops a solution to a problem, the system verifies which
constraints are relevant to the current solution and, among the relevant ones,
which ones are satisfied. If the solution violates any constraint, the LC intervenes
presenting the feedback message that is associated to the violated constraint. The
LC is pro-active and collaborative. It initiates an interaction with the student
whenever it is necessary, without a request from him or her.

2.2 Constraints

Currently, the domain model consists of a set of 6 problems and 35 constraints.
The constraints were modelled based on the identification of usual and frequent
problems of teaching and learning algorithms. The problems are organised in
4 groups, according to the concept that is approached by the problem and its
level of difficulty. The 4 groups are: variables declaration, sequence structures,
decision structures, and loop structures.

2.3 Prototype

AlgoLC prototype allows (1) visualizing the problems solved; (2) verifying the
algorithm entered by the student and generating a report; (3) generating a stu-
dent report (violated constraints and the number of times each one was violated);
and (4) generating a general report that shows the number of times that each
constraint was violated by the student so far (for all the problems solved).

3 Evaluation

AlgoLC prototype system was tested in an empirical evaluation that was carried
out with 15 Computer Science undergraduate students of a 1st year course on
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Algorithms. The evaluation aimed to check the appropriateness of the modelling
approach in identifying students’ errors and providing feedback.

The 6 problems presented during the evaluation were about variables decla-
ration and sequence structures in an increasing difficulty level. After entering
the solution to each problem (i.e., an algorithm) the students were asked to gen-
erate and send their report to the experimenter. After solving the 6 problems
the students were asked to request the report that contains the statistics about
the constraints violated. From the set of 35 constraints modelled in the system,
24 were related to the problems presented in the evaluation session (i.e., con-
straints 5 to 15 were not used). Six constraints - 1, 2, 26, 27, 28 and 29 - were
not violated. Only one student violated the same constraint - 17 - twice. This
constraint is related to assigning a real value to a variable of the integer data
type.

Among the 15 students only 2 solved the 6 problems without violating any
constraint. Constraint 23 was violated 10 times. This constraint is related to
assigning values to a variable of the string data type. Although it can not be
assured that the feedback messages presented by the LC after the contraints
violation influenced the students’ final scores, the 15 students indeed managed
to solve the two groups of problems that were proposed during the evaluation.

4 Conclusion and Further Work

This paper presented AlgoLC, a Learning Companion System that supports
teaching and learning algorithms in Computer Science undergraduate courses.
Currently, a set of 35 constraints for 4 groups of problems are modelled and
implemented in a prototype. A first empirical evaluation showed the system
potential in supporting teachers and students in identifying errors. Further work
includes having a pre- and post-test design to show that students had learned
from the system feedback. After that, the aim is to add new types of problems
and to model the respective constraints in the system.
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Abstract. Today’s mobile world is composed of heterogeneous networks and 
various devices with different characteristics. Progressive learners want to ac-
cess and utilize services and information content using all available devices. 
While use of computers to teach English in a conventional educational envi-
ronment promotes motivation and effective learning in students, the method 
generates problems such as provision of learning materials without considera-
tion of teaching methods and evaluation without consideration of individual dif-
ferences in students. To solve these problems and produce a superior system, 
we propose an Intelligent Tutoring System (ITS) for learning English that uses 
multi-modal technology. By overcoming limitations of the mobile environment 
and using appropriate mobile contents and content negotiation and adaptation 
strategies, the proposed system provides an effective method of learning based 
on ITS to support a teacher’s role. 

1   Introduction 

English learning that involves multimedia content can increase learner interest and 
assist in developing the ability to communicate [1]. However, few studies have fo-
cused on learning or educational methods involving mobile devices [2, 3]. Related 
research has investigated Web-based ITS applications that are useful in various learn-
ing contexts. Providing content suitable for specific student levels requires considera-
tion of various factors such as the importance of particular subjects and degree of 
difficulty; it is necessary to first estimate each student's level and then provide appro-
priate learning materials [4].  
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To solve these problems while retaining the advantages of Web-based learning, 
this paper introduces an Intelligent Tutoring System (ITS) for learning English. Its 
design and implementation were based on an intelligent tutoring system to provide 
content suitable for specific student levels in a multi-modal education platform that 
supports various communication environments and devices [5]. We described subject 
contents and created a learner model that determined the provision of material appro-
priate to specific student levels, as assessed by an inference engine based on Item 
Response Theory (IRT) [6]. Results indicate that the system minimizes latency time 
for learning using technology that transmits learning material in real time. 

2   System Design 

This paper proposes a system consisting of an expression section that presents learn-
ing materials to the student. The interface module consists of input interpretation and 
output creation modules. The input interpretation module recognizes a learner’s 
input entered using a cellular phone keypad and then analyzes the agreement be-
tween input data and correct answers. The output creation module presents sound 
contents using a cellular phone’s speaker and image contents. The teacher module 
establishes an instruction strategy by estimating a learner’s level and using the 
learner model database. The strategy of instruction uses learner levels and prefer-
ences to select appropriate items and methods of instruction. The expert module 
provides knowledge about other modules; the knowledge base of the expert module 
in elementary school consists of an English sound domain, and each grade has its own 
textbook and teacher’s manual. 

 

Fig. 1. Core mechanism of the proposed ITS 

 

 Fig. 2. Multi-modal architecture 

Figure 1 shows the core mechanism for the proposed ITS. The proposed system 
creates learning models to display the student’s current state of knowledge. The ITS 
core was designed using a logical learning formulation, which is called item Type 
Diagnostic Value (TDV), to measure a learner’s traits and knowledge and to act based 
on rules of inference by the item analysis. 
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When TDV is presented with a problem expressed as a numerical formula based on 
ratios, it calculates ratios by comparing the total number of item type index to the 
number of items with incorrect responses. This type of analysis can supply feedback 
on learning progress and uncover weak points in each student’s comprehension. 

The communications module supports the Internet, wireless LAN for PDA, and 
CDMA for cellular phones. Content negotiation and adaptation strategies were imple-
mented by the user-agent matching and XSLT within multi-modal architecture, shown in 
Figure 2. The network used in this architecture is based on three types of infrastructure. 
Three kinds of devices can be used to access content: a cellular phone using CDMA, a 
personal data assistant (e.g. iPAQ 4150) running under Windows CE and connected 
through the wireless network, and a desktop computer using the wired connection. 

3   Conclusion 

Existing Web-based education systems focus on providing study materials without 
considering knowledge levels or abilities of individual students. This paper proposed 
an intelligent tutoring system to provide materials appropriate for specific student 
levels via a mobile education platform that supports various communication environ-
ments and devices. This study designed and implemented a system that can conduct 
education appropriate to a learner’s level using a mobile environment and that can 
produce feedback about the learning. Results indicate it is possible to create a multi-
modal and device-independent mobile service that uses less effort to develop com-
pared to approaches based on traditional systems of tutoring.  
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Abstract. Intelligent tutoring systems cover a wide range of educational proc-
esses. However, in the context of peer review methodology, there is no previous 
work about adaptation of the process according to the student’s profile. In this 
paper, a methodology for adaptive peer review is introduced. Experimental ap-
plication of adaptive peer review through two courses allows to confirm peda-
gogical benefits with actual students’ results. 

1   Introduction 

Peer Review amounts to evaluating the work of a colleague and providing feedback 
about it. This methodology has been widely applied in multiple contexts, ranging 
from childhood education to academic research. The benefits as well as a detailed 
topology of peer review in education have been studied in several publications (see 
[1] for an excellent survey). And a number of supporting programs for peer review in 
educational environments are reported, such as CPR [2], PG [3], NetPeas [4], OPAS 
[5] or OASIS [6].  

Not all students learn in the same way. Different factors influence not only on how 
students learn by themselves, but also how do they collaborate with their peers and 
learn from them. In order to improve the effectiveness of the experience, student roles 
and adequateness have been frequently analyzed in collaborative learning (see [9] for 
example), but not so frequently in peer review, although both contexts are indeed 
similar. Indeed, “how peer assessors and assessees should best be matched … is dis-
cussed surprisingly little in the literature” [1] [7] [8]. And, to our knowledge, no 
system supports adapting the peer review process according to the learner's profile. 

2   Adaptive Peer Review 

Like any other educational process, peer review is suitable to be adapted to student 
characteristics and needs. In this paper a methodology supporting the dynamic adapta-
tion of the process according to student's profile is presented. A supporting system for 
adaptive peer review has also been developed, including functionality for, besides 
peer review management facilities, process adaptation, including students' tracking, 
profile building and definition and deployment of adaptation criteria. 

Defining an adaptive peer review methodology requires analyzing the process  
and detecting the potential actuation points. Author-reviewer is the only interaction 
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exclusive of peer review processes, among all the different types of interactions in-
volving the students in an educational process (student-teacher, student-content and 
student-student, according to Moore’s model). Thus, adaptive peer review mainly 
concerns the adaptation of author-reviewer interaction, although content adaptation as 
well as collaborative learning tutoring could also apply.  

Adaptive peer review copes with: 

1. Student's profile: How to collect the necessary data and select the appropriate 
variables to build student's profiles. According to learning theories, particularly 
social constructivism, Vygotsky's zone of proximal development (ZPD) and scaf-
folded learning, the presented approach focuses on student's knowledge level as the 
key variable to influence the process. This selection is endorsed by previous ex-
perimental results which confirm the correlation between the level of a submission 
and how much its reviewer learns from it, and the correlation between the level of 
the feedback and how much the author learns from it [8]. Experimental data led to 
discard the predictive approach for building the student’s profile (i.e. student’s 
model inducted from past data), as no significant correlation existed between pre-
vious marks (neither examination nor submissions marks) and the current ones. On 
the contrary, correlation between self-evaluation and teachers’ scores ( =0.71) en-
dorses using self-evaluation-based profiles. 

2. Matching criteria: How to match authors and reviewers in order to ensure the 
educational benefits pursued. In a first approach, matching authors and reviewers 
with complementary profiles was proposed, avoiding always pairing together less 
proficient students [8]. This criterion was based on the hypothesis that non-
proficient students would most benefit either from reviewing high level solutions 
or from proficient students' feedback; while proficient students would not be con-
fused by poor solutions or feedback (avoiding possible negative effects). However, 
this criterion showed some undesirable consequences in real classroom. Inspired 
by scaffolded learning and Vygotsky's ZPD theories, matching criteria were rede-
fined in order to avoid too wide gaps which could difficult student comprehension 
but maintain differences of level which guarantees learning improvements. 

3. Matching system (algorithms): How to effectively build the authors-reviewers 
matching according to their profiles and the matching criteria specified. Process 
adaptation focuses on selecting the reviewer(s) for each submission according to 
the learners' profiles and the specified matching criteria. Fuzzy classification is ap-
plied to rank the actual pairs according to the criteria, and genetic algorithms are 
applied for exploring efficiently the potential combinations of pairs [10]. Experi-
mental evaluation with data from real students proves that the system effectively 
matches students according to the specified criteria.  

3   Results and Concluding Remarks 

Both Adaptive Peer Review methodology and supporting system have been applied to 
two CS2 courses with 52 and 75 participants respectively during the last two years. 
Students were posed a non-compulsory programming project to be developed in pairs. 
Peer assessment was done anonymously and individually, and both global marks as 
well as formative feedback were required from 3 reviewers assigned for each  
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submission. Peer reviews were sent to original authors who could revise and improve 
their project according to the received feedback. This process was repeated three 
times through each course.  

Promising experimental results have been obtained, confirming the influence of 
student’s profile in the learning outcomes of the peer review process and, thus, the 
interest of the adaptive peer review methodology. Experimental results have also 
helped to refine the methodology, particularly the building of the student’s model and 
the definition of the matching criteria. 
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Abstract. In this paper we present our recent work to develop a tool that 
enables making correction marks and comments to web pages. The tool is 
written in Javascript/DHTML and supported by major browsers. The correction 
marks and comments are added directly to a web page in such a way that the 
layout of the original page is not affected on the screen. Along with our XML 
centric web content management system this tool provides a browser-based 
teaching and learning environment for writing with guidance. This technique 
can also contribute to enhance personalization, because every user may use this 
technique to make his or her own annotations to any web page of our web site.  

1   Introduction 

Writing with guidance is a widely used learning and teaching technique. One of the 
key steps of this process is that the teacher marks the student’s written works after 
handing in, including making his or her correction marks and comments.  

In a paper based environment each of these correction marks and comments is 
made as a combination of textual mark and marginal mark [1,2,3,4]. The textual 
marks are used to indicate the exact place to which a correction instruction or a 
comment refers. The marginal marks are necessary because there is often not enough 
place for detailed instructions within the printing area.  

For a web page, in contrast to a page of paper, only some commenting tools are 
available using special designed margins [5] or simply placing the comments at the 
end of the commented page. We as well implemented a sticky note [6] commenting 
tool using layering HTML elements [7]. Because of the lack of textual mark all of 
these tools can not be used for a proof correction instruction. 

In our recent work we developed a Javascript/DHTML user interface which makes 
it possible to insert textual marks to existing web pages. In section 2 we give an 
overview of the key requirements and the technical realization briefly before we come 
to conclusion in section 3. 

2   System Overview 

The “Tool for Correction Marks and Comments” provides different possibilities to 
add, read or remove public or private correction marks and comments.  

Since different users may add their correction marks and comments to a single web 
page we introduce a class “CMC” as a collection of all correction marks and comments 



 Correction Marks and Comments on Web Pages 785 

which a user makes to a web page during a session. Depending on the privilege of the 
user the correction marks and comments are made public or kept private, i.e., only to 
be displayed to the author(s) of the commented page and the user himself. These 
private correction marks and comments are not only a possibility to write down 
personal notes onto a web page but can also be used as a discreet way to inform the 
web master about typos and other problems of a page. 

 

Fig. 1. User interface of the “Tool for Correction Marks and Comments”. Note that both sticky 
notes next to the title can easily be moved to elsewhere. Five correction marks are added to the 
page: 1) Deletion of multiple spaces; 2) Insertion of a space; 3) Substitution; 4) Start new 
paragraph; 5) Indent. When the mouse cursor is moved over a textual mark the corresponding 
correction instruction (“More indent!”) is displayed using layer technique.  

Each object of the class “CMC” is embodied by a “sticky note”. This sticky note 
has multiple functions: 1) It contains a multi-lined input field in which a user can 
enter his or her comment to the whole web page. 2) It shows the name of the user. 3) 
Most importantly it provides a toolbar which can be used to enter correction marks 
and comments to the text of the web page (Fig.1).  

 

Fig. 2. Correction marks in printout 

To start a correction and comment session one first selects the text passage to 
which he or she wishes to make a correction mark or a comment. Then he or she 
clicks on one of the symbols of the toolbar to activate the corresponding function to 
place the textual mark into the text passage. Different correction symbols like 
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deletion, insertion and substitution of text, insertion of a space, start new paragraph, 
run on (no new paragraph) have been implemented. Correction instructions and 
generic comments can be added. Note that each of the correction marks can simply be 
deleted. 

Since there is often no place for marginal marks on a web page a correction 
instruction is only displayed when the mouse cursor is moved over the textual mark 
(Fig.1). This is achieved by Javascript/DHTML technique. When printing out the 
page a second set of style definition is used so that all correction instructions are 
printed together with the textual marks (Fig. 2). 

3   Conclusion 

Using this “Tool for Correction Marks and Comments” which is supported both by IE 
and Mozilla making correction marks and comments to web pages is much easier and 
more interactive. Typos and other problems on a web page can be marked and 
communicated within seconds. From our point of view it is a step towards “Web 2.0” 
as “an emerging network-centric platform to support distributed, collaborative and 
cumulative creation by its users” [8]. Comparing with existing systems like Acrobat, 
for instance, one does not need anymore to download the web page to a local file, to 
edit, to save, to upload and then to link the file.  

However, one limitation of this tool is that it cannot be used to make correction 
marks or comments to graphics included on a web page. Since graphics and graphic 
input devices are more and more widely used it is a shall be a challenge to add 
graphical interactivities to the web. 
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Abstract. This paper describes key issues underlying the design of a tutoring 
system that brainstorms with students in order to support qualitative problem 
solving. Cognitively oriented and socially oriented support are enabled by two 
technologies, namely heuristic-based feedback generation and community-data-
driven social recommendation. Formal representations and corresponding 
automated reasoning procedures for these technologies are introduced. 

1   Introduction 

Research in the area of Intelligent Tutoring Systems (ITS) has achieved impressive 
results in improving student learning especially in well defined problem solving do-
mains, such as basic algebra (Koedinger et al., 1997) and quantitative physics 
(Vanlehn et al., 2005). In this paper we begin to consider how to expand the frontiers 
of this success into areas less touched by ITS research, specifically, the task of more 
open ended qualitative scientific problem solving, also known as creative problem 
solving (CPS) that has been attracting more attention in education.  Recent work be-
gins to approach this area, such as tutorial dialogue systems (Kumar et al., 2006). A 
tutoring system that brainstorms with students, called VIBRANT (Virtual Brainstorm-
ing), is proposed as an instructional tool for science education. 

Consider the following sample CPS question: “What are the possible factors that 
might cause a debris-flow hazard to happen?”, and subsequently, “How could we 
prevent it from happening?” In our previous work, students were required to answer 
CPS questions independently without accessing external resources or peer support. 
Human graders were recruited to score student answers quantitatively using a rubric 
devised by domain experts (Chang & Weng 2002). However, this operationalization 
of CPS has previously been used primarily in evaluating particular teaching methods, 
and the focus was not specifically on how to scaffold students’ idea generation. 

This work proceeds to focus on system behavior for supporting idea generation, 
which can benefit from collaboration (Kraut, 2003). Towards maximizing the effec-
tiveness of brainstorming, VIBRANT offers (1) cognitively oriented support provid-
ing brainstorming feedback and (2) socially oriented support for discussion group 
formation. Brainstorming feedback is intended as an interface for students to receive a 
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contextualized view of relevant learning resources; while the social support seeks to 
recommend suitable peers to students for fostering collaborative brainstorming.  

2  Overview of VIBRANT 

Based on our prior work (Wang et al., 2005), knowledge of solving a CPS task is 
modeled as a bipartite graph-based formal user profile (fUP), in which the connec-
tions between a student’s ideation and explanation are explicitly represented. 

Intelligent Support. A formal ontology is constructed serving as the core device for 
organizing experts’ CPS ideas and learning resources. The ontology consists of an 
is-a hierarchy organizing experts’ ideas into several levels of abstraction. Prescrip-
tive feedback messages are attached to specific idea nodes at lower levels and cate-
gorical nodes at higher levels. Finite state machines (FSMs) are designed to retrieve 
learning resources such as feedback. In FSMs, the finite set of states, Q, represents 
the range of the system’s functional behavior, including actions such as 
check_coverage or move_upward_in_hierarchy, while the finite alpha-
bet, Σ, represents the set of events that trigger transitions from one state to another, 
such as all_sub_nodes_covered which in this case triggers a transition to a 
state called get_new_cateogry. Transition functions QQ →Σ×:δ represent 

instructional decisions that trigger appropriate behavior when events are observed.  
The feedback prepared by the system consists of two parts, a comment and a tuto-

rial. Comments are evaluative texts responding directly to the most recent idea sub-
mitted by the student to the system, while the tutorial is the instruction that directs the 
student to the next logical focus node, which may either be an idea node or a categori-
cal node, selected by the system adaptively based on its model of the student. The use 
of the is-a hierarchy is considered beneficial for the FSM-based feedback genera-
tion. First, the hierarchy of topics provides a basic for supporting a more organized 
and coherent brainstorming process. The system may select a next focus for tutorial to 
maximize the students’ local coverage of categorical nodes that have been partially 
addressed by the students’ idea entries. Second, comments can be fetched strategically 
at a more generalized level in the ontological hierarchy when a particular idea entry is 
semantically ambiguous and thus results in low similarity scores as computed using 
vector-based information retrieval (IR) methods. The strategy may help remedy the 
insufficiency of IR-based methods for computing semantic similarity and to improve 
the relevance of system-prepared comments against students’ ideas.  

Social Support. Given a collection of historic fUPs created for previous students, we 
may re-model the system of fUPs as a tripartite graph with hyperedges. The condition 
of student p having an idea q and explaining it by reason r can be represented as a 
hyperedge epqr , which results in a tripartite graph H=(V, E) where V=S ∪ A ∪ B and 
E={epqr}. A variety of analyses can then be computed over the tripartite graph for 
social structure discovery, such as using local heuristics to extract particular (hyper) 
edges as cues for social recommendation or applying Social Network Analysis (SNA) 
methods to incorporate macroscopic and structural information. 
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3   Evaluation and Current Directions 

We conducted an evaluation of VIBRANT feedback generation using a corpus con-
taining 61 CPS idea entries from 10 Taiwanese high school students. The with-
hierarchy method generates feedback using the aforementioned approach, while the 
without-hierarchy method does not make use of a category-based brainstorming plan, 
so that the selected brainstorming focus motivating the tutorial is based purely on 
information from the student’s most recent contribution.  In this case, the comment 
offered is the comment attached to the most similar node in the domain model.  

Two independent judges were recruited to rate the relevance of each feedback mes-
sage prepared by each of the two versions for every idea entry in the corpus quantita-
tively. Thus, each coder assigned a relevance score to 122 feedback messages.  The 
result reveals no significant difference on average between the two methods.  Fur-
thermore, there was no significant correlation between the relevance scores assigned 
by the two coders, which casts doubt on the reliability of the evaluation metric.  Nev-
ertheless, the trend was in favor of the with-hierarchy approach. Furthermore, the 
standard deviation of scores across student entries was lower for both coders in the 
with-hierarchy approach, which indicates that the with-hierarchy approach may be 
more consistent in its quality.  This makes sense given that in some cases local infor-
mation is sufficient for generating meaningful feedback, while other times context is 
helpful.  In our current work we are refining our operationalization of the notion of 
“relevance”. Follow-up evaluations are planned in the near future. 

Moving forward, our plan is to employ VIBRANT as a test-bed for conducting in-
tervention studies and further testing social psychological hypotheses in educational 
contexts, including verifying and measuring the benefits of group brainstorming. 
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Abstract. This paper presents an iterative and participative approach of design-
ing, automatically producing and using a reuse learning unit. Our approach pro-
poses five design processes: analysis, design, implementation, evaluation, and 
validation and publication. They are followed by the teacher to build the learn-
ing unit. Our approach is also systemic. It proposes a set of tools which sup-
ports the designing and the building of learning unit for the e-learning LMS. 
The designing tool proposes set of formalisms which represent the graphical ob-
jects allowing the graphical representation of the educational scenario of the 
learning unit. The designing and authoring tools produce the learning unit ac-
cording to the IMS-consortium specifications. The learning unit is a package of 
physical files. It placed after their building under a sharable repository to be re-
used by other organisms (universities, companies, etc.). We use the CopperCore 
player to play the educational scenario of the learning unit.  

1   Introduction 

In this last decade, two approaches have appeared to treat the problem of contents 
reuse. The first approach is interested in the reuse of the LOs (Learning objects). The 
aim is to create repositories of LOs shared on Web. ARIADNE, COLIS, Edusource, 
DLESE and MERLOT are examples of projects which treat the reuse of LOs. The 
second approach is interested by the reuse of the educational scenario. Educational 
languages as IMS (Instructional Management Systems), EML (Educational Modeling 
Language), MISA (Méthode d’Ingénierie des Systèmes d’Apprentissage) have ap-
peared. They propose models which treat design and reuse of LUs and their educa-
tional scenarios. 

Our aim is to help the teachers, to design, to product and to publish the LUs and 
their educational scenarios which can be used by several LMSs. For this purpose, we 
propose an iterative and participative approach to build a LU according to the IMS-
consortium specifications.  

This paper is organized in two sections. The first section presents the package of 
the LU and its educational scenario. The second section presents the processes of 
design used to design, to produce and to play the LU.  
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2   Learning Unit   

In concrete terms, the LU is a package of physical files (XSD, XML, html, etc.). The 
package is composed of two major components [1; 2]: (1) the manifest file and (2) the 
resources files. The package is a zip concise physical file.  

The manifest file is an XML (eXtensible Markup Language) document called 
“imsmanifest.xml”. The <manifest> is the root of this file. It is composed of three 
direct children: <metadata>, <organization> and <resource>. The <metadata> child 
describes the manifest and other elements as a whole. The <organization> child is the 
major element. It describes how the activities are organized to be delivered to the 
learner. This organization is called educational scenario. Without detailing the ele-
ments which describe the educational scenario, we remind that it takes place as a 
theater play.  The actors play the roles to realize the activities by using the computer 
environment. The different acts of actors form the play. The method of education 
scenario takes place according to one or more than one play. The educational scenario 
can be personalized by the conditions and properties applied to the method, acts ac-
tors and roles. It can be also become dynamic by using the notification mechanism. 
The last child is a collection of references to resources.  

The resources files are the local and external files making up contents of a LU. 
These are an electronic representation of media, such as text, sound, images, anima-
tions, graphs or any piece of data that can be rendered by a web and presented to the 
learners. Each of these medias can have a multiple forms of representation. For exam-
ple, a sound can have the following format WAV, MP3, MPC. A physical file can be 
created by the teacher of LU or reused from a repository.  

3   Design of the Educational Scenario  

The design of the educational scenario is consists of five processes:  

– Analysis, this process consists in specifying of use context of educational sce-
nario. Thus it is in particularly a question of: 
• Identification of public characteristics: their knowledge, their skills, 

their master of the computer tools, etc. 
• Identification of material constraints by knowing the users computer 

equipment (Internet connection speed, computers power, etc.). 
• Precision of resources available: computers, software, humans, etc. 
• Enumeration of the educational objectives (general and\or specific). 
• Description basic of the first ideas in terms of the educational strategies 

and the Progress of activities.  
– The design process consists of modeling the activities of the various roles as 

well as the input and the products of every activity. We use the MOT tool for 
designing of the educational scenario. This tool developed in LICEF [3] (La-
boratoire d’Informatique Cognitive et Environnements de Formation) Cana-
dian research center. It is a simple and powerful tool. It can be used for graphi-
cal representation of knowledge and their relation in several domains (educa-
tion, architecture, electronic, informatics, etc.) [4].  
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– In our work, we use this tool, precisely the last version (version 1.5.0) for 
graphical designing of educational scenario. And for production of content 
package of LU in a compressed format (zipped format).  

– Implementation processes are elaboration of the necessary materials for the 
realization of the educational scenario and conversion of the educational sce-
nario to a content package. We want to indicate here that the MOT tool does 
not allow personalizing or managing the dynamics of the educational scenario. 
For this reason, we use the RELOAD (Reusable ELearning Object Authoring 
& Delivery) [5] Learning Design Editor. This tool is available as open source 
on the Web. In fact, the teacher gets back the package generated by the MOT 
tool and opens it in the Reload tool. Then, he can personalize and make dy-
namic the educational scenario. The level B corresponds to the educational 
scenario personalization level. The level C allows making dynamic educational 
scenario. While the level A corresponds at the general description of the edu-
cational scenario already realized by MOT tool. 

When the teacher ends the production of package of LU, he can validate and 
publish it by using the CopperCore LDE (Learning Design Engine) [6]. This 
last is released by OUNL (Open Universiteit of NederLand). It is world first 
open source IMS LDE that supports all three levels of IMS Learning Design 
(A, B and C). It verifies if a package is in accordance with the IMS-consortium 
specifications. Also, it publishes the package to be used by the CopperCore 
player. This last possesses a player which can be used in the test environment 
as part of a reference implementation of LMS [7]. The actors can play the edu-
cational scenarios by using CopperCore player.  

– Evaluation process consists of measuring the educational, didactic and material 
efficiency of the educational scenario. Evaluation has two levels. The most 
important is to gauge the success of the participant in obtaining and retaining 
the demonstrated skills and understandings. The second is to determine how 
successful the educational scenario was in facilitating effective participant 
learning.  

– Validation and publication consists of sharing the package on a repository 
accessible on a distance server. This process allows the reuse of LU by a mul-
tiple LMSs. 

These processes are considered as iterative and participative processes: 

4   Conclusion  

The main objective of our research work is to help the teacher to design, produce and 
publish the reuse LU and their educational scenario. We proposed in this paper an 
approach allowing accomplishment of this objective. Its principal characteristics are 
the iterative of processes design and participation of the actors (learners, tutors, etc.) 
in the design processes. It is also systemic because it proposes the tools allow the 
accomplishment of different design processes. The educational scenarios are designed 
in a graphical way for reasons that we showed previously. Also, they are produced 
according to IMS-consortium specifications to answer the problem of reuse. 
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This method allows elaborating the repositories of the LU. The educational scenar-
ios of the LU can be played by the players as CopperCore. This approach allows re-
ducing the costs of creation of the LU. It also allows using effective educational sce-
narios because they are evaluated before being published on Web. 
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Abstract. In order to deal with the need of sharing learning objects within and 
across learning object repositories most of the recent work argue for the use of 
ontologies as a means for providing a shared understanding of common 
domains. But with the proliferation of many different ontologies even for the 
same domain, it become necessary to provide mapping process to perform 
interoperability. The main key issue must be addressed is to define educational 
systems interoperability mechanisms to create a virtual learning space. 
Although many efforts in ontology mapping have already been carried out, few 
of them use resources properties to generate semantic relations between local 
concepts. Our approach uses inference rules to combine several matchers in 
order to discover mapping dynamically and to improve the results qualities.  

Keywords: Learning Resources, Ontology Mapping, Interoperability and 
Multi-Agent Systems. 

1   Introduction 

Ontologies offer a great potential in higher education providing in particular the 
sharing and reusing of information across educational systems and enabling 
intelligent and personalized learner support. The increased functionalities that 
ontologies imply will bring new opportunities to e-learning. Learners will be able to 
interact with distant educational systems easily and in a personalized way. An 
overview of ontologies for education field and an initial report on the development of 
an ontology-driven web portal O4E are presented in [2].  

We propose in this paper an algorithm which is applied on a Web Based 
Educational System (WBES) named SIMBAD [1]. To facilitate resources exchange 
with other WBES, it becomes necessary to find solutions allowing the cooperation 
between various repositories of learning resources. The user may seek resources out 
of his/her private reference ontology. The problem is that the comprehension of a new 
classification (a new ontology) is expensive and does not constitute a justified 
investment. It is thus necessary to propose mechanisms which allow the user to access 
to resources of other repositories in a transparent way using his/her favourite WBES.  

The particularity of this approach is that (i) it focuses on dynamic ontology 
mapping using a multi-agent system, (ii) it uses the resources properties to enrich the 
local ontology by generating semantic relations between local concepts (iii) it is based 
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on inference rules to compare the ontologies concepts. These inference rules may be 
general ones or more specific rules added by an expert. This flexibility allowed the 
algorithm to be applied to other domains.  

In this paper we introduce a dynamic mapping approach for bridging gaps between 
learning object repositories based on ontologies. Dynamic ontology mapping means 
that during a user interaction (query), the mapping system receives a sequence of 
concepts and returns the most specific mapping for each concept.  

2   Algorithm Principal 

The objective of our approach is to map ontologies dynamically, and only when 
needed. The system tries to find semantic relations between the concepts of the user 
query and the concepts in the target ontologies. 

The algorithm is based on a multi-agent system and it combines different similarity 
measures to find mapping candidates between two ontologies. We distinguish three 
main categories of similarity: linguistic similarity, structural similarity and rule-based 
similarity. Using these different similarities may increase the precision of the results. 

In this section we describe the global architecture and the agents’ behaviours of the 
mapping process.  

2.1   Architecture 

The ontology interoperability needs to define mapping between ontologies. In our 
architecture (figure 1) the mapping process is split up into five levels: (i) resources 
level contains the various resources repositories (ii) ontology level describes the 
resources classification (iii) interface level where we can find, the users and a set of 
the ontology agents (OA) which generate new ontologies enriched with semantic 
relations, (iv) simulation level where we calculate the similarity between candidate 
concepts and (v) domain expert level allows to a expert to interact with the simulation 
level.  

2.2   Mapping Process and Agents Behaviors 

The algorithm begins by generating information from the ontology. The ontology 
agent OA uses the instances (resources) comparisons for deducing semantic relations 
between concepts of the same ontology to deduce a new ontology O+. The OA agent 
which intercepts a user query generates all possible relations between the query 
concepts and sends both concepts and these relations to all other OA agents. 

The simulation level contains four agents: SCA (Similarity Computation Agent), 
GHA (Generation Hypotheses Agent), FHA (Filtration Hypotheses Agent) and CHA 
(Choice Hypotheses Agent). We describe in the following the general behaviour of 
each simulation agent: 

The SCA agent determines similarity values of candidate mappings via different 
matchers. The first iteration consists in providing a basic similarity between concepts. 
In this iteration we use linguistic tools [6, 7] to compare concepts' names. In the ith 
iteration we use the similarity produced in (i-1)th iteration and we apply the inference 
rules. These inference rules are either rules inferred from structural similarity or rules 
proposed by the domain expert.  
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Fig. 1. Architecture approach for mapping process 

The GHA agent receives all similarities sent by SCA and it generates hypotheses 
using inference rules. These hypotheses consist of new correspondences between 
concepts. The generation of a hypothesis at ith iteration is based on either the mapping 
set or the similarities generated previously. Indeed, depending on the similarity value, 
we generate mapping hypotheses between the couple of concepts which have a 
similarity value enough important. 

The FHA agent filters all hypotheses generated by GHA. The hypotheses which do 
not verify certain constraints (e.g. structural constraints) are removed. The subset of 
filtered hypotheses is sent to CHA agent. 

The CHA agent selects the hypotheses which have the best similarity using both 
existing mapping and user’s feedback. 

The final mapping is sent to ontology agents. After several user interactions, each 
OA acquires more knowledge about other OA(s) and defines a set of most relevant 
OA(s) (i.e. the OA(s) that answer to its needs). This set is called “agent’s 
accountancies”. 

3   Conclusion 

Various works [3, 4, 5] have been developed for supporting the mapping of 
ontologies. Most of them are based on syntactic and semantic matching heuristics 
given by an expert to generate static mapping. None uses inference rules which can be 
generated for different application domains. In our mapping approach, we try to use 
as much as possible available information contained in the ontology to determine 
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dynamically and if necessary the relationship between concepts. This information 
consists of identifier name of concepts, ontology structure, manual/automatic rules 
and resources properties which generate new semantic relations between concepts of 
the same ontology.  

In future work, we plan to add other match and techniques in order to resolve more 
complex mapping problems. The implementation of the prototype is in its first phase. 
It will be followed by a series of the experiments to validate and justify the quality of 
the approach in sharing learning resources. 
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Abstract. In order to foster situated learning in a virtual community of practice, 
we developed a multi-user, real-time, 3D car-driving simulation environment. 
In such a situation-based learning environment, the availability of enough 
appropriate learning situations is crucial for success. However, we experienced 
that often a collaborative usage of the system does not result in a large number 
of these critical situations. This paper introduces the idea of situation creators, 
intelligent agents who intentionally create specific situations for learners, into 
our 3D real-time simulation environment. These created situations challenge a 
learner much more and force him to react in order to master the driving 
knowledge. 

1   Introduction 

In recent years, more and more educational 3D simulation systems have been 
developed. In a typical training course with such a simulator, an individual trainee 
interacts with the simulation system through a series of pre-defined scenarios that are 
usually arranged with respect to growing complexity or level of challenge for the 
trainee. In contrast to these largely “pre-defined” simulation environments that are 
limited through the number of built-in scenarios, we adopted an alternative design 
approach for an educational car-driving simulator [1, 2]. Our simulation system 
allows multiple (also geographically distributed) learners to virtually drive in a shared 
driving place in a way close to driving in the real world. Furthermore, the simulation 
system also enables learners to communicate with peers whose cars are close to their 
own in the virtual driving place. This way, they can discuss the joint problems they 
face (e.g., who has the right of way in a certain situation). Therefore, each learner is 
both a member of community of practice and a component of the learning context. 
When the learner needs help, an intelligent coach agent will detect the current  
driving situations and analyze the learner’s difficulties and needs, and then can 
provide situated guidance. Rather than going through a series of pre-defined driving 
scenarios (as in other environments), a learner will experience potentially rich and 
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unpredictable driving situations in a way analogous to driving in the real world while 
learning in our simulation environment. 

However, our approach has an obvious disadvantage: if there are not enough 
drivers in the shared virtual driving place, the number of challenging situations that a 
learner can experience will decrease correspondingly. This paper proposes an idea to 
address this problem. We introduce a new type of pedagogical agent, the situation 
creator, into our collaborative simulation environment. Such an agent intentionally 
creates specific situations in the shared virtual driving place. These situations provide 
learners with learning opportunities, and thus indirectly affect the learning processes.  

2   Situation Creator 

Our situation creator comprises three components: a learner model, a pedagogical 
model, and an expert model. The learner model helps to reason about appropriate 
situations to be generated for learners. The pedagogical model contains knowledge 
about driving situations and their prerequisite relationships, but does not contain 
knowledge about how to teach the learner to handle a specific situation. Finally, the 
expert model contains specific knowledge about how to create situations, but no 
explicit representation of domain knowledge to be taught. Normally, a situation 
creator does not even directly interact with learners (therefore, our architecture does 
not have the “user interface model” component of the classical ITS model), but just 
indirectly attempts to create the goal situations and thereby “induces” learning 
opportunities. 

Figure 1 depicts the general architecture of a situation creator and its interactions 
with its environment. The internal structure of the environment depends on the 
application domain, which here it is represented as a black box. The situation creator 
works as a repeated process that starts with capturing the current state of the 
environment (perception) and ends with acting in the environment. Each cycle 
contains two phases separated by a dashed line in the diagram. The task in the first 
phase is seeking or maintaining a goal, and the second phase attempts to reach the 
goal through making and executing an action plan. As the figure 1 illustrates, the 
perception module monitors the state of the environment. It updates the information in 
the memory and the student models. The information about the current state of the 
environment is needed to evaluate if a goal situation has been reached. If not, the 
agent will check whether the target situation can be created in the current state or not. 
If it is impossible to achieve this goal, the agent has to give it up. After giving up a 
goal or achieving one, the situation creator agent tries to seek a new goal. It refers to 
information in the learner model and pedagogical model and decides which situation 
will be aimed at in the new state. For each new goal, the agent builds an action plan to 
achieve it. If the goal remains unchanged, the agent evaluates whether the current 
action plan needs revision based on the current system state. The specific knowledge 
about how to create a situation (in the expert model) is used to make and adjust the 
action plan. Finally, one or more actions will be performed. These, together with 
student actions, will certainly have an effect on the environment and cause a new 
process cycle. 



800 Y. Miao et al. 

According to this design, we have implemented a situation creator which can create 
three types of situations, A pilot study showed that the situation creator significantly 
increased the number of situations that a learner can expect to encounter while using 
the system. With the help of these created situations, a learner is much more 
challenged and forced to react in order to master the driving knowledge.   

 

Fig. 1. The abstract system architecture 

3   Conclusions 

This paper introduced situation creator agents in our 3D collaborative simulation-
based learning environment. In order to foster learning in our collaborative simulation 
environment, these agents create appropriate situations and provide learning 
opportunities for learners. This paper presented the generic architecture of a situation 
creator. Based on this design, we have implemented a situation creator that can create 
simple types of situations. We will extend it to generate more types of situations in 
the future.  
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1   Introduction 

The semantic annotation tool MemoNote [1] dedicated to teacher enables teacher to 
annotate digital documents with his own comments and point of view as on paper. 
The annotations created in the tool have an explicit semantics for both teacher and 
machine. To assist the teacher to rapidly and fluently create these semantic annota-
tions, the tool provides him with annotation patterns facility. However, the same 
teacher during his/her activity can work in different contexts, where he/she annotates 
differently, using a specific group of patterns in each specific context. Consequently 
MemoNote has to be context-aware in order to adapt to each teacher’s context situa-
tion. This article studies and models the annotation context, in order to design con-
text-aware annotation patterns dedicated to teachers. 

2   What Is Teacher’s Annotation Context? 

From the definition provided by Dey [5], we propose our definition of annotation's 
context as: any information that can be used to characterize the situation of entities 
that are considered relevant to the annotation activity in MemoNote. Schilit and Ad-
ams [7] describe the context of a user by his/her environment: computing environ-
ment, user environment and physical environment. Chen & Kotz [4] adds the time to 
this list. 

To identify the teacher’s active context, we use generic context’s studies [5] and 
research results about teacher’s activity [6]. Finally, we obtain the following elements 
for the teachers’ annotation context 

• Teaching elements: Name, Position, Place, Teaching situation 
• Computing elements: Device, Software (annotation tool) 
• Time elements: Date, Hour, Period 
• The teaching situation is described by the teacher’s activity (design, doing…), the 

learning domain, the learning degree and the learner’s activity. 

The context capture depends on sources of context information: machine software 
(date/hour…), external device sensors, users themselves. In the case of the teacher 
annotation activity, the Learning Management Content System (LMCS) the better 
source for context’s extraction if annotated document are managed with such system. 
If not, the annotation tool itself and the teacher himself/herself can also be asked. 
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3   Context Modeling 

To choose between the possible representation models for context, we follow the 
assertion of Buccholz in [3]: “A representation of the context information should be 
applicable throughout the whole process of gathering, transferring, storing, and in-
terpreting of context information”. The most relevant models to respect this require-
ment are ontological models. Based on the context elements specified in section 1, we 
developed ontology of the context of a teacher’s annotation (see fig. 1). 

Annotation context  
 Teaching elements  - name 

    - position 
    - place 
    - teaching situation  

 Computing context - device 
   - software 

 Time 

Fig. 1. Teacher’s annotation context ontology 

 

Fig. 2. Ontology sub-concepts 

4   Context-Aware Pattern 

Based on the annotation context model provided in the previous section, we are now 
able to define context-aware patterns. The MemoNote current pattern formalism [2] is 
based on Alexander’s approach but where the context is only descriptive. The con-
text’s annotation’s model can be directly integrated into MemoNote pattern model by 

 Place 
o School place 

• Library 
• Labs room 
• Meeting room 

o Home 
o Public transportation 

 Material 
o Personal assistant 
o Personal computer 
o Tablet pc 

 

 Software 
o MemoNotePC 
o Web tool 

 
 Teaching situation  

- teacher activity 
- learning domain
- learning degree  
- learner activity 

 
 Teaching activity 
o Assessment 
o Design 
o Doing 
o Preparation 

 Learning domain 
o Chemistry 

• Organic chemistry 
• Mineral chemistry 

o Mathematics 
• Algebra 
• Geometry 

 Learning degree 
o Bachelor 
o Master 
 Learner activity 
o Course 
o Exercise 
o Labs 
o Simulation 
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replacing this descriptive context attribute by the annotation’s context specified in 
section 1, leading to context-aware patterns.. 

The current implantation of MemoNote’s context-aware component provides three 
functionalities: 

Pattern selection: depending on the current context, MemoNote activates only the 
patterns of which the context attributes suits with the current context. 

Context-aware annotating: depending on the pattern used by the teacher to annotate, 
MemoNote deduces the annotation’s semantics and records it with the context. 

Pattern’s management: when creating a new pattern, MemoNote assists the teacher 
by predefining pattern’s context values using the current’s context. 

5   Conclusion 

Apart from computational and time elements, what makes annotation context specific 
to teacher is its teaching situation facet, divided into teaching phase, domain, degree 
and activity. This context is modeled with an annotation context ontology that is di-
rectly integrated into the pattern’s formalism leading to context-aware patterns.  

Improving MemoNote context-awareness concerns first a deeper model of what 
means context’s changes and how to define its granularity. The context use in 
MemoNote could also be extended to other functionalities of the tool, mainly what we 
call “remembrance”, for example to launch and adapt the annotation retrieval, or to 
change annotation displaying according to the current device. 
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Abstract. One objective of our ongoing research is to be able to culturally 
adapt e-Learning. This paper is focused on describing a methodology to 
represent cultural groups of learners and adapt the learning session depending 
on the membership of learners to one or more cultural group.  

1   Introduction 

One of the main consequences of globalization in the domain of information is that 
individuals all over the globe have access to the same global media. However, it is 
perceived differently depending on the local culture. The important interconnection of 
the local and global is to be considered cautiously insofar that it generates cultural 
hybridization from which emerge new cultures [1]. E-learning with the use of 
Intelligent Tutoring Systems is no exception for it has become a global methodology 
with the use of Internet. This leads to two major conclusions. First, an ITS, in order to 
be trustworthy, must provide a response to this local sensibility. Second, since most 
cultural groups are the fruit of the hybridization of a certain number of cultures, an 
ITS must stay aware of those cross-cultural relationships. In this paper, we extend a 
previous work concerning a rules-based methodology to culturally adapt the response of 
eLearning systems and ITS [2]. We explain how we create the basic cultural groups that 
are needed in our methodology, how we translate cultural information into usable data 
for learning decisions. Finally we discuss issues associated with the deployment of a 
culturally aware system.  

2   Reminder on a Process for Cultural Adaptation 

Many elements related to the ITS field are obviously culturally-dependant such as 
emotional management, choice of pedagogical strategies, meanings given to concepts 
and symbols, reward allocation, test anxiety or ways of motivating people.  

Inspired by the concept of Cultural Intelligence [3], we believe that a Culturally 
AWAre System must have the ability for cultural understanding (i.e. culturally 
interpreting a learner’s behavior/feeling/result) and adaptation (i.e. displaying different 
interfaces and/or starting different learning strategies depending on learners’ culture).  

In our previously proposed methodology for cultural adaptation [2], Cultural rules 
are deduced from the cross-cultural literature. For instance, we can use the Hofstede’s 
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system of values [4] or Schwartz’s Value Inventory [5] which represent national 
cultures with a set of dimensions and associated scores. The system uses these data as 
Cultural Facts that initialize a rule-based system. This system is aimed at determining 
certainty weights of pedagogically-related attributes (for example the interest for 
collaboration). To summarize, a cultural group is described as a vector of weighted 
attributes that we call Rules Weights Vector (RWV). Each learner has a similar RWV 
that is initialized depending on his cultural profile. The membership of a learner to 
each cultural group (called Membership Score) is also determined using the 
normalized distance between the learner’s RWV and the RWV of a given cultural 
group. During the learning process and depending on learners’ successes/failures, the 
weights of learners’ RWV evolve and they in turn affect groups’ RWV and also all 
the membership scores. Finally, all pedagogical resources and strategies are 
dynamically rated in order to represent the interest to use them with learners of a 
given cultural group. When a learner needs to learn some concept, pedagogical 
resources and strategies will be selected depending on the membership score of this 
learner to different cultural groups.  

3   Creation and Management of Cultural Rules 

The purpose of our system is to select an appropriate tutoring strategy, resource or 
behavior of a pedagogical agent according to a learner’s cultural profile. That goal 
is reached through a process subdivided in three levels of decision as shown in 
figure 1. 

 
g p g

(A) Initialization of 
Learners’Cultural Facts

(B) Determination of the 
Certainty Weight of the 
Pedagogical Attributes

(C) Interpretation of 
Pedagogical Attributes for 

Culturally Adapted 
Actions

Cultural Facts of a Canadian 
learner:
…
IDV = 80
UAI = 20
Conformity = 3
Universalism = 4
…

Pedagogical Attributes: 
Weights
R3 Risk_taker 0.70
R9 Collaborator 0.85
…

Transition 1: Interpretation 
of Cultural Facts
IDV<60
UAI<30 AND

Conformity > 2 
- 0.35
…

Transition 2: Interpretation 
of Pedagogical Attributes
…
Risk_taker > 0.6
Collaborator > 0.5 
…

Culturally Adapted Actions
Action 1: advised
Action 2: not advised
Action 3: advised
…

 
 

Fig. 1. The decision process for a Canadian Learner (IDV, UAI, Conformity and Universalism 
are cultural dimensions taken from [4] and [5] ) 
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First, the system reads the information submitted by the learner through a culturally 
focused questionnaire. Cultural Facts (A) are then deduced according to the cultural 
groups the learner has been determined to belong to. For instance the cultural facts can 
be values associated with Hofstede’s national culture dimensions like IDV 
(Individualism) or UAI (Uncertainty avoidance).  

Then, Cultural Facts are transformed into information usable for pedagogical 
decisions (B). Those are properties describing the learner, coupled with weights that 
indicate the degree of his relation to the property. For instance in figure 1, the 
“collaborator” attribute illustrates that the probability the learner should like to work 
with other learners is 85%. The weights are increased or decreased using Cultural 
Facts as inputs for predicates in a rules engine.  

Finally, the system interprets pedagogical attributes to determine which 
pedagogical actions are culturally suitable (C). In fact the system selects Culturally 
Adapted Actions according to the weights of pedagogical attributes. For  
instance, depending of the weight of the learner’s “collaborator” attribute, the 
system selects either a collaborative task or a self-oriented scenario to present the 
learning content. 

To facilitate the process of description of cultural groups, we implemented a tool to 
create new cultural groups from scratch by attributing scores to cultural facts. In this 
tool, we introduced a mechanism of group inheritance, which means that some groups 
are specialized groups of a broader one, or a combination of many groups.  

4   Discussion on the Deployment of a Culturally Aware System 
with Large Scalability 

In the face of a huge number of learners spread over the world, there are a few issues 
that must be considered in order to optimize the system’s performances. 

First issue: a dynamic update or RWV requires all learner profiles, and not only 
those currently logged into the system.  

Second issue: since the cultural adaptation process is performed in real time, it 
would be more efficient to decentralize as much as possible the adaptation operations 
to lighten data traffic over the network and in order to respond quickly to changes in 
the profiles of learners as well as group. 

The GRID topology appears to be an interesting way of meeting both these needs 
but further researches in order to integrate it in our system need to be done. 

5   Conclusion 

In this paper, we presented an approach to make ITS culturally aware. We described a 
rule-based decision process based on cultural facts obtained from the cross-cultural 
research field to allow cultural adaptation in ITS. Culture has a great importance on 
the way people behave and understand their environments and we believe that dealing 
with culture is a very promising research avenue. 
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Abstract. This paper presents a systems approach to facilitate effective learning 
object acquisition through the use of communications, modeling, and the agent 
metaphor. By changing the emphasis that is usually placed on metadata creation 
and interpretation (which can be problematic) we instead focus on the 
pragmatics of end use data facilitated through agent negotiation. 

1   Introduction 

The phenomenal rise over the last decade in the use of e-learning systems, in both 
formal and informal educational settings1, has begun to bring traditional learning 
groups and e-learning researchers closer together.  Correspondingly, the amount of 
learning content available freely (or at minimal cost) has increased tremendously. 

Despite this increase in the use of e-learning systems, the acquisition, evaluation, 
and then repackaging of instructional material remain a significant hurdle in the 
development of online courses.  To remedy this, groups of traditional learning 
researchers have investigated and put into place several different flavours of learning 
object repositories – typically centralized data stores of content that include 
descriptive, standardised metadata.  While holding out some promise, this approach 
has recently been criticized as often resulting in incomplete or incorrect metadata [1].  
Further, this content usually has to be marked up manually by humans from 
standardized metadata sets that tend to be very large and contain vague or even fairly 
useless terms.  Moreover, it is assumed that the consumer of the metadata will be a 
human being (say an instructional designer or a teacher putting together a course) so 
the metadata tends to be in human readable form.  Finally, the approach ignores the 
importance of the context of end-use of the learning object, in particular the critical 
role that individual differences in learners plays in the success or failure of the 
interaction between learners and the learning object.  Since the metadata sets are void 
of descriptions based on actual observed interaction of the learning object with real 
learners, and there is no role for flexibility or adaptivity during the actual learning 
process. 
                                                           
1 See for instance, http://www.ivc.illinois.edu/pubs/enrollment/Fall_04.html 
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We argue that fundamentally what is needed is an integration of techniques from 
“technology-based research”, aimed at providing e-learning systems with more 
flexibility and adaptivity to individual learners in actual end use.  This would limit the 
dependence on standard vocabularies of metadata terms, and reducing the human 
effort required to make learning object repositories useful.  The key to our approach is 
the use of computational agents to represent the e-learning delivery tool (a 
pedagogical agent), as well as the learning object repository (a repository agent).  The 
agents essentially act as brokers of content, negotiating contextually sensitive 
interactions between the various parties in a learning situation.  We believe that once 
agents are introduced, there will be a number of benefits including an increase in the 
amount of personalization available, the reduction of time spent developing new 
courses, and an enrichment of the metadata that is associated with learning objects. 

2   An Agent-Oriented Approach to Learning Object Workflows 

A traditional workflow for learning objects sees an instructor creating a learning 
design (either formally or informally), acquiring learning objects that fit this design 
(usually from learning object repositories), and packaging these objects for delivery to 
students (usually aiming such packages at a course management system where each 
student will see the same content).  How successfully an instructor can do this 
depends on a number of factors, including their firsthand knowledge of the kinds of 
students who might be taking the course, the amount of time an instructor has to 
search through content, and the diversity of the students taking the class. 

There are a number of issues with this kind of learning object workflow.  First, the 
need to access multiple repositories increases the amount of time an instructor must 
spend to build a list of candidate learning objects for a particular purpose.  Once a set 
of candidate objects has been built, it still takes a fair amount of time for an 
instructional designer to evaluate the suitability of those resources for a given 
objective.  Even if these resources are annotated with metadata (which often they are 
not), the designer needs to absorb this information, consider the value of the metadata 
given the context of the publisher of the metadata, and finally make a decision as to 
which object fits the circumstances best.  Our anecdotal observations suggest that 
instructors spend a minimal amount of time looking at metadata records, and then 
being to review the learning content directly.   

We believe the use of an agent-oriented architecture would allow for a reduction in 
the amount of time it takes for an instructor to put together a course, an increase in the 
amount of personalization that can be accomplished, and an enrichment of metadata 
within learning object repositories.  Consider the case of a student trying to complete 
a class in Artificial Intelligence.  In both the traditional and our approach an instructor 
would create an instructional plan of concepts and competencies they would expect a 
student to learn.  This plan, unlike the traditional approach, would need to be codified 
into a machine understandable format and passed into the instructional design agent 
within the learning environment.  The instructional design agent would then be 
responsible for understanding the plan and interacting with learning object 
repositories to obtain the appropriate content.  
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In order to provide personalized content, the designer agent would need to have an 
understanding of the learner for which it is trying to adapt, achieved through an 
interaction with the learner model the system maintains (either explicitly, though 
questionnaires, or implicitly through observations of interaction).  Once the 
instructional design agent has understood the learner, an interaction with agents 
representing repositories can begin to find material of relevance to the learner.  This 
interaction, unlike the traditional approach, is not just a query, but a negotiation 
between the repositories and the content management system, handled by the agents.  
In this negotiation both agents provide any information it sees as relevant and can 
omit that which is believes is unimportant or unreasonable.   

At each step in the negotiation process, any two agents reason over the data they 
have and, apply business rules to try and achieve their goals.  For the pedagogical 
agent the primary goal is to find material that will help this particular student to learn 
enough to complete the objectives stated in the task plan.  Secondary to this, however 
may be the desire to reduce the amount of time it takes the learner to learn, the 
amount of financial cost of a learning object, or a reduction in the physical size of a 
learning object to increase performance.  A repository agent, on the other hand, likely 
has a number of different goals depending on the institution it represents.  Corporate 
repositories may have financial compensation and customer loyalty as significant 
goals, as well as desire to evaluate the effectiveness of material which is meant to be 
co-published in a traditional fashion, while institutional or community repositories 
may seek to provide low cost in-house developed material. 

3   Conclusion 

The key to the agent approach is to incorporate reasoning and negotiation into the 
computational methods used to support learning objects.  The focus changes from 
finding universal standardized ontologies to describe content, to understanding the 
workflows underlying interaction strategies between agents to actually carry out 
various pedagogical and communication tasks.  Re-use of learning objects is achieved 
by reasoning in context, from taking into account how learning materials are actually 
used, and from making individual differences among learners a key aspect.  
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Abstract. About a half century ago, the computer became a model,
metaphor and modelling tool privileging the cognitive over the affective,
and engendering theories in which thinking and learning are viewed as
information processing and affect is ignored or marginalised. In the last
decade there has been an acceleration in efforts to redress this imbal-
ance, developing technologies that can begin to measure and manage
the role of affect, enabling new theories and interventions in which af-
fect and cognition are appropriately integrated with one another. This
invited keynote presents a vision for developing an automated learning
companion that jointly supports a learner’s affective and cognitive needs.
In particular, I will describe our efforts at MIT to invent several of the
affective technologies to enable such a learning companion. The talk will
show examples of the state of the art with respect to affect sensing and
recognition and with respect to developing strategies for responding in-
telligently to learner affect.

Keywords: Affect recognition, affective tutor, empathetic agents, frus-
tration, learner emotion.
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Integration. For a long time, computer support for learning has been justified by its 
potential for the acceleration and multiplication of learning activities, i.e. learning 
should be faster and reach more learners. Recently, we have seen integration as a 
theme and purpose of educational media usage of its own right. We will distinguish 
and elaborate on two perspectives: (1) the integration of media to support a smooth 
and seamless information flow in both virtual and face-to-face classroom scenarios, 
and (2) the use of ICT to bridge between different conditions of learning, such as 
individual, small group or large community activities as well as synchronous and 
asynchronous settings.  

 
Learning objects and learning scenarios. The integration of media and of group 
scales relies essentially on mechanisms for handling emerging learning objects in 
terms of production, exchange, re-use and transformation. In the spirit of 
constructivist, learner centred pedagogical approaches and in contrast to standardised 
activities around pre-fabricated learning objects or materials, we assume that 
“emerging learning objects” be created by learners and learning groups in partly 
unanticipated ways. This assumption gives rise to specific new challenges for the 
indexing and retrieval of such learning objects (or products). In the absence of 
indexing through experts, learning object descriptions have to be derived from the 
learning situation with minimal input from the learners themselves. This constitutes a 
new challenge for intelligent support techniques, namely for the dynamic recognition 
and modelling of learning contexts on a semantic level. 

 
Social context and awareness. Contextualised indexing allows for an asynchronous 
exchange of learning objects within larger anonymous learning communities based on 
semantic similarities. In this sense, objects of common interest may trigger social 
processes in learning communities and may complement other techniques for 
modelling and supporting social relations such as “social network analysis”.  
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Abstract. The increasing demand of distant education and the growing degree 
of diversity of the learner group have created the widespread practice of e-
learning which takes place in virtual learning environments (VLEs). By 
exploring those VLEs, learners perceive, analyse, assimilate, and interact with 
the pedagogical presentation and then "construct" their understanding or 
develop certain skills of the domain. 

In order to provide support for learners during the learning process, the 
VLEs have to demonstrate a certain degree of adaptivity/intelligence in 
knowing what the learners actually need, and provide means to meet their needs 
in a way that best suit the learners' cognitive abilities. Cognitive theories are 
therefore closely examined in this presentation to provide the theoretical basis 
on which the adaptive techniques can be developed and evaluated. 

Although Adaptive learning systems attempt to reduce the cognitive load by 
tailoring the domain content to suit the needs of individual learners, it is not 
easy for the educators to determine the effective adaptation techniques. This 
talk will describe the formalization of cognitive traits to provide the educators 
an effective and practical way to employ adaptive techniques in their learning 
systems. Various learner attributes, such as working memory capacity, 
inductive reasoning skill, domain experience and the perception of domain 
complexity, need to be monitored and measured to determine the best suitable 
course of action. This talk will describe the development of cognitive modelling 
techniques to reliably monitor and measure such attributes. 
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There is considerable interest today in the use of computer games for student learning. 
Researchers, as well as educators, recognize that games can engage students in 
sustained and focused mental activity for extended periods of time. Indeed, game 
playing often occurs at the expense of more traditional forms of learning and 
schoolwork. Should we bemoan this fact, or should we seize the opportunity to 
harness gaming technology for teaching and learning? Does learning by game playing 
necessarily contradict what education is all about? For those persuaded about the 
value of learning by game playing, how can the design and use of computer games be 
introduced into classroom learning that is carried out in the broader context of school-
based practices?  

In this keynote address, I explore the dimensions of embodiment, embeddedness, 
and experience in learning by game playing. I argue that these are productive and 
powerful elements that can help students establish a sense of being, develop agency 
and self-directedness in their learning experience, and, ultimately, construct a 
personal identity. I shall also examine the construct of identity in education and 
address its importance in the light of New Literacies. The foregoing ideas will be 
presented in the context of ongoing research into learning by game playing at the 
Learning Sciences Lab of the National Institute of Education, Singapore. The broader 
goal of this research endeavor is to investigate and design ways in which game 
playing might be introduced and used in classroom teaching and learning such that the 
innovation is pedagogically sound and sustainable. 
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In this era of the Wikipedia and the Podcast, it seems that our approaches to
supporting both formal and informal lifelong learning are once again being rev-
olutionized. Yet disappointingly e-learning remains dominated by rigid learning
management systems that deliver content in much the same way as CBT systems
did thirty years ago. Attempts to bring intelligent technologies into mainstream
e-learning have been slowly and steadily infiltrating the thinking of the education
establishment - but unfortunately the ”slowly” has outweighed the ”steadily”.

At the thirty-year mark in my career as an educator, and after having per-
sonally engaged in formal teaching at all levels from pre-school to grad-school,
I find that learner support and active learning are the two priorities of greatest
concern to me - and perhaps not coincidentally these are two areas where I think
intelligent systems have a significant role to play in facilitating learning.

Making learning an active process and engaging learners in that process de-
pends on more than good pedagogy and interesting content. It involves making
the content relevant to the context of individual learners and helping learners
feel a sense of excitement and connectedness in a learning environment. Excep-
tional teachers stimulate learner interest. They show learners the relevance of
the content to their lives and life goals and extend an invitation to engage that
few learners can refuse. Good teaching is often about motivating - motivating
the content by showing its relevance and motivating the learners to put in the
necessary effort to learn. In the world of e-learning, how do we achieve these
kinds of motivation? Those few learners who come to an e-learning setting with
sufficient motivation to read independently every page of text in a ”Black/CT”
course are in that tiny minority of people who will learn despite the environment.
We must do better.

Making a learning environment more learner-friendly, more inviting, and more
supportive involves:

– putting effort into explicitly preparing learners to embark upon a learning
session,

– adapting and customizing the learning content to be suitable for each specific
individual learner,

– wrapping around the content a learning community of others who can col-
laborate, compete or otherwise impart enthusiasm, and

– providing learning support just in time and just in case.
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Our research in the ARIES Laboratory has been focused on supporting co-
horts of learners with the iHelp suite of learner support tools. We are working
on ways to more easily create communities in which an instructional team con-
sisting of many kinds of helpers including peer helpers and even artificial helpers
can support learning needs of students. We are implementing systems that cre-
ate and sustain a learning community. We are working on ways to use semantic
web technologies to prepare packages of learning content for individual learners
based on their needs and goals. We are developing approaches for closely moni-
toring activity during learning in order to try to anticipate learners’ needs while
respecting learner privacy.

Research by many people in the AIEd/ITS community (and elsewhere) on
the topics of learner motivation and using collaboration and community to in-
crease motivation has not yet made sufficient impact on the design of mainstream
e-learning technologies or standards. Moving the good ideas from adaptive in-
teractive education systems into the e-learning mainstream is a way to make a
difference to millions of learners and perhaps this should be our community’s
next imperative.
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Abstract. It is well known that human tutors take into account both the 
student’s knowledge and understanding of what is being taught, in addition to 
considering the emotional and motivational state of the student. However, there 
are many gaps in our understanding of the relationship between cognition and 
affect in tutoring. We have some insight into how human tutors infer student’s 
cognitive and affective states, and current research has attempted to apply this 
knowledge to the inference of such states by computer tutors. There is ongoing 
research on how human tutors use their knowledge of student’s states in their 
decisions and actions, and how we might use such research to inform the design 
of computer tutors.  

In this talk we will consider what is currently known about how human tutors infer 
emotion and motivation in students, whether and how they act of these inferences, and 
how this relates to the student’s cognitive state.  We will describe methods that may 
be used to infer affect, and how these might be adapted for use in Human-Computer 
educational interactions, providing illustrations from our current work in which we 
explore how human tutors diagnose and manipulate affect in situational contexts, 
what affective states may be relevant to tutoring, and how we can model them 
formally.  In particular we will raise questions about how fine grained the diagnosis of 
affective states needs to be, and whether in fact we need to diagnose (or know how to 
act on) mid-range affective states - or whether we might consider acting only in 
response to extreme emotional and motivational state values. 
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Crespo Garćıa, Raquel M. 781

Day, Min-Yuh 575, 689
Delgado Kloos, Carlos 753, 781
Desmoulins, Cyrille 801
Després, Christophe 329
Dragon, Toby 144
Dubois, Daniel 154

El khamlichi, Jamal Eddine 790
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McCalla, Gord 808
McLaren, Bruce M. 61, 207, 318, 360,

738
McQuiggan, Scott W. 565
Melis, Erica 278
Miao, Yongwu 798
Milik, Nancy 41, 707
Mitrovic, Antonija 41, 176, 707, 713
Miwa, Kazuhisa 124
Mizoguchi, Riichiro 187
Mohanarajah, Selvarajah 604
Morales, Rafael 555
Mostow, Jack 104, 741
Mott, Bradford W. 675
Murase, Takahiro 695
Murray, R. Charles 114
Murray, Tom 144

Naim, Meghan 392
Najjar, Mehdi 258
Nicaud, Jean-François 433
Nkambou, Roger 154, 258, 645, 716

Ong, Chorng-Shyong 575
Oubahssi, Lahcen 288



Author Index 821

Paik, Woojin 719
Pain, Helen 817
Pardo, Abelardo 753, 781
Park, Seon Hee 513
Pecuchet, Jean-Pierre 790
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