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Abstract. Very little has been written to date on how to prioritize and sequence 
the development of new features and capabilities on an agile software develop-
ment project. Agile product managers have been advised to prioritize based on 
“business value.” While this seems an appropriate goal, it is vague and provides 
little specific guidance. Our approach to optimizing “business value” uses tac-
tics to minimize costs and maximize benefits through strategic learning. In  
order to provide specific and actionable advice to agile product managers, we 
present two guidelines. These guidelines are meant to provide a set of consid-
erations and a process by which an agile product manager can achieve the goal 
of optimizing “business value” while recognizing that different product manag-
ers will vary in their notions of what “business value” is.  

1   Introduction 

Over the past seven years, agile software development processes such as Scrum [1], 
Extreme Programming [2], Feature-Driven Development [3], and DSDM [4] have 
emerged and their use has become much more prevalent. Central to these processes is 
a reliance upon emergent requirements and architecture. On an agile project, there is 
no upfront requirements engineering effort. Instead, the project begins with very high 
level requirements, often in the form of “user stories” [5]. The project team builds the 
software through a series of iterations and a detailed understanding of the require-
ments is sought only during the iteration in which software supporting those require-
ments is written.  

A key tenet of agile processes is that these requirements are prioritized by a cus-
tomer [2], customer team [6], or “product owner” [1] acting as a proxy for the end 
users of the intended system. Throughout this paper we will use the term product 
manager to represent this role independent of the specific agile process employed.  

Product managers are given the relatively vague advice to prioritize based on 
“business value” [7][8]. Unfortunately, “business value” is both vague and broad 
whereas prioritization decision must be specific. Elsewhere, we have argued that 
product managers need to consider specific additional guidelines for prioritizing re-
quirements on agile projects that lead to the fulfillment of maximizing “business 
value” [9]. This paper outlines those guidelines and discusses their implications for 
agile software development projects.  
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2   The “Knowledge Problem” Facing Product Managers 

Applying the work of Hayek [10], and Jensen and Meckling [11][12] to agile proc-
esses, we distinguish between “scientific knowledge” and “specific knowledge.” The 
former is knowledge that is universal and can, for example, be taught in schools. In 
software development, knowledge of various programming languages and specific 
algorithms is “scientific knowledge.” A challenge on any software development pro-
ject is obtaining the “specific knowledge” regarding what the customer and users 
want. This is confounded by the fact that often users do not know precisely what they 
want and means not only that the customer and users must learn what they want, but 
that the product manager must also learn what they want. 

Learning is the acquisition of knowledge. “Scientific knowledge” is learned out-
side of the immediate project while the bulk of “specific knowledge” must be learned 
during the development process and can be roughly divided into two categories: (a) 
learning what it is that users need and (b) learning the best way to develop software to 
meet those needs. Participatory design [13], essential use cases [14], and user stories 
[5] are techniques that have been developed to address the former; educated guessing 
and experimentation can be efficient ways to generate the latter. Because projects 
always will have emergent requirements that cannot be defined upfront, experimenta-
tion may be the cheapest way to learn what will work to satisfy a user’s desires. 

Others have studied the issue of prioritizing requirements and have concluded that 
Saaty’s analytic hierarchy process (AHP) is “the most promising approach.” [15][16] 
[17]. Their focus is on upfront prioritization that implicitly assumes that ALL knowl-
edge necessary to complete the project is given to the product manager at the begin-
ning. Further, the focus has been on mechanics of the prioritization process and not on 
discussing the standards used that determine the priority order. Certainly for an agile 
project this is an overly simplistic view. Through its use of end-of-iteration reviews 
an agile team will learn more about the relative desirability of each feature and may 
even alter the criteria by which desirability is judged. This will (or should) alter any 
previous prioritization, thereby necessitating a new prioritization exercise. If it is 
anticipated that a significant amount of learning will take place as the project unfolds, 
expected repetitions of AHP or similar prioritization will be cost-prohibitive. 

Our focus has been on how learning if project specific knowledge can affect prod-
uct management. Any one-time upfront non-iterative approach to doing this ignores 
the crucial issue of learning. Therefore, we rejected the possibility of discovering or 
refining a static model to rank features in favor of suggesting guidelines for a dy-
namic process.  

3   Guidelines for Prioritization 

We define two issues of concern: “learning” and “the cost of change.” We assert that 
early and low-cost acquisition of project specific knowledge and decreasing the cost 
of change positively impacts “business value.” Though these two concepts are gener-
ally interdependent (i.e., the more one learns, the lower will be the cost of change), 
and related in a manner that depends on specific and particular features, we separate 
the issues to emphasize how to address each. 
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3.1   Guideline 1: Defer Features with High Expected Costs of Change 

There are two aspects to what we call the expected cost of change for a feature. The 
first is the risk that a change will be needed; the second is the cost of making the 
change. The Expected Cost of Change (ECC) for a feature is the arithmetic product of 
the probability that change will be needed and the cost of making the change.  

At any time on a project, every feature to be developed has an associated ECC. 
Each feature can be ordered from low to high. Those features that are both highly 
certain to remain unchanged throughout the project and that have a low cost of change 
will be the ones with the lowest ECC; those features that are very likely to change and 
that will impose a high cost to change will be the ones with the highest ECC. All 
others will fall in between. 

When considering only ECC, we have demonstrated that total development cost 
can be minimized by developing features in order from lowest ECC first to highest 
ECC last [9]. This leads to our first guideline for prioritizing features.  

It makes intuitive sense that if a product manager has a choice between developing 
features that are more likely to be changed and those that are less, it will lower overall 
expected costs if those that are more likely to be changed are deferred until more and 
better knowledge about how (or even whether) to develop them is gained. Addition-
ally, one must consider the cost of change and defer developing those features that 
will be most costly to change. As the project progresses, project-specific learning will 
increase the probabilities that high cost-of-change features will be done correctly the 
first time thereby lowering the expectation of ever bearing that cost. 

To implement this guideline, if one wants to plan to minimize the total expected 
cost of change over the scope of the project when learning takes place, sequential 
decisions will have to be based on (1) prioritizing activities that will have the greatest 
impact to lower the ECC of the deferred features and (2) deciding which remaining 
individual feature has the lowest ECC. In doing so, we should note that it is possible 
that these two criteria may not yield the same immediate priority activity. This possi-
bility is discussed below. 

Lowering the ECC of deferred features depends on the amount of specific knowl-
edge that is generated during the immediate activity. Addressing that issue leads to 
our second guideline. 

3.2   Guideline 2: Bring Forward Features That Generate Useful Knowledge 

Just as different features will have different ECCs, each feature may have a different 
impact on learning. For example, developing one feature may greatly inform the 
product manager about the desirability of a feature set or the usability of the main user 
interface workflows. Developing different features will impart different amounts of 
knowledge to the developers creating the product. While the knowledge expected to 
be generated in any immediate activity will not affect the ECCs used in the prioritiza-
tion calculations that decided features to develop in that immediate activity, it will 
affect the ECCs of delayed features. This means (a) the value of acquisition of knowl-
edge can be viewed separately from the issue of ranking ECCs given current levels of 
knowledge and (b) “useful knowledge” may be prioritize by how it is expected to 
lower the ECC of the deferred features. 
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Prioritization based on these two guidelines may or may not agree regarding what 
the immediate next activity should be—in which case the product manager or agile 
team will have to employ additional criteria to sort out what should be done. How-
ever, the more important outcome is that prioritization using these guidelines will 
indicate a lot of features that should NOT be done immediately. Because the specifi-
cation (and even the need for) the deferred features will be more nebulous than those 
to be developed immediately, learning that occurs in the immediate activity could—
indeed, should—alter future prioritizations. Therefore, prioritization of features is 
only useful in deciding what should be done in the immediate next activity and what 
should be delayed. This leads to our third guideline. 

3.3   Guideline 3: Incorporate New Learning Often, but Only to Decide What to 
Do Next 

We cannot emphasize enough that learning is both important and a continuous and 
cumulative process that will change the priority of what is best to do next. This im-
plies that a product manager and agile team must be nimble and constantly prepared 
to alter plans based on newly-acquired knowledge. Indeed, it should be clear that 
becoming wedded to a plan that is any longer than the next activity is both costly to 
formulate (if any time is spent on it) and could lead one in the wrong direction.  

Because learning is a continuous process, decisions are both simplified and 
bounded. The sequence of decision-making only requires that one decide on the im-
mediate project, user story, or feature to develop next and not concern oneself with 
the order of deferred activities. Sort the features into just two categories: what to do 
“now” versus “not now.” Those features that are not done “now” will then be reevalu-
ated for the next iteration when there is more knowledge upon which to base the 
evaluation. This is sequential planning where the “plan” is in the process and not the 
result. Without it, there is no agility in agile processes.  

It should be noted that this guideline is consistent with and supports the agile pref-
erence for short iterations. While it is often useful to have a loosely-defined release 
plan covering the likely set of features to be delivered over the course of a small num-
ber of months, the detailed work of prioritizing and sequencing features should only 
be done an iteration at a time. 

4   Implications 

In this final section we consider an example of how these guidelines can be applied to 
the practical decisions of a project. These guidelines are presented to clients in both 
training classes and in consulting discussions. We have found it best to tell clients to 
perform a rough, initial prioritization of the desired features based on the nebulous 
“business value” provided by each. We stress that it is not necessary to prioritize all 
remaining features and normally guide product managers to plan two or three times as 
much as they expect the team to be able to complete in a single iteration. For these 
items product managers are given the guidance to think of expected cost of change 
and knowledge generated as “sliders” that can move a feature ahead or backward 
within the prioritization. Product managers then review the selected features sliding 
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them forward and back based on considerations of expected cost of change and ex-
pected knowledge generated. 

Following this process, we find that features with architectural implications that 
will not have exceptionally high expected costs of change but that will increase 
knowledge dramatically can justifiably be developed in an earlier iteration than would 
be justified by prioritization solely on business value. We have applied the guidelines 
in this way to support the early selection of a particular application server. We have 
also used this on projects to justify the higher prioritization of features that influenced 
design approaches for a security framework as well as internationalization and local-
ization. Similarly, when applied in this way, the guidelines can support the earlier 
development of features that generate significant learning about the main metaphors 
of the user experience being designed. 

On the other hand, features with a high expected cost of change that will provide 
little new knowledge, should be deferred. By deferring such features we put their 
design off to the point where our knowledge about the product and system has in-
creased and to where we can presumably make better decisions about those features 
with an initially high expected cost of change. Further, since developing these fea-
tures would not provide significant new knowledge to the product manager or team, 
we are able to defer these features while foregoing no opportunities to learn. We have 
applied the guidelines in this way to a project struggling to choose between three 
competing client technologies. This decision was deferred while maximizing the 
team’s learning through the development of other features. 

Through the application of these guidelines on commercial projects we are able to 
provide more guidance to agile product managers than the conventional “prioritize 
based on business value.” We have found that instructing them to consider relative 
changes in the cost of change and, more importantly, the amount of knowledge gener-
ated by the development of a feature leads to better decisions. Most importantly, the 
guideline-based approach described here requires very little effort and allows  
the product manager to make easier decisions such as “what one thing should be  
done next” rather than the harder “what is the full set of priorities.” This more itera-
tive approach to prioritization acknowledges that learning occurs throughout a devel-
opment project and is more consistent with the agile management of software  
development projects. 
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