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Abstract. We propose an associative mechanism for adaptive generation of 
problems in intelligent tutors. Our evaluations of the tutors that use associative 
adaptation for problem sequencing show that 1) associative adaptation targets 
concepts less well understood by students; and 2) associative adaptation helps 
students learn with fewer practice problems. Apart from being domain-
independent, the advantages of associative adaptation compared to other 
adaptive techniques are that it is easier to build and is scalable.  
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1   Introduction 

Learning is most effective when it is adapted to the needs of the learner [4]. In a tutor, 
various aspects can be adapted to the needs of the learner, including the problem 
sequence, feedback type, feedback amount, and the level of detail of the open student 
model. Vector spaces [17] and learning spaces [10] are the popularly used mech-
anisms for adaptation of problem sequence in tutors. These approaches are domain-
independent. But building vector spaces and learning spaces is labour-intensive. 
Moreover, adding new problems or concepts to a vector space or learning space 
entails significant redesign of the space. 

Alternatively, we propose a scalable solution for adaptive problem sequencing. In 
this approach, we index problems by concepts. We specify proficiency criteria for 
each concept in the domain model and maintain the student model as an overlay of the 
domain model. We use simple algorithms to select the next concept for the student, 
and the next problem for the concept.   

In this paper, we will first describe the tutors for which we developed associative 
adaptation. We will describe the domain and overlay student models used in these 
tutors. Next, we will describe the associative mechanism for adaptive generation of 
problems. Finally, we will describe evaluations that support our claims that asso-
ciative adaptation targets concepts less well understood by students, and it helps 
students learn with fewer practice problems.  

2   Programming Tutors 

We have been developing web-based tutors to help students learn C/C++/Java/C# 
programming language concepts by solving problems. To date, we have developed 
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tutors on expression evaluation, selection statements, loops, pointers in C++, 
parameter passing mechanisms, scope concepts and their implementation, and C++ 
classes. Our tutors target program analysis (solving expressions, predicting the output 
of programs and debugging programs) in Bloom's taxonomy [3] in contrast to 
program synthesis (writing a program), which has been the traditional focus of 
intelligent tutors (e.g., LISP Tutor [16], ELM-ART [18]).   

Consider the tutor on selection statements. The tutor presents a program that 
involves one or more selection (if/if-else) statements, and asks the learner to predict 
the output of the program. The tutor grades the learner’s answer. In addition, it 
provides explanation of the step-by-step execution of the program as part of its 
feedback [12].  

Limited problem set has been recognized as a potential drawback of encoding a 
finite number of problems into a tutor [13]. Therefore, our web-based tutors generate 
problems as instances of parameterized templates. Each problem template is indexed 
by one or more concepts, and the template is used to generate problems for only these 
concepts. 

2.1   The Domain and Student Models 

We use a single unified domain model for all our programming tutors. This domain 
model is the concept map of the programming domain, i.e., a taxonomic map with topics 
as nodes, and is-a and part-of relationships as arcs. In this model, we associate two 
measures with each node to determine whether the student has mastered the 
corresponding concept:  

• M1 - The minimum number of problems the learner must solve on that concept. 
Typically, M1 = 2.   

• M2 - The percentage of problems that the learner must solve correctly on a concept 
in order to be considered proficient in it. Typically, M2 = 60%. 

We use an overlay of the domain model as our cognitive student model. But, instead 
of saving M1 and M2 in the student model, we save {G,A,R,W,M} to record the 
student’s progress - the number of problems generated (G), attempted (A), correctly 
solved (R), incorrectly solved (W) and missed (M) by the student on that concept. 
Currently, our tutors use two inequalities to interpret this data and determine whether 
a student has mastered a concept: A  ≥ M1 and  R / A ≥ M2. 

3   Associative Adaptation of Problem Generation 

Recall that we use a concept map as our domain model, associate proficiency criteria 
with the concepts in the domain model, use an overlay student model, associate the 
student’s progress statistics with the concepts in the student model, and index problem 
templates by concepts. We will now present the algorithm for associative adaptation 
of problem generation.  
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The Algorithm 

1. Let the set of all the concepts in the topic be C = {C1, C2, …, Cm}, where C1, 
C2, …, Cm are individual concepts. 

2. For each concept Ci, extract all the problem templates that match the concept. 
Let the resulting set of templates be Ti = {Ti1, Ti2, …, Tiq}, where Ti1, Ti2, …, 
Tiq are individual templates that match Ci. 

3. Identify the list of concepts that the learner has not mastered.  Let this set be Cs 

= {C1, C2, …, Cn}, n ≤ m. If the set Cs is empty, the student has mastered this 
topic, exit.  

4. Select the next concept Cj from the set Cs.   
5. Select the next problem template Tjk from the set of templates Tj corresponding 

to the concept Cj and generate the next problem as an instance of the template.   
6. After the learner has attempted the problem, update {G,A,C,W,M} for the 

concept Cj in the student model, as well as any other concept affected by the 
template Tjk. Repeat from Step 3. 

We define persistence p as the maximum number of problems a tutor generates 
back to back on a concept before moving on to the next concept. Persistence p affects 
problem generation as follows: 

• p = 1 means that the concept is changed from one problem to the next. This 
may not reinforce learning due to rapid switching of concepts. 

• p = 2 or 3 helps reinforce learning since the tutor presents 2-3 problems back 
to back on a concept.   

• p > 3 may make the tutor predictable and boring. The student may begin 
guessing the correct answer to problems, which would negatively affect 
learning. 

Sub-algorithm for Step 4: Given the last concept was Ci, the algorithm to select the 
next concept is as follows: 

1. If Ci has been mastered, return the next concept Ci + 1 in the list. If i + 1 > n, 
the number of concepts not yet mastered, set i = 1, and return C1 

2. If p problems have been generated back to back on the concept Ci, return Ci + 1. 
If i + 1 > n, set i = 1, and return C1 

3. Else, return Ci. 

Sub-algorithm for Step 5: We use the round-robin algorithm for selecting the next 
problem template for a concept. If the last template used by the tutor for a concept is 
Tij, the next time it revisits the concept, it uses the template Ti,j + 1. If j + 1 > q, j = 1. 

This associative algorithm is independent of the domain: it can be used for any 
domain wherein 1) appropriate concepts can be identified; 2) the student model is 
maintained in terms of concepts; and 3) problem templates are indexed by concepts. 
This associative adaptation algorithm has several advantages over vector spaces [17] 
and learning spaces [10] that have been popularly used to implement adaptation: 

• The associative system is easier to build - there is no need to place all the 
problem templates in an exhaustive vector or learning space.   
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• The associative system is scalable - We can add new concepts and problem 
templates to the tutor without affecting any existing templates and/or 
modifying the vector/learning space.  

The learning path of individual learners in the problem space is determined by 
matching the problem templates in the template knowledge base with the un-mastered 
concepts in the student model. An associative system automatically supports all the 
learning paths - even those that may not have been explicitly modelled in a vector or 
learning space. Therefore, the resulting adaptation is more flexible. Associative 
adaptation is similar to the adaptation mechanism used in ActiveMath [14] to 
determine the information, exercises, and examples presented to the learner, and the 
order in which they are presented.  

3.1   An Example 

Consider the tutor on arithmetic expressions. For this example, we will consider only 
the following concepts: correct evaluation and precedence of +, * and / operators. Let 
the following table represent the initial student model, where m / n denotes that the 
student has correctly solved m out of the n problems (s)he has attempted on the 
concept:  

Student Model + * / 
Correct Evaluation 2/2 1/2 0/2 
Precedence 0/2 2/2 1/2 

Assuming M1 = 2 and M2 = 60%, the student has not yet mastered the following 
concepts: correct evaluation of * and /, and precedence of + and /. Assume that the 
next problem template for the correct evaluation of * yields the expression 3 + 4 * 5, 
and the student correctly solves the entire expression. Since the expression includes 
the correct evaluation and precedence of + and * operators, the student gets credit for 
all four concepts:  

Student Model + * / 
Correct Evaluation 3/3 2/3 0/2 
Precedence 1/3 3/3 1/2 

Since the student just mastered the correct evaluation of *, the tutor considers the 
next concept, viz., correct evaluation of /.  Assume that the next problem template for 
the correct evaluation of / yields the expression 5 + 10 / 4, and the student correctly 
solves the entire expression. Since the expression includes the correct evaluation and 
precedence of + and / operators, the student gets credit for all four concepts:  

Student Model + * / 
Correct Evaluation 4/4 2/3 1/3 
Precedence 2/4 3/3 2/3 

If persistence p = 2, the tutor generates a second problem on the correct evaluation 
of /. Note that even if the student solves the second problem correctly, correct 
evaluation of / will remain un-mastered (2/4 < 60%). Even so, since persistence p = 2, 
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the tutor will pick another concept for the subsequent problem and return to the 
correct evaluation of / later, in a round-robin fashion.   

Note that a student may master a concept without attempting any problem on it, 
e.g., precedence of / operator in the above example. A student could revert from 
mastered to un-mastered state by solving subsequent problems incorrectly.  

4   Evaluation of the Adaptive Tutor 

Numerous evaluations have shown that our tutors help students learn, e.g., in one 
controlled test comparing a tutor with a printed workbook, improvement in learning 
with the tutor was larger and statistically significant compared to improvement with 
the printed workbook [7]. Evaluations have also shown that the explanation of step-
by-step execution provided as feedback by the tutors is the key to the improvement in 
learning [12]. We wanted to evaluate whether associative adaptation helped improve 
the effectiveness of the tutors. The hypotheses for our evaluations were: 

1. Associative adaptation targets the concepts less well understood by students. 
2. Associative adaptation helps students learn with fewer problems. 

In spring and fall 2005, we evaluated our tutor on selection statements. Students 
used the tutor on their own time, as non-credit-bearing assignment in a course.   

Protocol: We used the pre-test-practice-post-test protocol for evaluation of the tutor: 

• Pre-test –The pre-test consisted of a predetermined sequence of 21 problems 
covering 12 concepts. Students were allowed 8 minutes for the pre-test. The tutor 
administered the pre-test. The tutor did not provide any feedback during the pre-
test.  

The tutor used the pre-test to initialize the student model, as proposed by 
earlier researchers (e.g., [1,6]). However, the test was not adaptive as proposed 
by others (e.g., [2, 15]), because we wanted to compare the pre-test score with the 
score on a similarly constructed post-test to evaluate the effectiveness of the 
adaptive tutor. Stereotypes [1,8] and schema-based assessment [9] are some of 
the other techniques proposed in literature to initialize the student model.  

• Practice – The tutor provided detailed feedback for each problem. The tutor used 
the associative adaptation algorithm to present problems on only those concepts 
on which the student had not demonstrated mastery during the pre-test. It used 
persistence = 2, M1 = 2, and M2 = 60%. The practice session lasted 15 minutes or 
until the student learned all the concepts, whichever came first.   

• Post-test –The post-test consisted of 21 problems, covering concepts in the same 
order as the pre-test. Students were allowed 8 minutes for the post-test. The tutor 
administered the post-test. It did not provide any feedback during the post-test. 
The test was not adaptive.   

The three stages: pre-test, practice and post-test were administered by the tutor back-
to-back, with no break in between. The students did not have access to the tutor 
before the experiment.   
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Analysis: In Table 1, we have listed the average and standard deviation of the number 
of problems solved, the raw score, and the score per problem on the pre-test, practice 
and post-test for the 22 students who used the tutor in spring 2005. Note that the raw 
score increased by 62% (from 6.39 to 10.33) from the pre-test to the post-test. 
However, the number of problems solved by the students also increased by 33% 
(from 10.55 to 14.05), and both these increases were statistically significant (2-tailed 
p < 0.05). In order to factor out the effect of the increase in the number of problems 
on the increase in the raw score, we calculated the average score per problem. The 
average score per problem also increased by 44% from pre-test to post-test and this 
increase was statistically significant.   

Table 1. Results from the spring 2005 evaluation of the tutor on selection statements 

Spr. 05 Pre-Test Practice Post-Test
N = 22 Prob. Score Ave Prob. Score Ave Prob. Score Ave
Average 10.55 6.39 0.59 17.27 9.41 0.59 14.05 10.33 0.75
Std-Dev 3.54 3.86 0.27 10.56 4.71 0.25 4.10 4.10 0.22
p-value of pre-post difference 0.0000 0.0000 0.0007  

The above results do not take into account the following confounds: 

• Recall that the practice provided by the adaptive tutor was limited to 15 minutes. 
This meant that the students often ran out of time and did not get practice on all 
12 concepts.  

• It was likely that students already knew some of the concepts during the pre-test 
– learning of these concepts could not be credited to the use of the tutor.  

In order to take these into consideration, we re-analyzed the data by concepts 
instead of problems. For each student, and each concept, we calculated the problems 
solved and average score on the pre-test, practice and post-test. Next, we grouped the 
concepts for each student into four categories: 

• Discarded Concepts: Concepts on which the student did not attempt any 
problem during the pre-test or during the post-test because of the time limit on 
the tests;  

• Known Concepts: Concepts on which the student demonstrated mastery during 
the pre-test, i.e., attempted M1 = 2 problems and solved M2 = 60% of the 
problems correctly; 

• Control Concepts: Concepts on which the student solved problems during the 
pre-test and the post-test, but did not demonstrate mastery during the pre-test and 
did not solve any problems during practice due to the time limit imposed on the 
practice session – this provided the datum for comparison of test data. 

• Test Concepts: Concepts on which the student solved problems during the pre-
test and the post-test, but did not demonstrate mastery during the pre-test and did 
solve problems during practice – since the tutor provides feedback during 
practice to help the student learn, data on test concepts could prove or refute the 
effectiveness of using the tutor for learning. 
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Table 2. Classifying student concepts as discarded, known, control or test 

Problems Solved Pre-Test Practice Post-Test 
Discarded 0 * * 
Discarded * * 0 
Known A  ≥ M1 & R / A ≥ 

M2 
* * 

Control + 0 + 
Test + + + 

The four types of student concepts are summarized in Table 2, where * represents 
0 or more problems solved, and + represents 1 or more problems solved. For our 
analysis, we ignored the discarded student concepts since they represented incomplete 
data. We ignored the known student concepts – the tutor cannot be credited for the 
learning of the concepts that the students already knew during the pre-test. On the 
remaining student concepts, since each student served as part of both control group 
(on concepts for which the student did not get practice) and test group (on concepts 
for which the student did get practice), we consider this a within-subjects design.   

In Table 3, we have listed the average and standard deviation of the number of 
problems solved and the average score per problem on the pre-test, practice and post-
test for the 56 control student concepts and the 135 test student concepts as defined 
above. Note that the average score of the control group remained steady whereas the 
average score of the test group increased by 48% and this increase was statistically 
significant. This supports the results from our prior evaluations that practicing with 
the tutor promotes learning.  

Table 3. Control versus Test Student Concepts from spring 2005 evaluation of Selection Tutor 

Pre-Test Practice Post-Test p-value Spring 05 
Prob. Ave Problems Prob. Ave Prob. Ave

Control (N =  56 student-concepts)
Average 1.02 0.88 0 1.11 0.87
Std-Dev 0.13 0.30 0 0.31 0.31

0.02 0.68

Test (N =  135 student-concepts)
Average 1.07 0.46 1.83 1.35 0.68
Std-Dev 0.26 0.47 1.14 0.48 0.43

0.000 0.000

p-value 0.05 0.000 0.000 0.000  

Note that there is a statistically significant difference between the control and test 
groups on the number of problems solved and the average score on the pre-test. The 
average score of the test group of student concepts is significantly lower than that of 
the control group of student concepts. This supports our hypothesis that associative 
adaptation in our tutor targets the concepts less well understood by students. 

Finally, we conducted a repeated measures one-way ANOVA on the average score, 
with the treatment (adaptive practice versus no practice) as between-subjects factor 
and pretest-post-test as the repeated measure. Our findings were: 
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• There was a significant main effect for pre-test versus post-test [F(1,189) = 7.391, p 
= 0.007] - post-test scored significantly higher than the pre-test.   

• There was a significant interaction between the treatment (adaptive practice versus 
no practice) and time repeated measure [F(1,189) = 10.211, p = 0.002]: while the 
average score with no practice stayed steady, with adaptive practice, it showed a 
significant increase.  

We repeated our evaluation of the tutor in fall 2005. In Table 4, we have listed the 
average and standard deviation of the number of problems solved, the raw score, and 
the score per problem on the pre-test, practice and post-test for the 16 students who 
used the tutor. Note that the raw score increased by 94% and the number of problems 
solved by the students increased by 53% from pre-test to post-test, and both these 
increases were statistically significant (2-tailed p < 0.05). The average score per 
problem also increased by 23% from pre-test to post-test and this increase was 
statistically significant. 

Table 4. Results from the fall 2005 evaluation of the tutor on selection statements 

Fall 05 Pre-Test Practice Post-Test
N = 16 Prob. Score Ave Prob. Score Ave Prob. Score Ave
Average 7.69 5.00 0.66 15.0 11.29 0.76 11.75 9.72 0.81
Std-Dev 3.89 2.96 0.26 3.92 3.49 0.17 3.96 4.28 0.20
p-value of pre-post difference 0.0002 0.000 0.003  

When we analyzed the data by student concepts instead of problems, and divided 
the set of student concepts into control and test groups as described earlier, we 
obtained the results in Table 5. On control student concepts, the average changed 
from 0.81 to 0.76 from the pre-test to the post-test, and the change was not 
statistically significant (p = 0.55). On test student concepts, the average changed from 
0.61 to 0.86, and the change was statistically significant (p = 0.0000). Once again, this 
supports the results from our prior evaluations that the tutors promote learning.  

Table 5. Control versus Test Student Concepts from fall 2005 evaluation of Selection Tutor 

Pre-Test Practice Post-Test p-value Fall 05 
Prob. Ave Problems Prob. Ave Prob. Ave

Control (N = 26 student-concepts)
Average 1.15 0.81 0 1.46 0.76
Std-Dev 0.37 0.35 0 0.51 0.40

0.002 0.55

Test (N = 87 student-concepts)
Average 1.00 0.61 1.55 1.15 0.86
Std-Dev 0 0.47 1.20 0.36 0.31

0.0000 0.0000

p-value 0.04 0.02 0.006 0.23  

Once again, note that there is a statistically significant difference between the 
control and test groups on the number of problems solved and the average score on 
the pre-test. The average score of the test group of student concepts is significantly 
lower than that of the control group of student concepts. This once again supports our 
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hypothesis that associative adaptation in our tutor targets the concepts less well 
understood by students. 

We conducted a repeated measures ANOVA on the percentage of problems solved 
correctly, with the treatment (adaptive practice versus no practice) as between-
subjects factor and pretest-post-test as repeated measure. Our findings were: 

• The main effect for pre-test versus post-test was tending to statistical significance 
[F(1,111) = 3.45, p = 0.066] - post-test scored higher than pre-test.   

• There was a significant interaction between the treatment (adaptive practice 
versus no practice) and time repeated measure [F(1,111) = 7.837, p = 0.006]: 
while average score with no practice declined modestly, with adaptive practice, it 
showed a significant increase.  

In fall 2004, we evaluated for and while loop tutors. We used a within-subjects design: 
the same group of students used the non-adaptive version of the tutor on while loops 
one week, and the adaptive version on for loops the next week. In the non-adaptive 
version, the tutor presented problems for all the concepts, regardless of the learning 
needs of the student, in a round-robin fashion, with p = 3. Table 6 lists the average on 
the pre-test and post-test for the non-adaptive and adaptive versions of the tutor. One-
way ANOVA analysis showed that the difference from the pre-test to the post-test was 
statistically significant in both the groups. 

Table 6. Evaluation of non-adaptive versus adaptive versions of loop tutors – fall 2004 

Average correctness of answers Pre-Test Post-Test Change Significance 
Without adaptation (N = 15) 
Average 0.47 0.65 0.17 
Standard Deviation 0.24 0.20 0.24 

p = 0.014 

With adaptation (N = 25) 
Average 0.55 0.69 0.14 
Standard Deviation 0.21 0.20 0.16 

p = 0.0002 

Table 7. Problems Solved by the Control and Experimental Groups during 15-minute Practice  

Problems Solved Non-Adaptive Group Adaptive Group Statistical Sig. 
Minimum 28 1 
Maximum 86 60 

 

Average 45.80 24.22 
Std-Dev 15.44 14.56 

p= 0.00017 

However, students solved far fewer problems during practice with the adaptive 
tutor than with the non-adaptive tutor, and this difference was statistically significant 
(p < 0.05) - the minimum, maximum and average number of problems solved by the 
two groups during practice is listed in Table 7. Given that the improvement in 
learning was similar for both the groups, this supports our hypothesis that associative 
adaptation helps students learn with fewer practice problems. Our results are in 
accordance with earlier results in computer-aided testing, where adaptive systems 
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were shown to more accurately estimate a student’s knowledge, and with fewer 
questions than non-adaptive systems [2, 19]. For this evaluation, we did not consider 
the time spent by the students on practice since all the students were required to 
practice for 15 minutes with the non-adaptive (control) tutor.  

5   Conclusions 

We proposed an associative mechanism for adaptive generation of problems in web-
based intelligent tutors. Our evaluations show that: 

1. Associative adaptation targets concepts less well understood by students - the 
average pre-test score on the concepts targeted by adaptation is significantly 
lower than the average on the concepts not targeted by adaptation. 

2. A tutor with associative adaptation helps students learn with significantly fewer 
practice problems than a non-adaptive tutor.  

Associative adaptation is easier to build and is scalable. Unlike vector spaces [17] 
and learning spaces [10], there is no need to exhaustively enumerate and organize all 
the problem templates. New concepts and problem templates can be added to the tutor 
without affecting any existing templates and/or modifying the previously constructed 
vector/learning space. This feature permits incremental development of tutors, which 
is invaluable when developing tutors for large domains.  
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