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Preface

We live in a world of dynamic information a world of portals and search engines,
of Web pages and e-mails, blogs and e-commerce sites, online courseware and in-
teractive tour guides. However, even though we can now avail of unprecedented
levels of access to this information world, it is becoming increasingly difficult for
users to locate quickly and easily the right information at the right time. For
instance, even conservative estimates of the Web’s current size speak of its 10
billion documents and a growth rate that tops 60 terabytes of new information
per day. To put this into perspective, in 2000 the entire World-Wide Web con-
sisted of just 21 terabytes of information. Now it grows by 3 times this figure
every single day.

Adaptive Hypermedia and Adaptive Web Systems represent a critical and
rapidly growing area of ICT research. Its focus on pioneering theories, tech-
niques and innovative technologies to provide dynamic personalization, adap-
tation and contextualization of hypermedia resources and services has singled
out the AH Conference series as the premier research event for adaptive Web
systems. The conference combines state-of-the-art research investigations with
industrial verification and evaluation to provide a unique event for researchers
and practitioners alike. The conference series attracts researchers from the areas
of knowledge engineering, artificial intelligence, Web engineering, Semantic Web,
systems integration and security. In addition to these technology-and theory-
oriented researchers, AH also attracts industrial and academic researchers in
areas of key vertical markets such as interactive TV, e-learning, Web system,
e-commerce and e-government.

It is important to note that research first heralded during the AH Conference
series has often become deeply engrained in next-generation Web applications,
e.g., personalized e-learning and adaptive information kiosks, personalized mo-
bile portals, and adaptive Web search facilities. The main professional organi-
zations most related to adaptive hypermedia/adaptive Web system have again
endorsed the AH Conference Series: International World-Wide Web Conference
Committee (IW3C2), the Association for Computing Machinery (ACM), and in
particular SIGWEB, SIGIR, AIED Society and User Modelling Inc.

This year’s conference saw the continued growth in quantity and quality of
research in this key technological area. From the 122 papers submitted to the
conference, the Program Committee, after rigorous review, selected 22 submis-
sions as full papers (i.e., 18% acceptance rate) and 19 (i.e., 15%) as short papers.
The conference also solicited a Doctorial Consortium to encourage early-stage
researchers to present their ideas and proposals within an expert forum. The
Doctorial Consortium attracted 26 submissions of which 15 were selected for
presentation at the conference. This is a significant increase over previous AH
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Conferences and should provide an excellent showcase and feedback opportunity
for these young researchers.

Organizing a conference such as AH2006 is a challenging task and we are very
grateful to the Program Committee and external reviewers who provided such
insightful review comments and constructive feedback on all submissions. This
year full paper submissions received four independent reviews, with short papers
each receiving three reviews. We would like to sincerely thank the entire Program
Committee and external reviewers for ensuring a high-quality conference which
will hopefully be enjoyed by both attendees and readers of this proceedings.

A subset of the Program Committee focused on the Doctorial Consortium
submissions and provided extensive, formative feedback to all DC submission au-
thors. We would like to single out the effort of the DC Chairs (Peter Brusilovsky
and Lorraine McGinty) for their excellent work in both promoting the Doctorial
Consortium and stewarding their review feedback. This year’s conference also
saw a strong portfolio of workshops in key areas of emerging adaptive technol-
ogy research. Again our thanks to the workshop Chairs, Alexandra Cristea and
Stephan Weibelzahl, for their organization of these events.

Local organization of international conferences is a very difficult task and
we would like to thank our fellow Organizing Committee members. In particu-
lar would like to mention Declan Kelly (Local Chair), Shauna Cassidy (Local
Administrator), Eugene O’Loughlin (Industrial Chair), and Mark Melia (AH
Website Administrator) for all their efforts in making AH2006 a success. We
would also like to thank Alex O’Connor, Shay Lawless and Ian O’Keeffe for
their help in finalizing the typesetting of the proceedings and indexes.

And finally to you, the delegate and reader of this volume. The research
presented in this book represents a wide and insightful view of the direction and
state of the art in personalization and adaptivity of hypermedia and Web-based
systems. We hope that you enjoy the papers and that they provide a considerable
contribution to your interest and future endeavors.

June 2006 Vincent Wade
Helen Ashman

Barry Smyth
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Carlo Tasso, Universitá degli Studi di Udine, Italy
Jacco van Ossenbruggen, CWI, The Netherlands
Fabio Vitali, University of Bologna, Italy
Vincent Wade, Trinity College Dublin, Ireland



Organization IX

Gerhard Weber, PH Freiburg, Germany
Stephan Weibelzahl, National College of Ireland, Ireland
Ross Wilkinson, CSIRO, Australia
Massimo Zancanaro, ITC-IRST Trento, Italy

External Reviewers

Alia Amin, CWI, The Netherlands
Keith Bradley, University College Dublin, Ireland
David Bueno, Universidad de Málaga, Spain
Arthur Cater, University College Dublin, Ireland
Declan Dagger, Trinity College, Dublin, Ireland
Sarah Jane Delany, Dublin Institute of Technology, Ireland
Michiel Hildebrand, CWI, The Netherlands
Jure Ferlez, Jozef Stefan Institute, Slovenija
Miha Grcar, Jozef Stefan Institute, Slovenija
Eduardo Guzman, Universidad de Málaga, Spain
Jure Leskovec, Carnegie Mellon University, USA
Eleni Mangina, University College Dublin, Ireland
Eva Millan, Universidad de Málaga, Spain
Gabriel-Miro Muntean, Dublin City University, Ireland
Alexander O’Connor, Trinity College Dublin, Ireland
Noel O Connor, Dublin City University, Ireland
Cesare Rocchi - ITC-IRST Trento, Italy
Bernard Roche, University College Dublin, Ireland
Monica Trella, Universidad de Málaga, Spain
Miha Vuk, Jozef Stefan Institute, Slovenija
David Wilson, University of North Carolina, USA

Organizing Committee

Helen Ashman, University of Nottingham, UK
Peter Brusilovsky, University of Pittsburgh, USA
Shauna Cassidy, National College of Ireland, Ireland
Alexandra Cristea, Technical University Eindhoven, The Netherlands
Declan Kelly, National College of Ireland, Ireland
Lorraine McGinty, University College Dublin, Ireland
Eugene O’Loughlin, National College of Ireland, Ireland
Barry Smyth, University College Dublin, Ireland
Vincent Wade, Trinity College, Dublin, Ireland
Stephan Weibelzahl, National College of Ireland, Ireland



Table of Contents

Keynote Speakers

Knowledge-Driven Hyperlinks: Linking in the Wild
Sean Bechhofer, Yeliz Yesilada, Bernard Horan, Carole Goble . . . . . . . 1

Scrutable Adaptation: Because We Can and Must
Judy Kay . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

Adapting NLP to Adaptive Hypermedia
Jon Oberlander . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

Full Papers

Cross-Technique Mediation of User Models
Shlomo Berkovsky, Tsvi Kuflik, Francesco Ricci . . . . . . . . . . . . . . . . . . . . 21

Authoring Adaptive Learning Designs Using IMS LD
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Topic-Centered Adaptive Curriculum for E-Learning
Yanyan Li, Ronghuai Huang . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 350

Semantic-Based Thematic Search for Personalized E-Learning
Yanyan Li, Ronghuai Huang . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 354

Adaptation in Adaptable Personal Information Environment
Thanyalak Maneewatthana, Gary Wills, Wendy Hall . . . . . . . . . . . . . . . 358

Towards Formalising Adaptive Behaviour Within the Scope of
E-Learning

Felix Mödritscher . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 362

Informing Context to Support Adaptive Services
Alexander O’Connor, Vincent Wade . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 366

eDAADe: An Adaptive Recommendation System for Comparison and
Analysis of Architectural Precedents

Shu-Feng Pan, Ji-Hyun Lee . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 370

On the Dynamic Adaptation of Computer Assisted Assessment of
Free-Text Answers
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Knowledge-Driven Hyperlinks: Linking in
the Wild

Sean Bechhofer1, Yeliz Yesilada1, Bernard Horan2, and Carole Goble1

1 University of Manchester, UK
{sean.bechhofer, yeliz.yesilada, carole.goble}@manchester.ac.uk

http://www.manchester.ac.uk/cs
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Abstract. Since Ted Nelson coined the term “Hypertext”, there has
been extensive research on non-linear documents. With the enormous
success of the Web, non-linear documents have become an important
part of our daily life activities. However, the underlying hypertext in-
frastructure of the Web still lacks many features that Hypertext pioneers
envisioned. With advances in the Semantic Web, we can address and im-
prove some of these limitations. In this paper, we discuss some of these
limitations, developments in Semantic Web technologies and present a
system – COHSE – that dynamically links Web pages. We conclude with
remarks on future directions for semantics-based linking.

1 Introduction

The World Wide Web (Web) is the most successful hypertext ever, with recent
figures1 suggesting that more time is now spent in the UK surfing the Web than
watching television. It is only natural and appropriate that hypertext research,
and its researchers, would thus adapt to the Web and its ways, despite the fact
that the underlying hypertext infrastructure is simple (good) and limited (bad).
The model is based almost entirely around nodes with links playing second fiddle
– embedded and difficult to author, maintain, share and adapt. Approaches such
as Open Hypermedia go some way toward addressing this issue.

The Semantic Web (SW) is based on the notion of exposing metadata about
resources in an explicit, machine-processable way. By doing so, we open up the
possibility of using machine processing in order to help us search, organize and
understand our data. So far this has largely been used to provide more effective
search, describe Web Services and drive applications like enterprise integration.
We must not forget, however, that the Semantic Web is still a Web and that
query by navigation, via links between documents, is still fundamental to the

1 e.g. see The Guardian March 8, 2006:
http://technology.guardian.co.uk/news/story/0,,1726018,00.html
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way in which we interact with the Web. Serendipitous linking, where unfore-
seen connections are uncovered between resources, is complementary to directed
search.

A key driver for Semantic Web advances is to improve machine processing on
the Web. However, including semantics for machine-processing can also be used
to improve the linking and navigation of Web pages intended for human end-
users. Semantic Web components can be used to add links dynamically between
resources using the existing infrastructure of the Web.

Semantic Web technologies can be used to adapt and evolve the embedded
link structure of the Web, effectively building a semantically-driven dynamic
open hypermedia system. Additional metadata and reasoning components add
links dynamically between resources, potentially improving the linking and nav-
igation of Web pages intended for end-users. Different knowledge resources can
be used to personalise links, providing better relations, presentations and links
that are more relevant to users. Systems such as COHSE [8] and Magpie [15]
have pioneered these ideas, and can be presented as allies to the notions of se-
mantic wikis and social tagging. Thus they bridge between the high-brow world
of Semantic Web as perceived by the Artificial Intelligence community, the low-
brow world of “collective intelligence” as perceived by the Web 2.0 community,
the Web designers’ world of content and link creation and the users’ experience
of hypermedia navigation.

2 Hypertext and the Web

The theoretical foundation of the Web is the concept of linked resources [5].
There has been extensive research on Hypertext and Hypermedia; different in-
formation models have been introduced and extensive work has been done on
engineering hypermedia, navigation and browsing models, design methodologies,
etc [23]. With its simple infrastructure, the Web as Hypertext fails to support
some of the features introduced in Hypertext research. For example, it does not
support generic linking.

Links between documents provide utility (to both humans and machines).
Typically, links between documents on the Web are embedded within those doc-
uments. Although the approach of embedding links is simple and scalable, there
are a number of well-known limitations [11, 12]:

Hard Coding: Links are hard coded and often hand-crafted in the HTML en-
coding of a document.

Format Restrictions: Documents need to be written in a particular format
(e.g. HTML or PDF) in order to support the addition of links.

Ownership: Ownership of a document is required in order to place an anchor
in it.

Legacy resources: It can be difficult to deal with legacy material – when the
view of a world changes, old documents might need to be updated with new
links. It can also be difficult to create multiple views (as suggested by links)
over documents.
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Maintenance: There is a weight of maintenance in creating and updating links
in documents. This is due in part to the hard coding and ownership issues
described above.

Approaches such as Open Hypermedia [18, 25] have sought to address some
of these problems. Rather than embedding links in the documents, links are
considered first class citizens. They are stored and managed separately from the
documents and can thus be transported, shared and searched separately from the
documents themselves. The emergence of the Semantic Web also offers potential
for addressing the issue of linking.

3 Semantic Web

HTML is a simple authoring language and this simplicity contributed enor-
mously to the success of the Web. However, HTML focuses on document struc-
ture and thus provides little knowledge about the document content. For humans,
who in general access this content visually, this is fine, for machine automation,
however, something more is needed.

The Semantic Web vision, as articulated by Tim Berners-Lee [5], is of a Web
in which resources are accessible not only to humans, but also to automated
processes, e.g., automated “agents” roaming the Web performing useful tasks
such as improved search (in terms of precision) and resource discovery, informa-
tion brokering and information filtering. The automation of tasks depends on
elevating the status of the web from machine-readable to something we might
call machine-understandable.

The Semantic Web is thus based on the notion of exposing metadata about
resources in an explicit, machine-processable way. The key idea is to have data
on the web defined and linked in such a way that its meaning is explicitly inter-
pretable by software processes rather than just being implicitly interpretable by
humans. By doing so, we open up the possibility of using machine processing in
order to help us search, organize and understand our data. So far this has largely
been used to help in provide more effective search, describing web services and
driving applications like enterprise integration. Semantic Web technologies also
offer the potential, however, for evolving the link structure of the Web.

We suggest that building a Semantic Web involves tying together three aspects
(See Fig. 1).

Semantics: Providing machine processable representations of conceptual mod-
els and content;

Hypertext Architecture: A model of links and nodes;
Web Framework: Building on existing standards and infrastructure.

We can observe combinations of these aspects in existing work such as Open
Hypermedia, early Semantic Web research and Conceptual Hypermedia.

The Distributed Link Service (DLS)[7], developed by the University of South-
ampton is a service that adopted an Open Hypermedia approach, and provided
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Fig. 1. Three Pillars of the Semantic Web

dynamic linking of documents. Links are taken from a link base, and can be either
specific, where the source of the link is given by addressing a particular fragment
of a resource, or generic, where the source is given by some selection, e.g. a word
or phrase. Documents and linkbases are dynamically brought together by the
DLS, which then adds appropriate links to documents. The DLS thus combines
a hypertext architecture within the web framework, but brings little in terms of
explicit semantics.

The focus of Semantic Web research has largely been on the development of
standards to support document metadata, positioned within the context of web
standards. Thus DAML+OIL [9], RDF(S) [6] and latterly OWL [13] provide
knowledge representation functionality in languages fitting into the Web Stack.
Applications such as SHOE [21] and OntoBroker [14] provided early mechanisms
for annotating documents, with the annotations kept in some central store for
later query. This focus is changing – for example the recent call for the Semantic
Web track of the World Wide Web Conference 2006 explicitly ruled out of scope
papers that didn’t take account of Web aspects. Applications like Haystack [26]
and PiggyBank [22] have carried these ideas further into the Web arena. Pig-
gyBank uses a number of mechanisms for harvesting metadata associated with
web resources, for example using screen scraping or explicit RDF files associated
with the resources. This is thus a use of metadata and semantics within the Web
framework, but PiggyBank is not a hypertext system – it supports tagging of
web pages with metadata and then allows the user to search and browse through
this metadata, but the emphasis is not on linking (in a hypertext sense).

Conceptual Hypermedia systems sought to bring conceptual models to bear in
order to support linking. However, systems such as MacWeb [24] and SHA [10]
provided closed systems rather than supporting linking in the wide (and wilder)
world of the Web. Semantic Wikis (e.g., Platypus Wiki2.)) also introduce ex-
plicit models of knowledge in support of management of content. This combines

2 Platypus Wiki, http://platypuswiki.sourceforge.net/
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hypertext and metadata, but is again primarily concerned with organising and
managing resources under a single point of control (albeit control by a collection
of individuals).

Magpie [15], from the Open University, supplies what we might call a Semantic
Web Browser. Rather than placing an emphasis on hypertext linking though,
Magpie integrates Semantic Services that provide on-demand added value based
on the content of the pages.

The Conceptual Open Hypermedia Service (COHSE) project brought all three
aspects together, marrying the DLS with Ontological Services. COHSE provides
a framework that integrates an ontology service and the open hypermedia link
service to form a conceptual hypermedia system enabling documents to be linked
via ontologies [8]. Through the use of different domain ontologies, COHSE can
provide different hypertext views of Web resources. For instance, [3] presents
how the COHSE system is used in Bioinformatics to link biology resources by
using the Gene Ontology3 and [4] presents how Sun’s Java tutorial4 pages are
augmented using a Java and programming ontology.

COHSE extends the DLS with ontological services, providing information re-
lating to an ontology. These services include mappings between concepts and
lexical labels (synonyms). Giving an example based on Sun’s product catalogue,
the ontology tells us that Campfire Rack+ is a synonym of Sun Enterprise 5500
Server. In this way, the terms and their synonyms in the ontology form the means
by which the DLS finds lexical items within a document from which links can
be made (providing generic links). The services also provide information about
relationships, such as sub- and super-classes – here Sun Enterprise 5500 Server
is a kind of System. The use of an ontology helps to bridge gaps [1] between
the terms used in example web pages (e.g. in this case Campfire Rack+), and
those used to index other resources, such as sites providing trouble-shooting
support.

Fig. 2. The COHSE architecture

3 Gene Ontology (GO), http://www.geneontology.org/ .
4 The Java Tutorial, http://java.sun.com/.
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COHSE’s architecture (See Fig. 2) is composed of a COHSE Distributed Links
Service (DLS) agent and two supporting services: an Ontology Service (OS) and
a Resource Manager (RM).

Ontology Service (OS): supports interaction with ontologies by providing ser-
vices such as mapping between concepts and lexical labels (synonyms), providing
information about specialisation (sub-classes) and generalisation (super-classes)
of concepts, descriptions of concepts, etc. [2]. The service has a simple HTTP
interface and can host third party ontologies represented using OWL – we re-
turn to this point later. Reasoning about the ontologies (e.g., the construction
of classification hierarchies or the classification of arbitrary conceptual descrip-
tions) can be performed through the use of an OWL Reasoner.

Resource Manager (RM): manages resources. One function of the RM is to
maintain and store annotations of resources – mappings between concepts in an
ontology and a resource fragment such as a paragraph in an XHTML document
(i.e. semantic annotation [19]). These annotations may be produced by parties
other than the document owners or users of the COHSE system. The annotations
are used in two ways: the concept to resource mapping provides candidate targets
for links and the resource to concept mapping provides candidate source anchors
for links. Therefore, the RM is used for both source anchor identification and
discovery of possible target anchors.

DLS agent: responsible for modifying pages and adding links depending on in-
formation provided by the OS and RM. The agent processes documents and
inserts link source anchors into the document along with the possible link tar-
gets. The system has, in the past, been deployed as a browser extension (based
on Mozilla) or as a proxy through which HTTP requests are routed. We are
currently also exploring a portal based implementation. A portal provides a
framework for aggregating content from different sources, and supports storage
of user profiles, customisation and personalisation [17], all of which contribute
to a flexible, adaptive system.

COHSE uses these components to provide two different link types based on
the way the source anchors are discovered. In both, target anchors are identified
by the RM.

1. Generic Links A set of conditions are specified that must be met in order
to insert a source anchor [27]. For example, source anchors are identified
by analysing a document with a lexical matching algorithm using the terms
from an ontology which are provided by the OS.

2. Specific Links Source anchors are stored explicitly via a reference mecha-
nism [23]. Source anchors are identified using an RM that maintains external
annotations populated using various techniques.

COHSE thus extends the notion of generic linking – the key point being that
the ontology provides the link service with more opportunities for identifying
link sources. As the ontology contains the terms that inform the DLS about the
lexical items that may become links, there is no longer a need to own the page
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in order to make the link from the source to the target – this is taken care of
by the DLS. Furthermore, the effort in providing the source of links moves from
the document author to the creator(s) of the ontologies and annotations that
are used by COHSE.

4 Web 2.0: The Rise of the Scruffies

Languages like OWL [13] provide representations that support detailed, for-
malised conceptual models. They come with a well-defined formal semantics
that tell us precisely how composite concept descriptions should be interpreted.
These formal semantics can help to drive the machine-processing that will un-
derpin the Semantic Web and are vital if we are to support machine to machine
communication. However, such an approach comes with an associated cost. OWL
ontologies can be hard to build, hard to maintain, and hard to use. In domains
such as medicine or bioinformatics, formal ontologies help to ensure interop-
erability between applications and the use of logic-based classifiers also helps
in building and maintaining consistent vocabularies [28]. Ontologies have also
proved of use in our work supporting accessibility, as shown in the DANTE [29]
and SADIe [20] projects. Here, annotations provide extra information as to the
role played by objects in a web page. This information can then be used to
transcode pages, producing versions that are more accessible to users employing
assistive technologies.

A key point here is that in the above applications, the knowledge models are
being used by some process or program in order to perform a task for the user.
Thus the content must be unambiguously and explicitly represented (hence the
need for languages such as OWL).

In some situations, this “high-pain, high-gain” approach of detailed and for-
mal semantics may not be necessary. For example, supporting navigation (as in
COHSE) does not necessarily require that the relationships that we use for navi-
gation are strict super or subclass relationships. Rather, we can look towards the
approaches espoused in what has become known as Web 2.0, with its emphasis
on social networking, tagging and “folksonomies”. Here, the knowledge models
are lightweight. There is little control over the vocabularies used, and there is
little structure provided (in the sense of, say, formal relationships between terms
in the vocabulary).

Folksonomies are easy to build, and represent some notion of collective in-
telligence. Although the knowledge models are shallow, their power lies in their
shared use by a community of users. Folksonomies do well in supporting the kind
of unfocused, undirected browsing supported by collections such as flickrTM– “I’d
like to find some nice pictures of whales”5 .

In Fig. 3 we see two axes representing an increase in expressive power: Ar-
tificial Intelligence6, and community: Collective Intelligence (as exemplified by
Web 2.0) along with a positioning of Semantic Web advances.
5 http://www.flickr.com
6 Or perhaps more accurately Knowledge Representation.
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Fig. 3. The Semantic Web Landscape

5 Looking Forward

COHSE allowing interlinking between distinct web sites based on some concep-
tual model. However, with hindsight, our implementation and architecture were
bound too tightly to the representation used for the knowledge – the OWL on-
tologies. We effectively provide a model-based approach to hypermedia, with the
model being the ontology. Navigation was then based largely on the clustering
of resources that OWL classification gave us along with query expansion driven
by traversal of hierarchical relationships. This supports open, flexible linking,
but required us to represent our knowledge using a particular approach, concen-
trating heavily on subsumption (as defined in OWL).

Our experience in trying to make use of knowledge sources such as product
catalogues from Sun suggested that this concentration on classification resulted
in an ontology that was artificially “forced” into a hierarchy. Relationships which
were not strictly super/subclass were represented as such. More flexibility and
the ability to move away from such formalised relationships is needed, along
with the possibility to make use of other lightweight knowledge sources such
as folksonomies. This is not to say that linking should be a “free-for-all” – a
principled approach is still required.

Dynamic linking based on semantics (as espoused by COHSE) is an attractive
prospect, supporting open, flexible linking across multiple sites. To achieve this
however, we need to answer a number of questions.

– What are appropriate models for intersite linking?
– How best do we separate the ontology/knowledge from the navigation?
– How might we map from our diverse knowledge structures (and their asso-

ciated annotations) into the navigational models?
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Abstract. Beginning with the motivations for scrutability, this paper introduces 
PLUS, a vision of Pervasive Lifelong User-models that are Scrutable. The 
foundation for PLUS is the Accretion/Resolution representation for active user 
models that can drive adaptive hypermedia, with support for scrutability. The 
paper illustrates PLUS in terms of its existing, implemented elements as well as 
some examples of applications built upon this approach. The concluding section 
is a research agenda for essential elements of this PLUS vision. 

1   Introduction 

Adaptive hypermedia aims to adapt to the user's current needs, knowledge, goals, pref-
erences and other attributes. Essentially, this means that different people will typically 
have a different experience when they encounter the same adaptive hypermedia appli-
cation. We are beginning to explore ways to exploit the power of computation that is 
increasingly integrated into pervasive or ubiquitous, context-aware personalised envi-
ronments. So, for example, we might envisage information about this conference being 
available, in personalised form at convenient places in our environment. 

My own version of this information might be delivered to my kitchen table, a ta-
bletop display that I can interact with using finger gestures. It might have the follow-
ing main links for me to expand: 

Registration 
Cheap hotels (less than 10 minutes walk from conference site) 
Excellent coffee shops (within 20 minutes walk of it) 
Inexpensive restaurants (within 20 minutes walk of it) 
Other 
History 

where the registration link is at the top because I still need to register and the early 
deadline is fast approaching. (Later, it would be relegated to details within the His-
tory.)  Note that there is a common thread to the second to fourth items: all refer to 
low cost options, befitting the preferences of an academic. These three also reflect the 
distance I am willing to walk for each of these services. 

Typically, I will interact with this system to achieve goals like planning my fi-
nances for the trip, checking out hotel options and planning my time. Sometimes, 
however, I may want to know why the personalization has delivered this information, 
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in this form. I want to be able to scrutinise the adaptive hypermedia, where scrutable 
adaptive hypertext is: “Capable of being understood through study and observation; 
comprehensible”1 and “understandable upon close examination”2. This means that, if 
and when I am prepared to invest a little effort, I can get answers to questions like: 

What information does the system collect about me to drive this personalisa-
tion? 
What does this system do with that information? 
With whom does it share the information? 
What information is in this part of my environment? 
How is it combined with other information about me? 
What is the meaning of "prefers low cost travel"? 
How did the system conclude that I prefer to travel at low cost? 
How can I get a big picture of the models related to my travel? 
How did the system choose to put this information here and now? 
What did it present  a week ago? 
What would it present if I were a rich man? 
How do I change any of the above processes? 

Why scrutability? 
Briefly, motivations for scrutability include: 

The user's right to see and appreciate the meaning of personal information the 
computer holds about them in a user model; 
The possibility of users correcting errors in the model; 
Confirming the role of the machine as the servant or aid of the user; 
Programmer accountability for the personalisation; 
Enabling users to have a sense of control over the adaptation of systems by 
controlling the user model, the way that the model is interpreted and the way 
that it used to perform the personalisation; 
Helping people become more self-aware and to avoid self-deception, because 
their user model mirrors their real actions; 
In the case of teaching systems, the potential to encourage metacognition and 
deeper learning; 
Helping people monitor their progress and plan, especially in the case of learn-
ing; 
Motivate people to share user model data because they feel confident about its 
meaning and use; 
As an aid to collaboration where team members can learn relevant information 
about each other and can help each other more effectively. 

The first two motivations relate to personal information and its use. This is captured 
in the spirit of emerging legislation [1]. The next three elements relate to user control 
over their adapted environment. This is a rather neglected but important area of effective 
use of technology, with wide recognition of its importance. The next three elements are 

1 http://www.thefreedictionary.com/scrutable 4 April, 06. 
2 http://www.tiscali.co.uk/reference/dictionaries/difficultwords/data/d0011288.html 4 April, 06. 
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associated with self-awareness. Essentially, user models have an outstanding potential 
to help people see themselves in terms of how they have behaved in the long term as 
they interacted with the various collectors evidence about them. The emerging research 
community called LeMoRe3 (Learning Modelling for Reflection) is exploring this as-
pect in relation to learning contexts.  But it has much broader applicability for the very 
important goals of learning from experience and planning the future. The last two as-
pects relate to the critical role of scrutability in making it acceptable to share one's user 
model for benefits.  These mean that user models may have the potential to improve 
services, social interaction and collaborative learning.  

2   PLUS: Pervasive Lifelong User-Models That Are Scrutable 

There is already considerable personalisation of web applications [2]. Typically, these 
are independent applications, each with their own user models. There are serious chal-
lenges to going beyond this to longer term user models that can be effectively put into 
service for many applications. It is worth finding ways to overcome these as there are 
potential benefits, especially in terms of support for awareness and effective sharing 
of user models with other people. Scrutability is key to enabling such reuse and shar-
ing of user model data. 

In teaching systems, reuse of user models across applications means that each 
teaching system can start with a substantial user model, based on past user activity. 
Essentially, this is similar to a teacher  studying a student's history as a starting point 
for teaching. In other applications, for example, those with models of user prefer-
ences, a person may benefit from reuse of their profile from one application, such as 
Amazon, taking it to the bookshop of their choice.  Equally, my machine preferences, 
in terms of fonts, numbers of virtual desk tops and the like constitute information 
about me that I may like to make available, with minimal effort, to new machines. 

PLUS, Pervasive Lifelong User-models that are Scrutable is a vision for achieving 
long term models that are associated with a person, rather than an application. PLUS 
is based on a view of personalised systems, shown in Fig. 1, where user models are 
seen as long term repositories of evidence about people. 

The figure has the user at the top, their long term user model at the bottom and the 
layer in between shows the user modelling processes that provide that evidence. At 
the very bottom is the user model ontology. This poses challenges for scrutability: if 
the user model represents aspects about the user, one of the obvious things a user 
might want to know is the meaning of the aspects modelled. If the model includes 
aspects the user does not know about, it may not be trivial to explain this.  

Lines leading into the user model show evidence sources that contribute to reason-
ing about the user. The thinner lines emanating from the user model indicate where 
the model is used: as input to the user model interface; driving the personalisation of 
applications; as data for the triggers on stereotypes and knowledge-based inference. 

Central to Figure 1 is the role of evidence about users. The potential sources of 
such evidence are shown in the heavy lines that flow down the figure. At the left, the  

3 http://www.eee.bham.ac.uk/bull/lemore/ 4 April, 06. 
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Fig. 1. PLUS Framework 

figure shows sensors, programs that observe the user unobtrusively and add evidence 
to the user model. In a pervasive computing environment, these sensors might be 
Bluetooth, Wiki, Infrared or other quite subtle sensors. 

The next source of evidence comes from the user interacting with an interface that 
explicitly elicits and interacts with a user model. Interfaces like this are common for 
managing user profiles in many applications, with the important difference that PLUS 
envisages that all such interfaces be treated as evidence sources for a person's user 
model (rather than a set of flags for a particular application or machine). 

The third class of evidence sources is the applications that people use for a diverse 
set of activities such as reading email or browsing the web. If these are personalised, 
they need to access the user model and may also contribute evidence directly to it. 
Conventional applications without personalisation may have no direct connection to 
the user model but they typically do leave electronic traces and these may be mined to 
provide user modelling evidence. 

It is useful to distinguish two types of evidence from the sources described so far. 
Evidence from direct interaction with the user is explicit while evidence collected 
unobtrusively is of type observation. The important distinction is that if the user has a 
direct role, explicitly providing the evidence, they are more likely to be aware of it. 
The third class of evidence, exmachina comes from the machine's actions. For exam-
ple, if a teaching system tells the student a fact, evidence about this suggests the stu-
dent knows the fact. At the very least, the application may take account of what it has 
told the user so that it is not repetitive. The two other sources of evidence are stereo-
typic reasoning and knowledge-based inference. These are not normally connected to 
the outside world, or the user, making them quite different ground inferences based on 
evidence from user actions. 

PLUS is based on accretion/resolution, a minimalist approach to managing long 
term user models [3, 4]. There are two basic operations: accretion describes the col-
lection of evidence about the user from sources allowed to contribute to it. When an 
application needs to query the user model, the available and relevant evidence needs 
to be interpreted: this is resolution. The resolution confers considerable flexibility. 
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For the purposes of supporting user control, it is useful to identify the points in 
Figure 1 where the user may wish to exercise control. First, the user can exercise con-
trol at points shown by the lines flowing into the model: defining which evidence 
sources may contribute to their user model. The user may also control the classes of 
evidence allowed: explicit, observation, exmachina, stereotype and inference. The 
user can control the outflow arrows of the diagram. One mechanism operates in terms 
of which resolvers are available to an application. The user can also control which 
applications have access to particular classes of evidence, just as on the control of 
evidence into the model. For example, the user may allow an application to access 
only explicit evidence: then, the resolution process for that application only sees that 
class of evidence. Another level of control is in terms of the parts of the model, the 
components.  Applications will typically be restricted to subsets of the components in 
the model. The user may also want to be able to scrutinise how the model was used in 
the past and what values its components had in the past: for this the resolver opereates 
as it did at that time, ignoring later evidence. 

Although the basic ideas of accretion and resolution are quite simple, effective user 
interfaces to support it are not easy to build. They need to be designed so that they do 
not get in the way of the user's main goals and, at the same time, when the user wants 
to scrutinise, this has to be possible. Moreover, we would expect that most people will 
scrutinise their user models infrequently. The means the interface supporting scrutiny 
must be easy to learn. 

Finally, Figure 1 shows personalised applications, which employ parts of the user 
model information to drive their interaction with the user. If a user is to be in control, 
they need to be able to scrutinise the way this personalization process operates, as 
well as the user model.  This also poses interface design challenges, especially where 
the personalisation is complex. 

3   Some Existing Elements of PLUS 

The long term vision for PLUS is that the many sources of evidence about the user 
should be collected in that person's long term user model, with the user in control of 
what is allowed into the model as well as what and who can access it. In addition, the 
user model should be structured and, potentially, distributed with partial models 
available at the places that they are needed. We also need a collection of tools to sup-
port scrutability effectively, both for the user model itself and for personalised appli-
cations.  It will also be critical to find ways to support the adaptive hypermedia author 
to create scrutably personalised systems. This section describes some elements we 
have so far created as part of this vision. 

PLUS element: Personis-lite 
Early implementations of the core of accretion/resolution are described in [3, 4].  
More recently, we have created a light-weight implementation which we call Per-
sonis-lite. It operates as a library, used within applications. It has just two core opera-
tions: ask to request a resolved set of component values, where these can be arbitrary 
lists; tell to provide a piece of evidence for a component of the model, within a nomi-
nated user-model context. 
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PLUS element: Personis-plus 
Although Personis-lite is very simple, it has been used in several projects, some of 
which are described in the next section. Personis-plus provides two important exten-
sions. First it make the user model available as a server, essentially a new light-weight 
Personis [4], omitting its security model. This supports construction of a collection of 
distributed models. Personis-plus also offers active models: an active component has 
one or more rules associated with it. When the component changes, the triggers are 
evaluated, testing for an arbitrary pattern across any user model components. On a 
match, the rule action can be either a tell, adding evidence to a component of a model 
or a notify, which sends a message to a server, for example, informing an application 
of relevant changes in the model. In parallel with these enhancements on Personis-
lite, we have applied the same approach to modelling the elements of a ubiquitous 
computing environment: sensors, devices, services and places [5]. 

PLUS element: VCM 
VCM, the verified concept mapper [6] is an example of an elicitation interface. Essen-
tially, it is similar to a conventional concept mapping interface with some added func-
tions. When the user reaches a stopping point in the mapping process, they request 
analysis of the map. VCM then asks them questions about aspects that are important 
and appear to be missing. It also summarises its conclusions about the user. The prin-
ciple is that, once the user has completed the map, they are explicitly told what has 
been inferred about them, from that map. 

PLUS element: SIV 
SIV, Scrutable Inference Viewer [7], is our most mature exploration of an interface to 
a large user model.  It has been built upon VLUM, Very Large User Model Viewer 
[8], which has been demonstrated as an effective interface to models with up to 700 
concepts presented on the screen at once. SIV is structured by an ontology, providing 
a more effective and intuitive organisation of the display. It also supports ontological 
inference: in learning contexts, it is common to have much fine grained user model-
ling evidence and the ontology enables the learner to see inferred models of coarser 
grained aspects. This work is just one part of an increasing exploration of a variety of 
interfaces and visualisations for user models [9]. 

PLUS element: METASAUR 
This is a tool for marking up the metadata on learning objects. It makes use of SIV.. It 
is tightly linked to the user modelling, since it is helpful if there is a close correspon-
dence between the metadata and the user models created when learners interact with 
the associated learning objects. 

PLUS application: SASY, scrutably adaptive hypermedia 
SASY [10] has explored the challenges of supporting scrutable adaptation in hyperme-
dia where the adaptation process selectively includes or excludes content or links, 
based on boolean expressions on the user models.  Each SASY web page has a cell at 
the right showing the parts of the model that played a role in the personalisation on the 
current page. Each of these has a link labelled, Why? This brings up the Evidence Tool 
which gives an explanation of the value of the component in terms of the evidence that 
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determines its value. The Highlight Tool, also available at the right of each screen, 
changes the main adapted page to show which aspects were included for this user, 
along with the condition that caused the selection.  Similarly, omitted sections are indi-
cated. The profiles tool shows the user model, its possible resolved values, current 
value and an explanation of the meanings of the values. SASY content is created in its 
own XML variant called ATML, Adaptive Tutorial Markup Language. SASY provides 
a shell for creating adaptive hypertext which supports both scrutiny of the user model 
and the personalisation built upon it. 

PLUS application: JITT SATS 
SATS, Scrutably Adaptive Teaching System is a framework for building a tutor with 
variable teaching strategies and support for scrutiny of the teaching strategy as well as 
the user model. It was used as a base for JITT, the Just in Time Teaching System [11] 
which uses a workflow of a process in a workplace to structure delivery of learning 
content. The goal is that as people in an organisation need to know some aspect, as 
modelled in the workflow of a process they are working through, JITT presents the 
relevant material. If there are multiple paths through the workflow, the employee need 
only learn those aspects needed for the paths relevant to them. JITT has a scrutable 
user model on its profile page. For each workflow, it shows the associated concepts 
and a skillometer for the employee's knowledge of each. Alongside each is a link to a 
screen with the evidence for each and an explanation of how it was interpreted. JITT 
offers the user the option of changing the resolver, so that evidence is interpreted dif-
ferently. For example, one person may decide that certain classes of evidence are less 
important for them. JITT also offers the option of changing the teaching agent, select-
ing one from a set available. Like SASY, SATS is a step beyond just scrutability of the 
user model, in this case supporting scrutability and control over the teaching strategy. 

4   Demonstrator Applications 

This section describes some of the demonstrator applications that have been built with 
existing PLUS tools and the accretion/resolution approach. 

PLUS application: Reflect 
Reflect [12] is a particularly interesting exploration of scrutability. It adds a knowl-
edge layer to a teaching tool, Assess, which aimed to help students learn a complex 
design skill. It has two main parts: synthesis and analysis. The synthesis stage requires 
a learner to solve a program, for example writing a small program. In the analysis 
stage, the learner assesses this solution according to teacher-specified criteria. The 
learner then reads a set of example answers, assessing each of these. The system com-
pares student answers against those expected by the teacher, using this to model the 
learner's knowledge. Reflect makes use of Personis-Lite for the modelling and SIV to 
display one form of the learner model. 

PLUS element: MyPlace 
When people come to an unfamiliar place, they need information about the relevant 
elements in it. MyPlace is a mobile adaptive hypertext that provides a personalised 
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view of the relevant parts of a pervasive computing environment [5, 13]. Depending 
upon the user's existing knowledge of the environment and the aspects that they are 
interest in, MyPlace can present details of nearby sensors, such as Bluetooth sensors, 
services, such as printers the person is allowed to use, places, such as the rooms they 
need to know about and people they know. It allows blurring of people's location in-
formation if they want that. 

5   Research Agenda and Conclusions 

This brief outline of PLUS has concentrated on the underpinnings and the elements 
we have already built. There is much yet to be done: 

Privacy and security are essential elements [1] and these will be very difficult 
to deal with effectively, with research needed to find suitable user interfaces 
and interaction mechanisms that are practical and effective; 
Machine learning to build scrutable stereotypes since these are so useful and 
powerful for personalisation [14-17]; 
Pervasive computing, with user evidence, and possibly user models, embedded 
within environments is largely uncharted territory [18]; 
Ontologies will need to play a critical role, especially in supporting explana-
tions to users about the meaning of the user model components, as well as the 
more classical role of combining evidence by harmonising ontologies and pro-
viding scrutability of this; 
Interfaces to the details of the user model as we have begun to explore in SIV 
and others have been exploring [19, 20]; 
Interfaces to the user modelling evidence as JITT has partly done; 
Interfaces to the personalisation processes as in SASY and as has been done by 
Bull et al [19]; 
Tools to support authors of personalised hypermedia so that they can be scru-
table; 
Scalability and efficiency of the modelling, including management of deletion; 
Evaluation of the effectiveness of scrutability [21]. 

The core of scrutability is that people should be able to scrutinise their user model 
and to determine what is being personalised and how. Hand-in-hand with supporting 
scrutability is the possibility for user control. Essential for achieving scrutability is 
that systems are designed, at all levels, so that scrutability is kept in mind and the de-
signer is aware of trade-offs that include scrutability. 
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Abstract. Natural Language Processing (NLP) techniques ought to be
really useful for people building adaptive hypermedia (AH) systems. This
talk explores the gap between theory and practice, illustrating it with
examples of things that do (and don’t work), and it suggests a way
of closing the gap. The examples are mainly drawn from collaborative
work I’ve been involved with over the last decade, on a series of AH
systems using NLP: ILEX, SOLE, M-PIRO and Methodius. In theory,
NLP sub-systems should help find, filter and format information for re-
presentation in AH systems. So there ought to be lots of cross-fertilisation
between NLP and AH. It is true that some projects have effectively
brought them together; particularly on the formatting—or information
presentation—side, natural language generation systems have allowed
quite fine-grained personalisation of information to the language, inter-
ests and history of individual users. But in practice, NLP has been less
useful to AH than one might have expected. Now, one reason for this is
that the information to be presented has to come from somewhere, and
NLP support for AH authors is not as good as it should be. Arguably,
where NLP could really make a difference is on the finding and filtering
side. State-of-the-art information extraction tools can increase author
productivity, and help make fine-grained personalisation more practical.
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Abstract. Nowadays, personalization is considered a powerful approach for de-
signing more precise and easy to use information search and recommendation 
tools. Since the quality of the personalization provided depends on the accuracy 
of the user models (UMs) managed by the system, it would be beneficial en-
riching these models through mediating partial UMs, built by other services. 
This paper proposes a cross-technique mediation of the UMs from collaborative 
to content-based services. According to this approach, content-based recom-
mendations are built for the target users having no content-based user model, 
knowing his collaborative-based user model only. Experimental evaluation 
conducted in the domain of movies, shows that for small UMs, the personaliza-
tion provided using the mediated content-based UMs outperforms the personal-
ization provided using the original collaborative UMs.

1   Introduction 

The quantity of information available on the Web grows rapidly and exceeds our 
limited processing capabilities. As a result, there is a pressing need for intelligent 
systems providing personalized services according to user's needs and interests, and 
delivering tailored information in a way most appropriate to the user [10]. Providing 
personalized services to the users requires modeling their preferences, interests and 
needs. This data is referred in the literature as a User Model (UM) [8]. 

Typically, service providers build and maintain proprietary UMs, tailored to the 
application domain of the service and to the specific personalization technique being 
exploited. Since the accuracy of the provided personalized service heavily depends on 
the characteristics and quality of the UMs, different services would benefit from en-
riching their UMs through importing, translating and aggregating partial UMs, i.e., 
UMs built by other, possibly related, services. This can be achieved through media-
tion of partial UMs [2]. 

The main functionality of UM mediator [2] is to acquire partial UMs built by other 
service providers, and to aggregate the acquired UMs into a UM for the target service. 
Analysis of the state-of-the-art personalization techniques and application domains 
yields four groups of services that can potentially provide valuable partial UMs for 
building a UM for a service from domain d exploiting technique t: (1) services from d
that also exploit t, (2) services from d that exploit another technique t', (3) services 
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from another, relatively similar, domain d' that also exploit t, and (4) services from 
another, relatively similar, domain d' that exploit another technique t'.

Clearly, for the first group of services, the mediation of partial UMs is quite sim-
ple, as both the content and the representation of the UMs are similar. Although the 
mediation should still cope with semantic heterogeneity of the UMs, e.g., synonyms 
or multilinguality, this can be resolved through adapting the solutions proposed by 
the Data Integration community [3]. This is not the case for the second and third 
group of services. Mediation of the UMs, whether represented according to a differ-
ent personalization technique, or representing a different application domain, re-
quires identifying the relationships between the knowledge modeled by the source 
UMs and the knowledge required by the target UM. This can be achieved through 
exploiting a rich semantic Knowledge Base (KB), covering both the target and the 
source UMs, which will actually facilitate the translation of the 'overlapping' (i.e., 
stored by the source and needed by the target) parts of the UMs. The above two 
types of mediation will be referred to as cross-technique and cross-domain media-
tions1, respectively.  

This paper focuses on cross-technique mediation of partial UMs from collaborative 
filtering recommender systems, where a vector of explicit ratings on a set of objects is 
provided by a user [5], to a content-based UM, represented as a list of the user's pref-
erences [9]. The mediation exploits a KB facilitating the identification of commonal-
ities in positively or negatively rated objects, as derived by the collaborative filtering 
UM, and generalizing them into a weighted list of topics liked/disliked by the user.  

The proposed mediation mechanism was implemented, and its accuracy was evalu-
ated using EachMovie, a publicly available movie ratings dataset. IMDb database 
(The Internet Movie Database, http://www.imdb.com) was exploited for extracting the 
features of the rated movies, such as genre, actors, directors etc. Then, the UMs me-
diation was accomplished through translating the collaborative ratings, of the user to 
whom a recommendation is to be provided, into a weighted list of liked/disliked fea-
tures. The translation was based on the assumption that user's rating on a movie stead-
ily reflect her/his preferences of the features of the movies, such as preferred genre, or 
director. The generated UMs served as a basis for generating content-based predic-
tions. Two experiments were performed. The first was designed to fine-tune and op-
timize the predictions generation mechanism, while the second actually evaluated the 
accuracy of the predictions using the well-known Mean Average Error (MAE) metric 
[6]. Experimental results demonstrate high accuracy of the generated predictions, 
validating usefulness of the collaborative to content-based translation, and demon-
strating the applicability of cross-technique mediation of UMs. 

The rest of the paper is organized as follows. Section 2 briefly presents prior re-
search efforts on mediation and aggregation of UMs. Section 3 describes the proposed 
approach for cross-technique UM mediation and elaborates on translation of collabo-
rative filtering UMs to content-based UMs. Section 4 presents and discusses the ex-
perimental results, and section 5 concludes and presents future research topics. 

1 Note that currently our research does not deal yet with a combination of cross-technique and 
cross-domain mediations, since this would require multiple translations of partial UMs, which 
may 'contaminate' the original data. 
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2   Mediation and Aggregation of User Models 

Centralized generation of the UMs, as a composition of partial UMs stored by differ-
ent personalization services, is proposed in [7]. To accomplish this, each service 
maintains a mechanism for extracting the relevant parts of the central UM, and updat-
ing the central UM after the service is provided. A similar approach is discussed in 
[11], proposing to use Unified User Context Model (UUCM) for improving the partial 
UMs built by individual services. To provide personalization, services extract the 
required data from the UUCM, deliver the service, and update the UUCM. However, 
the centrality of the UM poses a severe privacy problem that should be resolved. 

In recommender systems, many prior works on hybrid recommender systems tried 
to integrate multiple techniques in the prediction generation process [4]. Hybrid re-
commenders usually combine two or more techniques to improve predictions accu-
racy, but they are not concerned with the conversion of UMs between the techniques. 
Other related approach is presented in [12], that integrates collaborative and content-
based techniques by basing collaborative-based similarity assessments on the content-
based UMs. In [1], the authors extract content-based UMs from collaborative UMs 
and use both of them for the purposes of the predictions generation. Conversely, the 
current work focuses on generation of pure content-based predictions, based solely on 
the UM provided by the mediator. As such, it can not be classified as a hybrid one. 

3   Collaborative Filtering to Content-Based Translation of UMs 

Collaborative filtering is probably one of the most popular recommendation tech-
niques. It recognizes cross-user correlations and generates predictions by weighing 
the opinions of similar users [5]. The input for the collaborative filtering is a matrix of 
users' ratings on a set of items, where each row represents ratings of a single user and 
each column represents ratings on a single item. Thus, collaborative filtering UMs are 
represented as ratings vectors UMCF={i1:r1, i2:r2, …, in:rn}, where every pair ik:rk,
corresponds to a real rating rk provided by the user on an item ik.

Content-based filtering [9] builds personalized recommendations by taking as in-
put: (1) the features of items that have been rated by the user, and (2) the set C of 
available items, not yet rated by the user, i.e., the candidate recommendations. The 
output recommendation is a subset of C, containing items whose features match the 
features of items which were preferred by the user. Content-based recommenders 
generate recommendations based on the set of features weighed according to a prede-
fined scale, such as like/dislike or a number between 0 and 1. Thus, content-based 
UMs are represented as a list UMCB={f1:w1, f2:w2, …, fn:wn}, where fk denotes one of 
the domain features and wk the level of the user's preference regarding this feature. 

For instance, a collaborative UM for movie recommendations is a collection of 
movies and their respective ratings, explicitly provided by the user. Consider the 
following sample UMCF={“The Lord of The Rings”:1, “The Matrix”:0.8, “Psy-
cho”:0.2, “Friday the 13th”:0, “Star Wars”:0.9, “The Nightmare”:0.1”, 
“Alien”:0.9}, built on a continuous scale of ratings between 0 to 1. Although a col-
laborative UM represents the user as a set of ratings, it can be recognized that the user 
likes science-fiction movies, and dislikes horror movies. Thus, content-based UM of 
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the user may be similar to UMCB={science-fiction:0.9, horror:0.1}, where the genre 
weights are computed as an average of the ratings given to the movies in this genre. 
Similarly to the genre weights, also the weights of other features, such as, directors 
and actors can be computed.  

To handle the translation of collaborative UMs into content-based UMs, a rich 
movies' KB is needed for identifying the content of the movies, and providing the 
required lists of genres, actors, directors, and so forth. In this work, an offline version 
of the IMDb movie database (http://www.imdb.com) served as the translation KB. 
IMDb provides information in 49 feature categories, such as genre, actors, directors, 
writers, cinematographers, composers, keywords, languages, etc. For the sake of sim-
plicity, only 7 feature categories were used in this work: genres, keywords, actors,
actresses, directors, production countries and languages, as these categories seem to 
most affect the user's decision in selecting a movie. 

Translating collaborative UMs to content based UMs takes the user's ratings vector 
as an input. Since different users may express their ratings in different ways (e.g., 
rating 4, provided by a user whose average rating is 2 should be treated differently 
than rating 4 provided by a user whose average is 3.5), users' ratings were normalized 
in order to eliminate individual differences between users. This was done by subtract-
ing the average rating of the user from the provided ratings.  

For each movie rating in a collaborative UM, a list of a movie's features (in the 
above categories) was extracted from IMDb. The weights of the features were up-
dated according to the normalized rating of the movie, provided by the collaborative 
vector. In other words, the normalized rating of the movie was added to the weights of 
all the movie genres, actors and directors involved in the movie (and similarly for all 
the remaining categories). In addition, the number of occurrences for each feature, 
i.e., the number of movies rated by the user and having that feature was recorded.  

For example, consider the rating “Star Wars”:0.9, given by a user whose average 
rating is 0.6. According to the IMDb, the genres of “Star Wars” are action, adven-
ture, fantasy and science-fiction. Thus, the existing weights of these four features are 
increased by 0.3. Similarly, the weights of the movie director George Lucas, and all 
the actors involved in the movie are increased by 0.3. The number of occurrences for 
the above genres, George Lucas, all the actors and other features is increased by one. 

After the content-based UM is generated, the user is modeled as a set of weights 
{wi(1) , …, wi(k)} for a subset of size k (depending on the user) features available in the 
7 categories, and corresponding feature frequencies {ci(1), …, ci(k)}. Hence, a predicted 
rating for a movie m can be generated by extracting from IMDb all the relevant fea-
tures of m and computing the prediction as a weighted average of the weights of the 
features that are both in the UM and in the movie description: 
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where F(u) are the features in the user model and F(m) are the features in the movie 
model. Finally, a movie with the highest prediction is recommended to the user.  

Note that the predictions are generated solely based on content-based UM, which is 
derived from the collaborative UM. As such, the predictions mechanism is capable of 
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building content-based predictions regardless of the number of ratings available for 
the given movie. Therefore, this approach resolves the well-known first-rater problem
in collaborative filtering [5], where an item cannot be recommended unless it was 
already rated by a sufficient number of users. Nevertheless, as a pure content-based 
recommender, it may suffer from an inherent serendipity problem, i.e., it can recom-
mend only movies that are similar to the movies already rated by the user. 

3.1   Fine-Tuning of the Prediction Mechanism 

Although the proposed mechanism is capable of generating predictions regardless of 
the number of available ratings on a movie, it may suffer from instability (i.e., unde-
sired fluctuations affected by minor factors). Since IMDb contains a lot of informa-
tion for each movie, content-based UMs built from collaborative UMs containing a 
dozen of ratings only include thousands of features of actors, actresses and keywords 
occurring only once. This is explained by the fact that hundreds of actors and ac-
tresses are involved in every movie, while the number of genres or directors is at most 
3-4. As the UM accumulates movie data, the number of such once-occurring features 
increases, and they add noise to the prediction mechanism by becoming a dominant 
factor and 'blurring' the important features. In addition to once-occurring features, 
content-based UMs typically store a large number of neutral features, i.e., features to 
which the user is indifferent, which are sometimes rated positively and sometimes 
negatively. As a result, their weight is close to 0, regardless of the number of occur-
rences in the UM. Similarly to once-occurring features, a large number of neutral 
features also adds noise to the prediction mechanism by 'blurring' the differentiating
features. 

To filter the influence of once-occurring and neutral features, two thresholds were 
defined: (1) min-occurs – minimal number of occurrences for a feature, and (2) confi-
dence – minimal weight of a feature. The prediction mechanism was modified to take 
into account only those features, that occur at least min-occurs times, and whose 
weight is above confidence or below -confidence threshold. However, the weight of a 
feature depends on the number of occurrences of the feature. Thus, a normalized 
weight of the features was computed by dividing the weight of a feature in the con-
tent-based UM by the number of occurrences of that feature. The following pseudo-
code describes the fine-tuned recommendation generation process: 

We note that the proposed prediction mechanism assigns equal weights for features 
across different categories, i.e., there is no additional weighing factor that reflects the 
importance of a category. Although the weighing issues are important, they fall beyond 
the scope of the current work. 

Recommend (Content-Based-UM u, set-of-movies M )
  foreach m∈M
     retrieve F(m) = set-of-feature of m 
     for each j∈F(m)
        if j∈F(u) AND |norm-w

j
|>confidence AND c

j
>min-occurs

     take j into account for prediction of rating(m) 
     compute rating(m) 
  return m with maximal predicted rating(m)
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4   Experimental Results 

The above collaborative to content-based translation was tested over publicly avail-
able EachMovie dataset (http://research.compaq.com/SRC/eachmovie/). EachMovie 
is a collaborative filtering dataset, storing 2,811,983 ratings between 0 and 1 of 
72,916 users on 1,628 movies. In our experiments, we selected a subset of 1,529 mov-
ies, which were identified in IMDb, and 47,988 users whose variance of ratings is not 
0 (i.e., the ratings are not identical) that rated more than 10 movies. Thus, a total 
number of 2,667,605 ratings were obtained, producing a sparse dataset with a sparsity 
of 3.64%. Most of the users in the dataset rated relatively few movies. Table 1 shows 
the distribution of the number of rated movies among the users: 

Table 1. Distribution of ratings among the users in the dataset 

rated 
movies 

0
to
25

26
to
50

51
to
75

76
to

100

101
to

125

126 
to

150

151 
to

175

176 
to

200

201 
to

225

226 
to

250

251 
to

300

301  
to

500
over 
500

number 
of users 

17,321 13,788 6,514 3,609 2,302 1,349 887 609 441 327 358 436 47 

The first set of experiments was designed to fine-tune the prediction mechanism by 
selecting the most appropriate values for the confidence and min-occurs thresholds. 
To accomplish this, one of the thresholds was set to a constant, while the values of the 
second were gradually modified. For each value of the modified threshold, a subset of 
1,000 users that rated at least 100 movies was selected, and for each one of them, 90%
of the ratings were defined as the training set and the remaining 10% as the test set. 
Then, the collaborative UM was translated to the content-based UM, using only the 
ratings contained in the training part, and predictions for the movies in the test set 
were built according to the above prediction mechanism. Accuracy of the predictions 
using the given threshold values was evaluated by the well-known MAE metric [6]. 

To find the most appropriate value of confidence, min-occurs threshold was set to 
min-occurs=2 for all the categories, and the values of confidence threshold were 
gradually increased from 0 to 0.5. To provide an initial indication for different relative 
importance of different categories, the predictions were generated in two ways: (1) 
using features from all 7 categories, and (2) using features from all the categories, 
except keywords. We note that a high confidence threshold reduces the number of 
features in a UM and therefore ratings of some movies cannot be predicted. Hence, 
for each value of confidence, the prediction rate (i.e., the percentage of movies whose 
ratings were predicted) was computed. Figure 1 illustrates the results of the experi-
ments. The horizontal axis shows the values of confidence threshold, and the vertical 
– the MAE and prediction rate values. The dotted curves show the prediction rate 
values, while the continuous ones the MAE. The dark curves show the results based 
on 7 categories, while the light curves are based on 6 categories, excluding keywords.

As can be seen, MAE values initially slightly decrease with the confidence, and 
then monotonically increase. This is explained by the influence of neutral features. If 
the confidence threshold is low, and neutral features are not filtered, they add noise to  
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Fig. 1. MAE and prediction rate vs. confidence threshold 

the prediction mechanism and the MAE is higher. When the confidence increases, 
neutral features are filtered and MAE decreases. However, high values of the confi-
dence filter also differentiating features, and MAE increases again. Thus, confi-
dence=0.025 was chosen as an optimal value, where the MAE is minimal and  
prediction rate is high (over 0.99). Prediction rate monotonically decreases with 
confidence, since when more features are filtered, the task of generating a predic-
tion is harder to accomplish. Note the difference between the experiments including 
and excluding the keywords features in prediction generation. Both metrics of MAE 
and prediction rate show that it is beneficial to take the keywords into account.  

After determining the value of confidence threshold it was used for choosing the 
optimal value of the min-occurs threshold. Considering min-occurs, we observed two 
different situations corresponding to two types of categories. For the first one, such as 
genres or languages, the number of possible features is low. As a result, the min-
occurs threshold is relatively high. For the second, such as actors or keywords, the 
number of possible features is very high, and the min-occurs threshold is low. The 
categories were separated, and the same methodology was used to determine the op-
timal min-occurs value for each category. The value of the confidence threshold was 
set to 0.025, and the values of the min-occurs thresholds were gradually modified to 
determine the optimal threshold. Note that for each category, a separate experiment 
was conducted where the predictions were generated based only on the features of this 
category, and MAE and prediction rate values were computed as a function of the 
min-occurs threshold. The experiment was conducted for the same 1,000 users that 
rated at least 100 movies. Due to a lack of space, figure 2 illustrates the results of the 
experiments for two representative categories: genres (left) and keywords (right). In 
both experiments, the horizontal axis shows the percentage of the rated movies con-
taining the given feature and the vertical – the MAE and prediction rate values. 

The results show that for the genres category, MAE monotonically increases with 
min-occurs. Thus, filtering of genres features hampers the accuracy of the generated 
predictions, and practically, any feature from this category is valuable. This means 
that the optimal min-occurs threshold for the genres category is 0. Conversely, the 
keywords MAE curve behaves similarly to the confidence curve. It initially decreases 
with min-occurs, filtering the noisy features, and then monotonically increases, as for 
a higher min-occurs threshold, also important features with a high number of occur-
rences are being filtered. As for the prediction rate, it monotonically decreases with 
min-occurs. Similarly to the confidence threshold, this is explained by the fact that the 
high threshold filters important features, and the prediction generations are harder.  
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Fig. 2. MAE and prediction rate vs. min-occurs threshold for genres (left) and keywords (right) 
categories

Similar behavior was also observed for other categories. For categories with a 
small number of possible features, such as production countries and languages, any 
filtering hampers the MAE, and therefore, the optimal min-occurs threshold is min-
occurs=0. For categories with a large number of features, such as actors, actresses
and directors, initial filtering improves the MAE, whereas additional increase of min-
occurs threshold causes the MAE to monotonically increase. The following table 
summarizes the optimal values of the min-occurs threshold for different categories: 

Table 2. Values of min-occurs threshold for features from different categories 

category genres keywords actors actresses directors countries languages 

min-occurs (%) 0 12 2 1.2 0.45 0 0 

The determined min-occurs and confidence thresholds were applied in the second 
set of experiments, designed to compare the original collaborative and content-based 
recommendations. In principle, the collaborative and content-based recommenders are 
designed to recommend different types of movies. A collaborative recommender will 
recommend movies rated positively by similar users, while a content-based – movies 
similar to the movies that were rated highly by the user. Thus, the best experiment 
would be generating sets of recommended movies and conducting user studies evalu-
ating these sets. Since we were unable to conduct such experiments, the accuracy of 
the generated predictions was compared using the MAE metric [6]. 

For this experiment, the users in the dataset were again partitioned into 12 groups of 
users, according to the number of rated movies2. 325 users were selected from each 
group, and the collaborative UM of each selected user was partitioned to 90% training 
set and 10% test set. Then, two types of predictions were generated: collaborative pre-
dictions based on the collaborative training set UM, and content-based predictions based 
on the translated content-based UM. For each group, collaborative and content-based  

2 In the first experiment, we selected 1,000 users that rated at least 100 movies. For the second 
experiment, we defined 12 groups of 325 users each, a total of 3,900 users. Although there is 
overlapping, it is partial, and it is only for groups of users with over 100 rated movies. 
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prediction vs. the number of rated movies in the UM 

MAE values were computed. Figure 3 shows the MAE values. The horizontal axis 
reflects the number of users in a group, while the vertical axis stands for the MAE. Due 
to the lack of space, MAE values of the first 6 groups only are shown. 

The chart shows that the MAE of content-based predictions for the UMs containing 
below 50 movies is relatively low, approximately 0.17. This is explained by the ob-
servation that for a low number of rated movies in the UM, it is easy to find the 
weights of differentiating content-based features, while the number of neutral features 
is still low, and they do not dominate in the predictions generation. For larger UMs, 
between 50 and 100 movies, the MAE increases with the number of rated movies. We 
conjecture that this happens due to a larger number of neutral features, which hamper 
the accuracy of the generated prediction. Finally, for UMs with over 100 rated mov-
ies, the MAE stabilizes at approximately 0.22. For most of the groups, the prediction 
rate is over 0.99 (except the group of less than 25 movies, where it is 0.974). This 
means that predictions can be computed for almost every movie.  

Comparison of the content-based and collaborative MAE values shows that for be-
low 50 rated movies in the UM, pure content-based prediction based on the translated 
artificial UMs outperforms collaborative predictions, based on the original UMs. 
According to table 1, 64.8% of the users in the dataset rated up to 50 movies. Thus, 
improving the predictions accuracy in this range is extremely important. Since the 
accuracy of the collaborative predictions for this size of the UMs is quite low, transla-
tion of the UMs and further content-based predictions provide a solid alternative tech-
nique. For a larger number of rated movies in the UMs, collaborative predictions 
outperform the content-based ones. However, the difference in the MAE is smaller 
than 0.05, which indicates a reasonable performance of content-based predictions. We 
conjecture that weighing categories and specific features may significantly improve 
the accuracy of content-based predictions also for larger UMs. 

5   Conclusions and Future Research 

This work presents cross-technique mediation of UMs and demonstrates the feasibil-
ity of translating from collaborative to content-based UMs, allowing a content-based 
recommender to generate recommendations for a new user, whose UM was imported 
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from a collaborative recommender. The experimental study first focused on determin-
ing the thresholds which filter out irrelevant and neutral features. Then, the thresholds 
were applied and the accuracy of the generated content-based predictions was evalu-
ated and compared to the accuracy of the original collaborative predictions. The ex-
periments showed that for a small number of rated movies in the UMs (typical for 
most users), the accuracy of content-based predictions is higher than that of collabora-
tive-based prediction. This leads to the conclusion that cross-technique mediation of 
the UMs is feasible, and can also improve the quality of the personalization provided. 

The discussed prediction mechanism is quite simple, as it assigns equal weights to 
different categories of the UM data. In the future, we plan to exploit various learning 
techniques to infer the weights of the categories and specific features within the cate-
gories. We believe this will significantly improve the accuracy of the personalization 
provided and strengthen the proposed cross-technique mediation. We also plan to 
extensively evaluate the proposed approach for other cross-technique mediations 
(e.g., the reverse translation, from content-based to collaborative UMs) and in differ-
ent application domains. 
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Abstract. Adaptive Educational Hypermedia Systems have the potential to de-
liver instruction tailored to the characteristics of each student. However, despite 
many years of research in the area, these systems have been used only in a few 
real learning situations. Reasons for this include their use of proprietary seman-
tics in the definition of adaptivity and educational elements, and their lack of in-
teroperation among courses and applications. We claim that an option to over-
come these issues is to annotate adaptive rules, techniques, and learning ele-
ments using a common notational method, the IMS Learning Design (IMS LD). 
This paper presents a novel approach to define adaptive learning designs and, 
particularly, how adaptive hypermedia techniques and adaptive rules can be 
modelled by means of IMS LD. 

1   Introduction 

Research in the area of Adaptive Educational Hypermedia Systems (AEHS) has been 
conducted since 1996. Nevertheless, their application in real learning situations is 
rare. Reasons for this include their high cost of production, lack of credible evidence 
of their benefits, and limited subject matter coverage [17]. Additionally, these systems 
have been designed in such way that they cannot reuse or exchange educational ele-
ments, adaptive strategies, contents or adaptive rules.  

An alternative to solve these problems is to model predefined rules, techniques, 
and learning elements using the IMS Learning Design specification (IMS LD) [11]. 
This will emphasize the importance of instructional strategies in AEHS, and could 
guide the description of pedagogical approaches tailored to both students’ characteris-
tics and knowledge properties. To support this argument, this paper outlines our work 
in the definition of Adaptive Learning Designs (ALD), which are designs with adap-
tive characteristics that can be modelled by means of IMS LD.  

The rest of this paper is structured as follows: first, it reviews IMS LD and explains 
how it can be used to model elements and adaptive hypermedia techniques. Then, it 
presents the concept of ALDs, an authoring tool developed for defining them, and an 
evaluation performed to verify their adaptivity behaviour. Finally, it discusses the 
drawbacks of using IMS LD in the definition of adaptivity, mentions related work, 
and exposes conclusions.   
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2   IMS Learning Design (IMS LD) 

The objective of the IMS LD specification is to provide a framework of elements that 
can describe in a formal way any design of the teaching and learning process. Fig. 1 
shows the hierarchically order of its main elements. The asterisk (*) represents that an 
element may occur more than once. 

 

Fig. 1. IMS LD main elements 

One of the most promising features of IMS LD is its potential to annotate adaptation 
characteristics based on learner’s preferences, pre-knowledge, and/or educational needs. 
This specification includes –in its Level B of compliance– elements like properties to 
store information about users, global elements to set and view the information of the 
properties, monitor services to read the properties, and conditions to manage and change 
the value of the properties [16]. Moreover, it includes specific elements for adapting 
learning activities, acts, plays, etc., such as <conditions> (which includes elements as 
<if>,<show>,<hide>), <when-property-value-is-set>, and <when-condition-true>. 

3   AEHS and IMS LD 

When IMS LD is used to structure and annotate the learning process, this specifica-
tion can be seen as an ontology of the process [15], where a clear separation between 
the learning flow and its components (i.e. learning activities, resources, etc.) exists. 
Therefore, the use of IMS LD in AEHS guarantees the semantic description of its 
components and of the learning process. Likewise, the defined elements could be 
exchanged and reused among different AHES or applications compliant with IMS 
LD, and/or be modified, run and stored in IMS LD compliant tools. 
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3.1   Elements for Performing Adaptivity Using IMS LD 

Elements for performing adaptivity using IMS LD are primarily a conjunction be-
tween two elements of IMS LD: <properties> and <conditions>. Table 1, which takes 
into account the learning conditions stated by Koper [14] and the elements for per-
forming adaptivity proposed by Brusilovsky [4] and Kobsa et al. [13], presents a set 
of elements that can be used to perform adaptivity. Generally, these elements can be 
modelled using the IMS LD <property> element, but media characteristics are more 
suitable to be modelled using IMS LOM [12] elements, since this specification has 
elements that describe this kind of characteristics. 

Table 1. Elements for performing adaptivity using IMS LD 

Category Options Data type Examples 
[LO] Learning 
Objectives 

 String, Boolean Knowledge, skills, attitude, 
competence 

Age Integer  [LD] Learner 
Demographics Language String, Boolean Spanish, English, Dutch 

Pre-knowledge, 
Profile 

String, Integer,  
Boolean, Percentage [LC] Learner 

Characteristics Learning style String, Boolean Sensitive/intuitive, vis-
ual/verbal, sequential/global [9] 

Level of detail String, Boolean Basic, medium, high 
Learning style String, Boolean  
Level of inter-
activity type 

String, Boolean Linear/interactive [LP] Learner 
Preferences 

Learning strat-
egy 

String, Boolean Theory/practice; learning by 
example/learning by doing 

Technical  
characteristics 

Boolean, Integer OS, bandwidth, hardware 

Communication String, Boolean Synchronous/asynchronous 
Media type String, Boolean Video, text, graphic 

[MC] Media 
Characteristics 

Interactivity 
type 

String, Boolean Linear/interactive 

3.2   Adaptive Hypermedia Techniques and IMS LD 

Plays, acts, role-parts, activity sequences and learning activities can be adapted if IMS 
LD elements such as <conditions>, <hide>, <show>, <properties>, or <on-
completion> are included to show certain learning activities, or to annotating learning 
sequences for adaptive navigation support (using the XHTML “class” attribute to 
annotate links). 

For instance, Table 2 shows how some adaptive techniques [4] can be modelled 
using IMS LD. The elements on the third column, which contains the elements for 
performing adaptivity, are equivalent to those defined on Table 1 (i.e. the first col-
umn of Table 1 shows the meaning of the categories included on the last column of 
Table 2). Also, a prerequisite ([PRE]) element is included; this means that the adap-
tivity technique could be performed if the prerequisite of the learning activity has 
been completed.  
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Table 2. Adaptive Techniques and IMS LD 

Adaptive  
Technique 

Element Elements for performing  
adaptivity (properties) 

Direct guidance Play | Act | Role-Part | Activ-
ity Sequence 

[LO] | [PRE] | [LC] | [LP] | [LD] | [MC] 

Curriculum  
sequencing 

Play | Act | Role-Part | Activ-
ity Sequence 

[LO] | [PRE] | [LC] | [LP] | [LD] | [MC] 

Show/Hiding links Play | Act | Role-Part | Activ-
ity Sequence | Learning 
Activities  

[LO] | [PRE] | [LC] | [LP] | [LD] | [MC] 

Link annotation Play | Act | Role-Part | Activ-
ity Sequence | Learning 
Activities 

[LO]| [PRE] | [LC] | [LP] 

Inclusion of pages Play | Act | Role-Part [LO]| [PRE] | [LC] | [LP] | [LD] 

4   Definition of Adaptive Learning Designs (ALD)

ALDs, which are semantically structured according to IMS LD, are learning designs 
that consider a set of predefined characteristics (i.e. knowledge, learning styles, etc.) 
in order to deliver personalized learning flows.  

By means of a Lego metaphor [2], ALDs aim at combining the personalization and 
reusability characteristics of IMS LD. Each element of IMS LD (see Fig. 1) –such as 
learning objectives, prerequisites, learning activities, activity structures, methods, 
personalization properties, and adaptive rules (i.e. conditions)– is defined and stored 
as a separate object. This allows authors to reuse and interchange a complete ALD, 
but also each one of its elements. For instance, the learning object LO-v can be at-
tached to the learning activity LA-w or to LA-x. Then, LA-w can be included into 
adaptive rule RUL-x or into RUL-y. In this manner, components can be reused and 
exchanged among different AEHS, applications and tools, and the definition of a new 
method of instruction does not imply to annotate learning activities, objectives, etc., 
that have been created before for other ALDs.  

4.1   HyCo-LD: The Authoring Tool for ALD 

In order to have an ALD authoring tool, we extended the functionality of a tool that 
supports the creation of hypermedia learning materials, the Hypermedia Composer 
(HyCo) [10]. This new tool, called HyCo-LD, follows the Lego metaphor explained 
before. Therefore, every element is defined independently from each other.  

Furthermore, thanks to HyCo authoring facilities, learning objectives, prerequi-
sites, learning activities, feedbacks, and learning contents can be defined as hyper-
media resources (that could include URL, graphics, videos, and so on) and, later on, 
attached to ALDs elements. 

For validating and running an ALD, HyCo-LD integrates the IMS LD engine Cop-
perCore [5]. This means that HyCo-LD validates and generates the users and roles 
that this engine requires, and delivers an ALD through the CopperCore player. With 
this option designers can test how an ALD will behave, and students can have a 
straightforward option to interact with it. 
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Due to lack of space, this paper does not explain the definition of each element of 
ALDs. It focus on how adaptive rules can be created using HyCo-LD. A learning 
scenario modelled by means of an ALD can be found in [1]. 

4.2   Authoring Adaptive Rules for Novice Users 

HyCo-LD has a wizard [3] for supporting novice users in the definition of basic adap-
tive techniques that can be managed as separate objects and included into learning 
methods. This wizard follows the definition of adaptive techniques described on 
Table 2, and the elements for performing adaptivity grouped on Table 1.  

Fig. 2. Wizard to create adaptive hypermedia techniques 

Fig. 2 shows the interface of the wizard. In the first tab (Attributes, type and level; 
“Atributos, tipo y nivel” in the interface) the type of the technique should be indicated 
(e.g. direct guidance) and its name and level (e.g. play, activity sequence or learning 
activity). Then, in the next tab, authors should select the element that will be the base 
of the adaptivity. The options are presented on Table 1 (elements for performing 
adaptivity), therefore, if the author selects a category option (i.e. second column of 
Table 1) (based on; “basado en” in the interface) then the list box will display the 
elements that contain that category (i.e. third column of Table 1). Afterwards, authors 
need to indicate the operation (“operación”), data (“datos”) and value (“valor”) of the 
selected element, as well as the value of the property (“propiedad”) that will be taken 
into account to perform the adaptive technique. 

4.3   Authoring Adaptive Rules for Expert Users 

The definition of properties is not restricted for expert users. They can define direct 
guidance techniques using an expression-builder tool (see Fig. 3) that permits the 
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creation of adaptive rules based on the IMS LD element <conditions> and its sub-
elements using the following formalism (BNF notation): 

<adaptive-statement> ::= IF <condition> THEN <action> (1) 

<condition> ::= <operator-set> [ <property> | <role> ] <value> (2) 

<action> ::= [<show> | <hide>]  <element-set> (3) 

<operator-set> ::= [<is member of role> | <is> | <greater than> | <divide> 
|<multiply> | <subtract> | <is not> | <sum> | <less than> | <no value> |<complete>] (4) 

<element-set> ::= [<learning activity> | <activity structure> | <play>] (5) 

<value> ::= [<integer> | <string> | <boolean> | <percentage>] (6)

Using this formalism, the expression-builder tool guides authors in the definition of 
adaptive rules. It shows a set of boxes that contain the operations (“operador” in the 
interface), properties (“propiedad”), roles (“roles”), and the elements created before 
that can be selected to define an adaptive rule: learning activities (“actividades de 
aprendizaje”), activity structures (“estructuras de actividades”), and plays 
(“ejecuciones”). From these boxes authors select the element they want to include in 
the rule. The tool guides them showing only the operator, property or element that can 
be chosen in each part of the rule. 

4.4   Example of Authoring Adaptive Rules for Expert Users 

To exemplify the creation of adaptive rules for expert users, we will define an adap-
tive rule that considers if the profile of the student is Sciences (e.g. s/he has studies on 
Computer Science) in order to present her or him a particular learning activity. 

The first step is to define the personalization property that represents the variable 
(i.e. profile) that will be considered to adjust the learning flow, as well as the learning 
activity that represent the task that will be performed in order to reach a learning ob-
jective. By means of HyCo-LD authors can define these elements using the IMS LD 
specification [1]. To define personalization properties is necessary to indicate their 
title, URI, data-type, restrictions, initial-value, and metadata. For the example stated 
above, the title of the personalization property is “PP-Profile”, its data-type “String”, 
its restrictions “Sciences” or “Other”, and its initial-value “Sciences”.  

To define learning activities in HyCo-LD is necessary to indicate their title, com-
plete activity options, learning objectives, prerequisites, a description of the activity, 
and its feedback. For the example stated above, the title of the learning activity is 
“A.2. Basic concepts”, it will be considered completed when the student decides, and 
its content and feedback have been defined as hypertexts using HyCo. 

Once these elements have been created they can be included in the adaptive rule. 
By means of the expression-builder tool the adaptive rule can be created by select-
ing the personalization property defined previously (“PP-Profile”) and indicating 
that its value (“valor” in Fig. 3) has to be “Sciences” to perform the adaptation rule  
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Fig. 3. Expression-builder tool to create adaptive rules 

(“Ciencias” in Fig. 3). Then, the learning activity “A.2. Basic concepts” (“A.2 Con-
ceptos básicos” in Fig. 3) should be chosen. Finally, it is necessary to save the rule 
(“RUL-2. Estudiante-Ciencias” in Fig. 3). In this way, it can be included in differ-
ent ALDs. 

4.5   Evaluation of ALDs 

A study to test an ALD was performed in a postgraduate course of the University of 
Salamanca. We choose a course directed to students from a wide range of backgrounds 
(e.g. computer science, education, social sciences, etc.) that will help us to test an 
ALD, its adaptivity behaviour, and the students’ opinion about the learning experience. 

We used HyCo-LD to design an ALD for the lesson “Introduction to Learning 
Technology”. The ALD contained an act for each topic of the lesson: learning objects, 
metadata, repositories, and learning technology standards and specifications. Each 
one of them contained activity sequences that included the content of the lesson and 
learning activities. These activities were designed to motivate students to define ex-
amples of learning objects, to look for learning objects in repositories and to discuss 
the benefits and limitations of learning technologies. 

We used the wizard to define a direct guidance technique that considered the pre-
requisites and the initial knowledge of the student, in order to present learning activi-
ties according to her/his characteristics. If the student did not have knowledge about 
the creation of learning materials for web-based courses then an introductory learning 
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activity was suggested. Likewise, if the student knew markup languages (i.e. XML), 
then s/he had to perform a learning activity that required the use of metadata to iden-
tify a learning object according to the IMS LOM specification. 

We also used the expression-builder-tool to depict an adaptive rule that showed a 
complementary topic once the student had finished all the learning activities of the 
ALD. First, the learning content of the lesson was presented and, when the student 
selected the option “completed”, the learning activities were displayed. Once the 
learning activities were done, the next topic of the lesson was shown. 

Students interacted with the ALD using the CopperCore player integrated in 
HyCo-LD. When they finished the lesson, which took them around three hours, we 
asked them to fill out a questionnaire aimed to collect feedback about various aspects 
of the ALD and its adaptivity behaviour. Out of 13 students in the class, 8 answered 
the questionnaire. The answers analysis established that 75% of the students regarded 
the lesson adequate to their initial knowledge and profile. The same percentage of 
students judged that the learning activities were helpful to understand the topic. How-
ever, 63% of them replied they would prefer to have control of the learning flow and 
be able to choose what activities perform first and in what order. 

5   Discussion 

Although IMS LD can be used to model ALDs, designing more complex adaptivity 
behaviour is not easy. For instance, the definition of the roles is static. They cannot be 
defined according to students’ characteristics and they do not have properties that al-
low distinguishing between types of roles. Also, as IMS LD does not deal with content, 
it is not possible to define adaptive presentation techniques. Moreover, in IMS LD it is 
difficult to support multiple overlapping interactions, enforce the learning flow, and 
change the learning strategy [18] or the adaptivity conditions once a IMS LD package 
has been delivered (due to its “manifest-centred” representational schema). 

The Lego metaphor and its implementation in HyCo-LD might be an option to 
avoid the creation of the same elements (e.g. learning activities, adaptive rules, etc.). 
One step further is distributing the repositories that store these elements on different 
servers and define adaptive conditions outside the ALDs (e.g. URL anchoring to 
different conditions). This might be a solution that will permit to change adaptivity 
conditions during the interaction and to store them outside the learning designs. In 
consequence, this kind of dynamic adaptation will modify the current learning design 
behaviour: from “system to student” to “student to system”. 

6   Related Work 

The work presented in this paper is related to the authoring of AEHS where a separation 
between the learning flow and its components exists. A well known example in this 
domain is the LAOS model [6] that consists in five layers: domain model, goals and 
constraints model, user model, adaptation model, and presentation model. However, as 
it is based on AHAM [8], the pedagogical strategies are defined inside the adaptation 
model; as a result, it does not clearly separate the pedagogical strategies and the adapta-



 Authoring Adaptive Learning Designs Using IMS LD 39 

tion rules. Furthermore, the grammar for authoring adaptive rules [7] is proprietary – it 
might be difficult for authors without computer background–, and does not consider the 
use of learning technology specifications. Finally, it uses a set of semantics that makes 
impossible the reuse and interoperation of learning elements or adaptation rules among 
AHES or applications that do not use the proposed model. 

Our approach, in contrast, uses a common notational method that separates the 
learning elements, adaptivity rules and pedagogical strategy in order to favour their 
reuse in systems and applications compliant with IMS LD. Moreover, it provides two 
ways for supporting novice and expert users in the definition of adaptive behaviour. 

Other area related to the work presented in this paper is the use of IMS LD to cre-
ate predefined rules and declarations for adaptivity. In this area, the aLFanet project 
[19] aim at offering intelligent adaptivity capabilities in a learning management sys-
tem. Although this project investigates many aspects that are not related to our work 
(e.g. agents, runtime adaptation, etc.), the aLFanet LD Editor, as our proposal, closely 
represents the IMS LD structure. However, the authoring process does not consider 
the definition of adaptive techniques as our proposal does. 

7   Conclusions and Future Work 

A common notational method is needed for pushing forward the benefits of adaptivity 
and AEHS for a wide range of applications and systems. Although IMS LD is in its 
early phases of development and dissemination, it might be an option. One could argue 
that it is not intended for adaptivity and that it is more appropriated to develop a particu-
lar notational method. However, the dissemination of a particular notational method is 
not likely to be as widespread as specifications proposed by an international consortium, 
and there are fewer chances that commercial products will use it than employ IMS LD.  

Currently, we are analysing the improvements HyCo-LD might need to make eas-
ier the creation of ALDs (e.g. templates, copy learning activities with other names, 
automatically create a learning activity from HyCo content, and so on), as well as 
designing new options for defining adaptivity and providing generalizations of these 
definitions. Then, we will perform experimental studies to evaluate the appropriate-
ness of this tool for the authoring of ALDs. 
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Abstract. Conversational recommender systems adapt the sets of prod-
ucts they recommend in light of user feedback. Our contribution here is
to devise and compare four different mechanisms for enhancing the di-
versity of the recommendations made by collaborative recommenders.
Significantly, we increase diversity using collaborative data only. We find
that measuring the distance between products using Hamming Distance
is more effective than using Inverse Pearson Correlation.

1 Introduction

Recommender systems suggest products, services or information sources to their
users. They differ in the way they find the items they recommend:

Content-based systems: The system stores a description of each available
item. A user describes the item that she wants as a query or she describes
the kinds of items that she likes as entries in a user profile. The system
compares the user’s descriptions against the store of item descriptions and
recommends items that match.

Collaborative systems: Item descriptions are not used. A user’s profile stores
user opinions against item identifiers. The system compares other users with
the active user and recommends items that were liked by users whose profiles
are similar to the active user’s profile.

Recommender systems differ also by the extent to which they engage in dialogue
with the user:

Single-shot systems: In response to a user request, the system delivers a set
of recommendations. Each request is treated independently of previous ones.

Conversational systems: Users elaborate their requirements over the course
of an extended dialogue. In particular, the user can supply feedback on the
recommended items. Her feedback influences the next set of recommenda-
tions.
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Table 1. A ratings matrix

Ann Bob Col Deb Edd Flo
Cape Fear ⊥ ⊥ 3 5 5 5
Naked Gun 3 2 ⊥ 2 4 ⊥

Aliens ⊥ 5 ⊥ ⊥ 2 4
Taxi Driver ⊥ ⊥ 3 4 3 ⊥

Conversational systems can more easily adapt their recommendations to the
user’s short-term interests. By dint of mood changes or other special circum-
stances, short-term interests may not coincide with long-term interests.

There is a mature body of research on conversational content-based systems.
But research into collaborative systems has focused on single-shot recommenders.
The work of Rafter & Smyth [1] is a recent exception. Section 3 describes their
work on conversational collaborative recommenders. Section 4 describes how
we have enhanced the diversity of the recommendations made by a conversa-
tional collaborative recommender. Doing this requires a way of measuring the
distance between two products; Section 5 proposes four ways of doing this using
collaborative data only. Section 6 compares the diversity-enhanced conversa-
tional collaborative recommenders with a single-shot recommender and with a
standard conversational collaborative recommender. But first Section 2 sum-
marises the operation of the class of collaborative recommenders used in this
work.

2 Single-Shot Collaborative Recommender Systems

In a collaborative recommender, given m items, I = {i : 1 . . .m}, and n users,
U = {u : 1 . . . n}, preferences are represented using a m × n matrix of ratings
ri,u. Note that it is possible and common that ri,u = ⊥, signalling that the user
has not yet rated that item. An example of a ratings matrix for movies is shown
as Table 1. Each column in the matrix is a user’s long-term profile. We will write
uLT for the item identifiers that have non-⊥ ratings in user u’s long-term profile.
For example, BobLT = {Naked Gun, Aliens}. We will write uLT+

for the set of
items in u’s long-term profile for which the rating is greater than or equal to
the mid-point of the rating scale. For example, assuming a 5-point rating scale,
EddLT+

= {Cape Fear, Naked Gun, Taxi Driver}.
There are many ways of building collaborative recommenders, most of which

are compatible with the research reported in this paper. Here we describe just
the one we have implemented; for details, see [2]:

– The similarity wua,u between the active user ua and each other user, u �=
ua, is computed using Pearson Correlation, correl(ua, u), over their co-rated
items.

– After computing the similarity between ua and each other user, u, the N (in
our case, 20) nearest neighbours are selected, i.e. the N for whom wua,u is
highest.
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– For each item i that has not been rated by ua but has been rated by at least
one of the neighbours, ua’s rating for i is predicted, pi,ua . This is essentially
an average of the neighbours’ ratings for item i weighted by the values for
correl(ua, u).

– These items are then sorted into descending order of pi,ua . This is the order
in which items will be recommended. For example, if in a single-shot system
we want to recommend three items, then the first three items in this sorted
list are selected.

3 Conversational Collaborative Recommender Systems

In 2004, Rafter & Smyth described their conversational collaborative recom-
mender: the system recommends items to the user; the user gives feedback on
the recommendations; and the feedback influences the next set of recommenda-
tions [1]. We use CCR+ to designate our implementation of their ideas [3].

In CCR+, the active user has a long-term profile (based on a column in the
ratings matrix), uLT

a , as do all other users. But, for the duration of her interaction
with the system, the active user also has a short-term profile, uST+

a .
Initially, the short-term profile is empty and the first set of k (typically, three)

recommendations is made in the fashion described in Section 2. At this point,
the system solicits user feedback. The user can terminate the dialogue, with or
without having chosen an item for purchase or consumption. Or, if she wishes
to continue the dialogue, she can optionally indicate which recommended item
best matches her short-term interests. If she does, the selected item’s identifier
is added to her short-term profile, uST+

a . Nothing is done with the other items.
If the dialogue has not been terminated, the system now recommends another

set of items. New recommendations never repeat ones made previously in the
dialogue. But, additionally, through the way it computes user similarity, the sys-
tem attempts to steer new recommendations towards the kind of items in uST+

a ;
see below for details. This recommendation-and-feedback cycle continues until
either the user finds an item she wishes to consume, she abandons the dialogue
having found no such item, or the system can make no fresh recommendations.

It remains to say how uST+

a influences subsequent recommendations. When
finding neighbours, the similarities between users will no longer be based just on
the Pearson Correlation between their long-term profiles. The idea in conversa-
tional collaborative recommending is that the selection of nearest neighbours is
“. . . directed towards users that have liked the items in the target user’s [short-
term profile]” [1, p.152]. Specifically, correl(ua, u), the correlation between the
long-term profiles of the active user ua and each other user u, will be boosted by
an amount based on the size of the intersection between u’s long-term positive
profile uLT+

(the item’s in u’s long-term profile for which the rating equals or
exceeds the mid-point of the rating scale) and ua’s short-term profile uST

a [3].
We have found that enhancing the diversity of the recommendations improves

results (Section 6), so this is the topic of the next section.
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4 Diversity-Enhanced Conversational Collaborative
Recommender Systems

This section introduces the CCR+Div(b, k) system. In its name, Div indicates
a concern for the diversity of recommendations; b and k are parameters, which
are explained below.

For content-based recommender systems, the argument has been convincingly
made that items should be selected for diversity (relative to each other) as well
as similarity (to the query or the user’s profile) [4]. Too much similarity between
the recommended items (e.g. three Woody Allen movies) can be undesirable.
But, when recommendations are diverse, if the user is not satisfied with the
most highly recommended item, for example, the chances of her being satisfied
with one of the alternative recommendations is increased.

There is a body of research that addresses diversity for content-based rec-
ommenders, e.g. [4, 5, 6]. It is only now that we are seeing the first work that
attempts to improve the diversity of the items recommended by collaborative
recommenders [3, 7]. We hypothesise that a direct concern for diversity may be
important, especially in conversational collaborative systems: diverse recommen-
dations increase the chances of positive feedback (where an item is preferred over
the others), and this helps the system target the recommendations towards the
user’s short-term interests.

To investigate this, we implemented the Bounded Greedy selection algorithm
(henceforth BG) from [4]. To recommend k items, BG finds bk items. In [4],
these are the bk items that are most similar to the query (content-based recom-
mending). Here, they are the bk items with the highest prediction values pi,ua

(where neighbours are computed by the CCR+ system). From these bk items,
BG selects k to recommend to the user. It selects the k in a greedy fashion,
based on ones selected so far; see Algorithm 1.

In the algorithm, the quality of item i relative to the result set so far R is
defined as follows:

Quality(i, R) =def (1 − α) × pi,ua + α × RelDiv(i, R) (1)

i.e. it is a weighted combination of the predicted rating for item i and the diver-
sity we will attain if we include i in R. α is a factor that allows the importance
of the predicted rating and relative diversity to be changed. In this paper, we

Algorithm 1. The Bounded Greedy selection algorithm. Adapted from [4].
Candidates ← bk items recommended by CCR+

R ← {}
for j ← 1 to k do

best ← the i ∈ Candidates for which Quality(i, R) is highest
insert best into R
remove best from Candidates

end for
return R
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only investigate the case where the two factors are given equal weight. Hence,
we normalise both factors so that they fall in [0, 1] and we then use α = 0.5.

Diversity relative to the result set so far is defined as the average distance
between i and the items already inserted into R:

RelDiv(i, R) =def

{
1 if R = {}

j∈R dist(i,j)
|R| otherwise

(2)

This will lie in [0, 1] provided each dist(i, j) lies in [0, 1].
This leaves the issue of how to measure distance between items in Equation 2.

In [4], the distance between items is the inverse of the content-based similarity.
If item descriptions are available, the same approach can be used to enhance the
diversity of collaborative recommendations. Ziegler, for example, uses taxonomic
knowledge in his system [7]. But we choose to proceed on the assumption that
item descriptions are not available. We enhance diversity using a measure of
distance that is calculated using collaborative data only, i.e. we use only the
ratings matrix.

Our approach to distance using collaborative data only is based on the fol-
lowing heuristic:

Two items are different if the users who rated them are different.

The intuition is that the community of users who have rated item i have a certain
set of tastes. The more the membership of the community who rated item i differs
from the membership of the community who rated item j, the more likely i and
j satisfy different tastes and are different kinds of items. For example, according
to this heuristic, a movie that is liked exclusively by adolescent males is likely to
be distant from one that it liked exclusively by middle-aged women. (We stress,
however, that, just as we are not using content-based data, we are not using
demographic data either: our ways of computing distance will make use only of
the ratings matrix.)

There are numerous ways to make this informal heuristic into something that
can be implemented. We described one such way in [3], showing that it outper-
formed Rafter’s & Smyth’s original system, our minor variant of their system
(CCR+), and a system that enhances diversity by choosing items at random
from the bk items with the highest prediction values. The contribution here is
to compare that approach with three other ways of implementing the heuristic.

5 Definitions of Item Distance

In this section, we look at four ways of defining the distance between pairs of
items, for use in Equation 2. The four definitions differ on two dimensions, which
we explain below.

Nearest Neighbours or All Users. The first dimension is the way we choose the
set of users on which the communities are defined. One possibility is to confine
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attention to the active user’s nearest neighbours (NN). We could instead define
the communities over the set of all users known to the system (All). In other
words, in the former, distance is computed between vectors of length N , where
N is the number of nearest neighbours; in the latter, distance is computed over
vectors of length n, where n is the size of U .

Hamming Distance or Inverse Pearson. The second dimension is the way in
which we compute by how much two communities differ.

One possibility is to define the distance between two items to be inversely
related to the size of the intersection of the sets of users who rated the two
items. This definition of distance can be computed quite efficiently using bit-
vectors. In detail, then, we compute dist(i, j) as follows:

– For both i and j, we create bit vectors I and J of length N (in the case
where only nearest neighbours are being used) or n (in the case where all
users are being used). Digit d in vector I is set if user d has a non-⊥ rating
for item i; similarly for bits in J .

– dist(i, j) is computed as the Hamming Distance (HD) between I and J , i.e.
a count of the number of positions in which their bits differ. This value is
normalised, so that it falls within [0, 1], by dividing it by N or n as appro-
priate.

Figure 1 illustrates this process; it shows Naked Gun to be more different from
Cape Fear than Taxi Driver is. In the figure, we are using NN , the nearest
neighbours; we take the number of these to be three; and we assume these are
Ann, Col and Deb. We take their ratings from Table 1 and set bits to show who
rated what.

Ann Col Deb
Cape Fear 0 1 1
Naked Gun 1 0 1

↘ ↓ ↙
Hamming Distance: 2

Normalised: 2
3

Ann Col Deb
Cape Fear 0 1 1
Taxi Driver 0 1 1

↘ ↓ ↙
Hamming Distance: 0

Normalised: 0
3

Fig. 1. Hamming Distances

This definition takes no regard of the magnitudes of the ratings. It considers
only whether a user has rated an item or not; it counts how many of the users
have rated one of the two items but not the other.

We could instead compute the Inverse of Pearson Correlation (IP) between
the users’ ratings of the two items. Effectively, this means computing Pearson
Correlation between rows rather than columns in the ratings matrix (Table 1),
takings its inverse, and normalising so that it falls within [0, 1]. This would have
the seeming advantage of being sensitive to the magnitudes of the ratings.
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Table 2. Four definitions of item distance, using collaborative data only

Nearest Neighbours All Users
Hamming Distance HD-NN HD-All

Inverse Pearson IP-NN IP-All

Summary. Two binary dimensions gives four definitions, as shown in Table 2.
We emphasise that in all other respects these four systems are identical: only
their computation of item-item distance within the definition of relative diversity
varies.

6 Empirical Evaluation

To evaluate the systems that we have described, we adopt Rafter’s & Smyth’s
methodology [1]. One hundred user profiles are selected at random and removed
from the ‘100K MovieLens Dataset’1. Each of these acts in turn as an (artificial)
active user. The item that the user is seeking is obtained through the leave-one-
in methodology, i.e. given the active user’s long-term profile, each item in turn
is treated as the target item. Each of the systems that we evaluate repeatedly
recommends sets of three items to the user until either the target item is one
of the recommended items, there have been 100 recommendation cycles, or no
further recommendations can be made to this user, whichever comes soonest.
If the target item is recommended within 100 cycles, the number of items rec-
ommended is recorded. Results are subjected to three-fold validation, with a
different 100 active users in each fold.

In each recommendation cycle, the (artificial) user’s feedback needs to be
simulated. For each movie, the MovieLens datasets record a set of genres, which
allows a simple-minded content-based approach. If the target item’s set of genres
is Gt and a recommended item’s set of genres is Gr , we compute |Gt∩Gr|

|Gt∪Gr| . If all
recommended items score zero, then none is taken to match the user’s short-
term interests; otherwise, the highest-scoring item (with random tie-breaking)
is taken to match the user’s short term-interests and is inserted into uST+

a .
In the diversity-enhanced systems, we have taken k = 3 and b = 15. In other

words, a set of three items is chosen greedily from 45 candidates. In previous
work, we have partially explored what happens when different values of b are
chosen [3]. There we found better results for b = 15 than b = 5 and b = 10. Of
course, it does not follow that results will continue to improve with ever larger
values of b: at some point, the set of candidates will be so large that it will
include items whose predicted ratings are so low that they will not be valuable
recommendations. In future work, we need to find the values of b for which this
is the case.

Figure 2 shows, as a percentage of a total of 34759 dialogues, how often the tar-
get item was found. In addition to CCR+ and the four versions of CCR+Div(15, 3),

1 www.grouplens.org
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Fig. 2. Success rates

Fig. 3. Average number of recommendations

Fig. 4. Wins over SS-CR and ties with SS-CR

we show the results for SS-CR, a single-shot recommender, which computes a
ranked list of items in the way described in Section 2, and recommends them in
decreasing order of predicted rating, k (= 3) items at a time. We regard SS-CR
as successful if the target item is among all the possible recommendations it can
make to the active user. The other systems are successful if the target item is recom-
mended within 100 cycles of three recommendations each. Unsurprisingly, SS-CR
has by far the highest success rate; encouragingly, most of the diversity-enhanced
systems have higher success rates than CCR+. Of the diversity-enhanced systems,
the ones that use Hamming Distance are more successful than those that use In-
verse Pearson Correlation.
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Table 3. Winning and losing margins

Win Lose
CCR+ 46 24
CCR+Div(15, 3) HD-NN 51 29
CCR+Div(15, 3) HD-All 56 33
CCR+Div(15, 3) IP-NN 48 33
CCR+Div(15, 3) IP-All 59 37

Figure 3 shows how many items are recommended, on average, before the sys-
tem recommends the target item. In this figure, each system is compared with the
SS-CR in cases where both were successful in finding the target item. We see that
SS-CR can rival CCR+, which suggests that the user feedback has little value in
CCR+. The diversity-enhanced systems all outperform SS-CR and CCR+, which
confirms that diverse recommendations can elicit more useful user feedback. Of
the diversity-enhanced systems, the ones that use Hamming Distance are by far
the most successful; they require about 35 fewer recommendations to reach the
target item than SS-CR.

Figure 4 shows how often each of the conversational systems makes the same or
fewer recommendations than SS-CR (when both are successful). We see that the
diversity-enhanced systems that use Hamming Distance make fewer recommen-
dations than SS-CR nearly 80% of the time; the other systems are competitive
with SS-CR between 30% and 50% of the time.

Finally, Table 3 shows winning and losing margins. The table shows, for ex-
ample, that, when CCR+ wins against SS-CR, it makes on average 46 fewer
recommendations and, when CCR+ loses against SS-CR, it makes on average
24 more recommendations. We see that IP-All wins by most when it wins but it
also loses by most when it loses. By this measure, the systems that use Hamming
Distance do well: when they win, they win by a respectable margin; when they
lose, they lose by some of the smaller amounts.

7 Conclusions

Building on the seminal work reported in [1], we have developed a number of con-
versational collaborative recommender systems. In all these systems, the selec-
tion of neighbours is guided by overlap with the active user’s short-term profile.
In CCR+Div(b, k), we introduce an explicit mechanism that uses collaborative
data only to enhance the diversity of recommendations made by (conversational)
collaborative recommender systems.

We have experimented with four definitions of distance, for use when com-
puting relative diversity. We found, perhaps counter-intuitively, that approaches
based on Hamming Distance work better than those based on Inverse Pearson
Correlation. This is surprising: ignoring the magnitudes of the ratings is better
than taking them into account! We suspect that this is because Hamming Dis-
tance, being more discrete, sharpens the definitions of the communities, which is
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important in our heuristic definition of item diversity, whereas Inverse Pearson,
being more continuous, de-emphasises community differences.

In terms of success rates and average numbers of recommendations, there is
little to choose between Hamming Distance over NN and Hamming Distance
over All Users. More research, focusing on their relative efficiencies, is needed to
choose between these two.

Conversational collaborative recommenders are a new line of research, and
enhancing the diversity of their recommendations is a new departure too. Future
work could include more systematic investigation of good values for α, b and k,
and validation of our results on other datasets. It would also be interesting to
compare content-based approaches to the approaches that we have reported in
this paper, which use purely collaborative data. We would also like to investigate
the role of diversity over the course of the dialogue. Diversity can be helpful in
early cycles, when the user is exploring the space and making her short-term
interests known; but in later cycles, when the user is homing in on a suitable
item, diversity may be less appropriate [8].
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Abstract. Adaptive link annotation is a popular adaptive navigation support 
technology. Empirical studies of adaptive annotation in the educational context 
have demonstrated that it can help students to acquire knowledge faster, 
improve learning outcome, reduce navigation overhead, and encourage non-
sequential navigation. In this paper we present our study of a rather unknown 
effect of adaptive annotation, its ability to significantly increase student 
motivation to work with non-mandatory educational content. We explored this 
effect and confirmed its significance in the context of two different adaptive 
hypermedia systems. The paper presents and discusses the results of our work. 

1   Introduction 

Adaptive link annotation is a popular adaptive navigation support technology. The 
idea of adaptive annotation is to augment links with personalized hints that inform the 
user about the current state of nodes behind the annotated links. Usually, these 
annotations are provided in the form of visual cues employing, for example, 
contrasting font colors, font sizes, font types for the link anchor or different icons next 
to the anchor [1]. Adaptive annotation is especially popular in educational hyper-
media. A range of annotation approaches has been introduced and explored in 
adaptive educational hypermedia systems [2, 3, 7, 8, 11, 13]. Empirical studies of 
adaptive annotation in the educational context have demonstrated that it can help 
students acquire knowledge faster, improve learning outcome, reduce navigation 
overhead, and encourage non-sequential navigation [2, 3, 6, 9, 12]. These effects are 
frequently cited as the value of adaptive annotation. 

In this paper we present our recent work on a rather unknown effect of adaptive 
annotation, its ability to significantly increase student motivation to work with non-
mandatory educational content. This effect was first discovered during out-of-the-
classroom studies of the ELM-ART system [13]. ELM-ART, an adaptive Web-based 
system for learning the LISP programming language was (and still is) freely available 
on the Web for anyone interested in learning LISP. The use of the system was not 
mandatory for any of the users – they worked with the system only as long as they 
were interested and motivated. The log analysis demonstrated that subjects who were 
familiar with at least one other programming language visited visibly more pages and 
solved more exercises and problems when they were working with adaptive link 
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annotations. However, the effect was not statistically significant and the motivational 
value of adaptive annotation went unnoticed by the community. 

We re-discovered the motivational value of adaptive annotation in a classroom 
study of QuizGuide, an adaptive hypermedia service developed to guide students to 
the most relevant self-assessment quizzes [5]. The use of self-assessment quizzes was 
not mandatory – the students were allowed to use them as much as they wanted, in 
order to check the level of their knowledge and to prepare for classroom quizzes and 
exams. The original goal of QuizGuide was to increase the quality of learning. While 
this goal has been achieved, the most striking effect of adaptive annotation we 
discovered in the study was the remarkable increase of student motivation to work 
with self-assessment quizzes. With QuizGuide, the students explored more questions, 
worked with questions more persistently, and accessed a larger diversity of questions. 
In some sense, adaptive annotations made the quiz work almost addictive: Once the 
students started a session, they stayed with the system much longer. Average session 
length and average number of questions attempted during a semester increased 
significantly [4]. 

Despite the obvious importance of the motivational value of adaptive annotation, a 
single study was not deemed sufficient to publicly announce our new respect for 
adaptive annotations. We spent an additional year exploring this effect and measuring 
its significance. To check the stability of the motivational effect, we ran another 
semester-long study of QuizGuide. To check its transfer, we attempted to replicate 
this effect using different kinds of adaptive annotations and different educational 
content – program examples. Our studies confirmed our original observations in both 
explored contexts, demonstrated the significance of the observed effect, and brought a 
better understanding of some underlying mechanisms. This paper reports on our 
exploration of the motivational effect of adaptive annotation. We start by introducing 
the systems that were used as the initial platform for our study, present the results of 
the study, discuss its importance, and chart some directions for future work. 

2   QuizGuide – Adaptive Annotation for Self-assessment Quizzes 

QuizGuide [5] is an adaptive hypermedia service for personalized access to self-
assessment quizzes, served by the previously developed system, QuizPACK. It 
informs students about their current knowledge and learning goals by giving adaptive 
annotations along with the links to quizzes. QuizGuide groups quizzes available to 
students into coarse-grained topics (Fig. 1). The link to each topic is annotated with 
an icon showing a target with (or without) arrows. The number of arrows (from 0 to 
3) reflects the student’s performance on the quizzes of that annotated topic (no arrows 
represent no or very little progress, three arrows representing good comprehension). 
The color of a target encodes the relevance of a topic to the current learning goal of 
the class. The topics form a prerequisite-outcome structure. Every time new topics are 
introduced in a lecture, they are annotated with a bright-blue target. Topics that serve 
as prerequisites for any of the current topics have a pale-blue target. Completed topics 
are assigned grey targets. Finally, topics that belong to learning goals not yet covered 
in class are annotated with crossed targets. 
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Fig. 1. The Student Interface for QuizGuide 

3   NavEx – Adaptive Guidance for Annotated Code Examples 

The NavEx system [14] provides adaptive access to a relatively large set of interactive 
programming examples. It is built as an adaptive, value-added service for a non-
adaptive system, WebEx, which delivers selected examples. The added value of 
NavEx is that it gives adaptive visual cues for every example link. The NavEx 
window consists of a navigation frame (on left) and the content area (Fig. 2). 
Adaptive link annotations presented in the navigation frame integrate several kinds of 
information about examples and express it through the icon and the font type.  

Fig. 2. The Studentf NavEx 
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The icon/font combination displayed by NavEx performs three functions:  

1. categorize examples as ones the student is ready (annotated with green bullets) or 
not yet ready to explore (annotated with red X icons);  

2. reflect the student’s progress within each example (displayed as a gradual filling of 
the green bullet); and  

3. emphasize with bold font the most relevant examples to explore.  

4   A Study of the Motivational Effect in Two Systems 

We performed a number of classroom studies of the non-adaptive systems QuizPACK 
and WebEx, and adaptive value-added services QuizGuide and NavEx. The studies 
were done in the context of an undergraduate programming course at the School of 
Information Sciences, University of Pittsburgh, from the Spring 2003 to the Fall 2005 
semesters. The non-adaptive systems, QuizPACK and WebEx, were accessible to 
students starting in the Spring 2003 semester. QuizGuide was introduced in Spring 
2004 and NavEx followed in Fall 2004. After students gained access to adaptive 
services, non-adaptive systems were still available. Students were able to access the 
content through the adaptively annotated links provided by new services or in the “old 
way” - through non-annotated links in the course portal. The set of quizzes and code 
examples remained to a great extent unchanged across semesters. The setup of the 
course remained the same across all those semesters, including lectures’ content, the 
scope of home assignments and in-class quizzes. 

The introduction of each of the adaptive services caused an impressive increase of 
student interaction with the supported content (quizzes for QuizGuide and examples 
for NavEx) as compared to their work with non-adaptive interfaces in previous 
semesters. Since work with this educational content continued to be non-mandatory, 
we refer to the observed phenomenon as the motivational effect of adaptive link 
annotation. The following subsections present some results derived from our study of 
the motivational effect in the context of QuizGuide and NavEx. Section 4.1 reports 
the magnitude and the significance of the increase, using several usage parameters, 
while section 4.2 attempts to look deeper into the process in order to uncover some 
mechanisms behind this effect. 

4.1   Bottom-Line Data and Significance 

In this section, we will present our quantitative analysis of the added value that the 
adaptive annotations in QuizGuide and NavEx have over the non-adaptive access in 
QuizPACK and WebEx. The source data for the analysis were the activity logs 
collected by the systems. The logs recorded every user click (i.e., submitting an 
answer to a question or clicking on a line of example code). Data collection 
procedures did not differ across discussed semesters and were not dependent on 
method of student access to quizzes or code examples (whether via adaptive or non-
adaptive systems). Student work with any of the discussed systems was included 
equally for user modeling. Log data gave clear evidence as to whether a student 
accessed quizzes or examples through the adaptive service or not. 
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We used three variables to parameterize student performance: 

1. activity: the number of clicks on lines of code (in the case of WebEx and NavEx) 
or attempts to answer a quiz question (in the case of QuizPACK and QuizGuide) --
later referred to as clicks or actions; 

2. quantity: the number of examples explored (WebEx and NavEx) or quizzes taken 
(QuizPACK and QuizGuide) --later referred to as examples or quizzes, and 

3. coverage: the number of lectures that the reviewed examples or attempted quizzes 
were drawn from (later referred to as lectures). 

Each of these variables was aggregated on two levels: 

1. overall performance level – the total number of clicks made, examples/quizzes 
explored, and lectures covered by each user over the course of the semester; and 

2. session performance level – the average number of clicks made, examples/quizzes 
explored, and average number of lecture topics explored per session by a user. 

Our objective was to support our subjective observation that adaptive guidance 
does make a difference, i.e. to determine whether activity, quantity and coverage of 
topics were higher for students who were exposed to QuizGuide and NavEx than for 
those who used the non-adaptive QuizPACK and WebEx format. The results of our 
comparison clearly demonstrated the value of adaptive navigation support in 
motivating students to interact more with quizzes and examples. 

In our analysis of the value of QuizGuide we compared two semesters (Spring 
2003 and Fall 2003) when only QuizPACK was used to access quizzes with two 
semesters when both QuizGuide and QuizPACK were available to students (Spring 
2004 and Fall 2004). When examining the adaptive value of NavEx, we compared 
two semesters when only WebEx was used by students to access annotated code 
examples (Fall 2003 and Spring 2004) with one semester during which students could 
also retrieve examples via WebEx or NavEx (Fall 2004).  

During our analysis we inspected about 18,300 QuizPACK and QuizGuide user 
actions (question attempts) and nearly 3,400 WebEx and NavEx actions (requests for 
comments about lines of code). Prior to data examination, we performed outlier 
filtering of individual clicks according to the overall user number of clicks variable. 
The filtering was done by setting a plus-minus three-sigma interval around the overall 
number of clicks mean in each of the four semesters. The distributions of data across 
all our variables were severely skewed because there were a number of not very active 
students (in terms of clicks made, examples reviewed etc), fewer were moderately 
active students, and very few very active students. This, along with heterogeneity of 
variances, prevented us from applying parametric statistical tests to the comparison of 
usage data. Instead we employed Mann-Whitney tests as t-tests' substitutes. 

The results of these tests have revealed that for nearly all variables and aggregation 
levels, users exposed to the adaptive features of QuizGuide/NavEx achieved 
significantly higher results (Table 1). First of all, for the QuizGuide+QuizPACK 
combination vs. the use of QuizPACK alone: In a comparison of the levels of overall 
parameters, users working with adaptive guidance were making twice as many 
question attempts a semester (an average of roughly 260 vs. 128), and working with 
almost twice as many quizzes (an average of roughly 24 vs. 13). This remarkable 
increase of non-mandatory activity measured by these parameters in combined 
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QuizGuide+QuizPACK over QuizPACK alone was statistically significant. The 
increase of course coverage was visible, but not statistically significant. Unlike other 
usage parameters, course coverage has a natural maximum boundary – the total 
number of lectures in the course. The lack of significant difference shows that 
students are able to do more work with quizzes while having the same volume of quiz 
material available. On the level of average user session statistics across all variables, 
the parameters of QuizGuide+QuizPACK combined were all roughly 1.5–2 times 
higher then those of QuizPACK alone. All of the observed increases were significant. 

Table 1. Comparing the means of the variables for semesters when adaptive systems (NavEx, 
QuizGuide) were used in combination with non-adaptive ones (WebEx, QuizPACK) with 
semesters when only non-adaptive systems were used 

 QuizPACK QuizGuide + QuizPACK p-value 
Clicks 127.68±15.97 261.21±53.15 0.023* 
Quizzes 13.11±1.06 23.97±1.96 <0.001 

Overall user 
statistics 

Lectures 8.70±0.64 10.18±0.61 0.188 
Clicks 10.48±1.32 17.19±2.03 <0.001 
Quizzes 1.87±0.10 3.64±0.49 <0.001 

Average user 
session 

statistics Lectures 1.40±0.05 2.09±0.27 <0.001 
 WebEx NavEx + WebEx p-value 

Clicks 34.76±6.66 171.90±65.56 <0.001 
Examples 5.66±0.87 18.10±4.32 <0.001 

Overall user 
statistics 

Lectures 3.52±0.42 8.20±1.23 <0.001 
Clicks 7.85±0.87 9.49±1.28 0.122 
Examples 1.56±0.12 2.03±0.22 0.013

Average user 
session 

statistics Lectures 1.20±0.05 1.37±0.10 0.020
* boldface indicates p-value less then 0.05 

Second, for the NavEx+WebEx vs. WebEx comparison on the level of overall 
parameters, users exposed to adaptive guidance were making 5 times more clicks a 
semester (an average of roughly 170 vs. 35), reviewing almost thrice as much code 
examples (an average of roughly 18 vs. 6), and covering almost twice as larger scope 
of lectures (an average of 8 lectures vs. 3.5). All of the mentioned advantages on the 
level of overall user statistics are significant. On the level of average user session 
statistics the number of clicks users made was higher for those users who were able to 
use adaptive guidance but not significantly higher. However the number of examples 
reviewed and number of lectures they were drawn from were significantly higher for 
users of adaptive guidance. 

To ensure that the observed difference in motivation is not explained by 
differences in student population across semesters, but indicates the added value of 
adaptive annotation, we analyzed students’ initial programming experience and 
gender across semesters. The results of Chi-Square test show that there was no 
significant difference between QuizPACK and QuizGuide groups in gender 
distribution (Pearson Chi-Square = 0.718, p-value = 0.397) or initial experience 
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distribution (Chi-Square = 4.263, p-value = 0.119). Similar results were obtained for 
WebEx and NavEx groups for both gender (Chi-Square = 1.720, p-value = 0.268) and 
initial experience (Chi-Square = 0.704, p-value = 0.703). 

4.2   A Deeper Look at the Usage Profile 

While comparing student work with adaptive and non-adaptive versions, we noticed 
that typical QuizGuide and NavEx sessions are both longer and more diverse than 
QuizPACK and WebEx sessions alone are, correspondingly. Students attempted more 
questions through QuizGuide and explored a larger number of examples through 
NavEx. In addition, in both adaptive systems, students more frequently accessed 
activities corresponding to different lectures within the same session.  

Fig. 3. Time distribution of all actions performed by students with QuizGuide and QuizPACK 
in Fall 2004 semester. Zone “A” – lecture stream, zone “B” – final exam cut, and zone “C” – 
self-motivated work with the material of earlier lectures. 

To take a closer look at the nature of these results, we performed a deeper analysis 
of student activity, by taking into account lecture coverage included in all students’ 
actions. Every selection of an example of a question was attributed to the lecture (or 
the learning goal) it belongs to. For example, Fig. 3 visualizes over 5,500 question-
attempts performed by students using QuizGuide or QuizPACK in the Fall 2004 
semester. 15 lectures form the vertical axis. The time of the action is marked on the 
horizontal axis. We can detect three zones of activity. The zone “A” contains all of 
the “current” activity that students perform along the lecture stream of the course. It is 
fairly broad, since home assignments and in-class quizzes introduce 1-2 weeks delay 
in shifting the students’ focus from the previous topics. Zone “B” contains a period of 
preparation for the final exam. The pattern of work with our systems is totally 
different during this stream of time. Finally, zone “C” contains all actions that 
students performed during the regular part of the semester, for topics laying far from 
the “current” lectures. This is the zone we were particularly interested in. All actions 
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here are not directly motivated by the “current” course situation, but rather initiated 
by the students themselves, possibly in an attempt to bridge the gap in their 
knowledge that should have been acquired earlier. 

We used two measures to assess the intensity of students’ self-motivated activity: the 
number of actions in the zone “C” divided by the total number of actions and the 
average distance between the learning goal which is current at this time and their current 
activity. For the calculation of the second measure, we used zones “A” and “C”. 

For all students we calculated an average “C”-ratio and goal distance for quizzes 
and examples. To evaluate the influence of QuizGuide on motivated activity, we 
again divided students into two groups: adaptive (Spring 2003 and Fall 2003) and 
non-adaptive (Spring 2004 and Fall 2004). Since assumptions of homogeneity of 
variance and normality were violated, we had to perform nonparametric Mann-
Whitney’s test. As shown by Table 2, both measures are significantly higher for the 
adaptive group, which means that students in the semesters when QuizGuide was 
available more willingly accessed non-current activities. The same analysis was 
performed for the WebEx/NavEx systems. Their adaptive groups included students of 
the Fall 2004 semester; while the non-adaptive group combined the Fall 2003 and 
Spring 2004 semesters. As you can see from the bottom rows of the Table 2, both 
measures are significantly higher for WebEx+NavEx than for WebEx alone. 

Table 2. These parameters characterize the  self-motivated activity of students with and without 
adaptive annotations: The “C”-ratio estimates the percentage of students’ activity performed 
outside the current course focus, while the Goal distance assesses how broadly roams (in terms 
of learning goals) the voluntary interest of a student who is working with the system 

  Non-adaptive Adaptive p-value 
“C” ratio 0.20±0.03 0.28±0.04 0.025Quizzes 
Goal distance 5.89±0.84 9.56±1.61 0.026
“C” ratio 0.24±0.05 0.51±0.08 0.005Examples 
Goal distance 8.73±1.90 17.64±2.51 0.002

The observed effect can be explained by the fact that progress-based and 
prerequisite-based adaptive annotations generated by QuizGuide and NavEx directed 
students’ attention to the material related to earlier lectures, which they did not 
understand well. In QuizGuide, this guidance is very soft. The zone of recommended 
work is moving along class progress – topics are annotated as ready and current in the 
week they are presented in a lecture. On the other hand, topics that are prerequisite to 
current are clearly shown, along with their progress. Student struggling with a current 
topic can easily focus on prerequisite topics that were not well understood, according 
the arrow progress measure. The guidance in NavEx is stricter: the zone of 
recommended work is adapted to the student’s individual progress. It provides a 
stronger push to explore insufficiently learned prerequisite concepts in previous 
examples. This stronger push may cause the observed higher increase of work with 
non-current activities in NavEx. 
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5   Discussion 

The ability of adaptive annotations to increase student motivation to work with non-
mandatory educational content is very important in the context of modern E-Learning. 
Over the last decade, researchers and practitioners have developed a range of advanced 
Web-based educational tools such as educational animations and simulations, on-line 
labs, tutorials, and self-assessment questions. Many developed tools have been 
evaluated in the lab and small-scale classroom studies and proven to be useful. 
However, we have now learned that the mere availability of a good tool, although 
known as beneficial for students, is not enough to ensure its broad educational impact 
[10]. An important challenge for those who research the use of computers in education 
is to increase the effective use of student-driven educational tools. Student-driven tools 
are created to assist student learning, yet their use is not required and does not count 
towards the student’s course grade. Unlike a variety of assessment-driven tools that the 
students are required to use in order to complete their assignments, it is up to the 
students to decide to what degree and how frequently they use the student-driven tools. 
An instructor might work hard to provide a good set of educational tools of known 
benefit to the students, only to discover that these tools are dramatically underused. 
Our work has demonstrated that adaptive annotation can be instrumental in motivating 
the student to do more work with non-mandatory educational tools which is likely, in 
turn, to lead to better learning outcomes. 

6   Conclusions and Future Work 

The results of our studies reported in this paper confirm the motivational effect of 
adaptive link annotation in educational hypermedia, demonstrate its magnitude and 
significance, and shed some light on the mechanisms of this effect. We were able to 
demonstrate this effect in the context of two different personalized access systems. 
The presence of adaptive annotations caused the increase of several usage parameters. 
Accessing non-mandatory educational activities through adaptively annotated links, 
the students explored significantly more activities, worked with them more 
persistently, and accessed items more broadly distributed over the course lectures.  

Added to the earlier report of a similar effect of adaptive annotation in the context 
of ELM-ART study, our results allowed us to generalize the observations and talk 
about the motivational value of adaptive link annotation. We consider the results we 
obtained as both exciting and important. First, it is always exciting to discover new 
value in a popular technology. Secondly, the ability to significantly increase student 
motivation to interact more with non-mandatory educational activities turns adaptive 
annotation into a technology that may become critical to the practical success of a 
wide range of beneficial educational technologies. 

More work is required to determine the borders of the motivational effect and to 
master its practical use. While this effect was observed with three different kinds of 
adaptive annotations, the mechanisms were conceptually similar, in that they 
combined appropriateness (too early, too late, just right) and progress-based (how 
much is already done) annotations. While we argue that both mechanisms contributed 
to the motivational value, we do not have data to confirm it. It is also not clear 
whether the observed effect is specific to these two annotation mechanisms or can be 
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generalized to other kinds of adaptive annotations (and possibly to other kinds of 
adaptive navigation support). To answer these questions, we intend to continue our 
exploration of the motivational value of adaptive link annotation. 
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Abstract. In this paper, we present a new approach that is a synergy of item-
based Collaborative Filtering (CF) and Case Based Reasoning (CBR) for per-
sonalized recommendations. We present a two-phase strategy: in phase I, we 
developed a context-sensitive item-based CF method that leverages the original 
past recommendations of peers via ratings performed on various information 
items. In phase II, we further personalize the information items comprising mul-
tiple components using a CBR-based compositional adaptation technique to se-
lectively collect the most relevant information components and combine them 
into one composite recommendation. In this way, our approach allows fine-
grained information filtering by operating at the constituent elements of an in-
formation item as opposed to the entire information item. We show that our 
strategy improves the quality and relevancy of the recommendations in terms of 
its appropriateness to the user’s needs and interests, and validated by statistical 
significance tests. We demonstrate the working of our strategy by recommend-
ing personalized music playlists. 

1   Introduction 

The volume of information over the Internet is increasing at a tremendous rate, and as 
a consequence the search for ‘relevant’ and ‘useful’ information is becoming propor-
tionally difficult. Adaptive recommender systems—a class of adaptive hypermedia 
systems—act as mediators between information sources and information seekers [6], 
as they exploit the user’s current specific interests and needs to (a) regulate the flow 
of information to users; and (b) direct users to the right information—i.e. personalized 
information selection and filtering [3]. Adaptive recommender systems are applied in 
a variety of application domains, including healthcare [15], business [14], education 
[16], entertainment [17], and so on.  

Adaptive recommender systems use a variety of methods, spanning from adaptive 
hypermedia to information retrieval to machine learning to artificial intelligence, in 
order to determine the relevance and utility of any given information item with re-
spect to the user’s model/profile that characterizes the user’s information needs, inter-
ests, preferences, demographics and consumption capacity. Functionally speaking, if 
an information item—which can be a document, news item, music compilation, 
movie, educational module, shopping list, activity plan, and so on—is deemed as 
relevant to the user then it is recommended to him.  
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In our approach to offering personalized recommendations, we extend the func-
tionality of current adaptive recommender systems by pursuing (a) context-sensitive 
information selection; and (b) compositional information personalization.

Context-sensitive information selection involves the characterization and use of the 
context in which a recommendation is sought, processed and offered. We argue that in 
a collaborative filtering setting it is important to know why did a user recommend (or 
otherwise) a particular information item, as opposed to just tracking that the user has 
given a recommendation for the information item. For instance, in recommending a 
music CD, one user’s recommendation can be due to his/her approval of the lyrics, 
tunes and vocals—these can be regarded as recommendation perspectives—whereas 
another user may recommend the same music CD along the recommendation perspec-
tives of lyrics, directorship and performance. Although both users recommend the 
same music CD, yet the recommendation is due to different reasons or under different 
contexts. We argue that since collaborative filtering is guided by user’s ratings of 
items it is useful to exploit the context of the rating of one user in making recommen-
dations for other similar users. Context, for our purposes, implies a generalized set of 
relationships between a set of recommendation perspectives along which an informa-
tion item can be rated [4]. Subsequent recommendation of the information item 
should be dictated by the similarity between the contexts of the recommender and the 
information seeker.  

Compositional information personalization involves the fine-grained selection of 
individual components of an information item in response to a user model. An infor-
mation item can be a music CD with its constituent components being the individual 
songs, or an E-learning module is an information item and the individual lessons are 
its constituent components.  Compositional information personalization, therefore, in-
volves firstly the selection of relevant information items and secondly the selection of 
the most salient individual components from the relevant information items [2]. A 
systematic compilation of these individual components, originating from different yet 
relevant sources, yields a fine-grained personalized information item that is much 
closer to the user-model as opposed to actual information items that may have some 
components that are not necessary of interest to the user.  

We have devised a two-stage hybrid information recommendation strategy: Stage 
1 uses item-based Collaborative Filtering (CF) to identify the information items that 
are relevant to the user-model; and Stage 2 uses compositional adaptation, in the 
realm of Case-Based Reasoning (CBR), to select the most salient information com-
ponents (from a set of relevant information items) to dynamically compose a fine-
grained personalized recommendation for the user. We extended the traditional 
item-based CF method [6] to establish the notion of context, whereby users are able 
to rate an item along multiple perspectives to elicit the basis of their recommenda-
tion. Our strategy is a hybrid of information retrieval viz. CF methods and artificial 
intelligence viz. CBR based compositional adaptation. It is important to note that 
the CF method in the first stage serves as the case retrieval mechanism vis-à-vis the 
CBR approach that we use to adapt the information items (or past cases) in stage 2 
(Fig.1).  
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Fig. 1. PRECiSE Framework 

2   Related Work 

Recommender Systems (RS) are used to customize information content upon an indi-
vidual’s needs and interests to provide the most “relevant” and “precise” information. 
Since RS are grounded to solve real world problems, they have been adopted in both 
business and academic domains. One way to recommend objects is based on the  
explicit ratings of other people who have rated/purchased the objects in the past. Col-
laborative Filtering (CF) does this by first asking people to rate given items and rec-
ommending new items that have been highly rated by similar users. CF systems are the 
most widely used recommender systems [6]. Recently, integrating CBR in CF has 
gained a lot of attention and success [18] because the problem-solving principles of 
CBR make them an interesting candidate for integration with similarity based informa-
tion filtering methods, such as CF methods [20]. As a matter of fact, hybrid recom-
mendations were extended to contain knowledge-based techniques such as Case Based 
Reasoning for the purposes of improving the quality of recommendations and reducing 
the effect of the traditional CF cold-start problem. PTV [9] is a hybrid recommender 
system of which operates in the TV listings domain to recommend TV programs and 
produce personalized TV guides for active users. CoCoA [17] is a recommendation 
system for music compilation. It uses a case-based retrieval engine based on the CF us-
ers’ ratings to propose an existing collection of sound tracks. Other hybrid systems 
were also developed such as Tapestry [21], GroupLens [5]. 

We present our adaptive recommendation system—PRECiSE (Personalized Rec-
ommendations in a Context-Sensitive Environment), that combines item-based CF 
and CBR techniques to generate fine-grained personalized information and demon-
strate its working through an exemplar application for recommending a personalized 
music playlist. 
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3   Experimental Design 

Our experimental dataset contains 100,000 ratings performed by 943 users on 1682 
music compilations where each compilation is a collection of 10 songs. Each user in 
the dataset has rated a number of compilations along three pre-defined perspectives 
song lyric, singer performance and song rhythm. The dataset is divided into training 
(80%) and test sets (20%). The training set is used to identify the N (N=10) recom-
mended items while the test set is used to measure the quality of the recommendation 
in terms of the F1-metric (F1) and the appropriateness degree (AD). The F1-metric 
combines recall (R) and precision (P) at similar weights as defined in [7]. Let hits be 
the total number of recommended items that were really rated by any of the users but 
were excluded from the training set to be part of the test set; when a set of recom-
mended items is generated for a user, if the rated item in the test set exists in the rec-
ommended set, then a hit is recorded. Let t be the total number of users in the test set 
and N the total number of recommended items. Therefore,  

PR
PR

F
N

hits
P

t
hits

R
+
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The appropriateness degree (AD) determines the degree of similarity between a 
recommended item and a user profile. The calculation of the (AD) is detailed in Sec-
tion 5.2. 

Given a database of preferences that contains users’ ratings on items along multiple 
perspectives. A user, who is seeking for advice, specifies the perspectives he is inter-
ested in and the relevance of each perspective is expressed in terms of weight values 
denoting the contribution of each perspective in the recommendation based on the 
user’s interests. The system then recommends music compilations well-focused to-
wards the user needs. 

4   PRECiSE Methodology 

4.1   Phase I: Item-Based CF Recommendation 

The first phase of our strategy involves item-based CF recommendation to select a set 
of information items based on the ratings/recommendations of like-minded peers. In-
formation filtering is pursued via collaboration based approaches, including CF, that 
filter information by making use of the opinions of peers with similar interests—peers 
critique the information items by rating them along a number of dimensions that re-
flect the quality and utility of the item.  

We believe that the role of context in generating personalized recommendations is 
paramount as it determines both the relevance and usefulness of the recommended in-
formation. Note that the traditional CF approaches compare items along a single per-
spective—i.e. whether the item was liked/disliked by the user, without recourse to 
what perspectives of the item were rated and how were they rated. Original Item-
based CF algorithms compare the user model of a user with the user models of other 
peers to recommend items that may be of interest to the user. The user model is ex-
pressed as a vector of attribute/value pairs defining items rated by the user, and the 
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corresponding ratings’ values with respect to all given perspectives. In our frame-
work, we create a context for information filtering where a user can rate an item along 
multiple pre-defined perspectives. The rating on these perspectives is subsequently 
used to recommend the item to similar users. Hence, we extended the item-based CF 
method proposed by Sarwar et al. [6] so that, instead of having one similarity value 
for two items i and j,  a similarity vector of dimension P is generated (P is the total 
number of perspectives available for a user to rate an item). The components of this 
vector are the individual similarities calculated based on the perspectives selected by 
a user. For instance, for a music playlist compilation problem the set of perspectives 
can be lyrics, tunes, band, vocals, direction, video, etc. Based on the user’s context—
i.e. a selection of perspectives—we compare the compilations that have been previ-
ously rated by other users and compute the degree of similarity between them.  

Our context-based CF algorithm is described below: 

1. The user chooses the relevant perspectives along which similarity between items is 
desired. Preferences of all users are induced through previous ratings along multi-
ple perspectives on chosen items that are expressed as numerical scores. A separate 
rating matrix Mp(u,i) is generated for every perspective, where Mp(u,i) is the rating 
of user u on item i for perspective p.

2. We identify and isolate users that have rated both items and then we apply the 
similarity technique proposed by [6]. Let PSp(i,j) be the Perspective Similarity be-
tween two co-rated items i and j with respect to perspective p, and is calculated us-
ing (Eq.2).  
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where )(uM p is the average rating of user u on all rated items. U is the set of all users 

in the CF knowledge base. Let Wp the weight assigned to perspective p; the Contex-
tual Similarity CS(i,j) between items i and j is then computed as: 
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When a user selects a specific context for similarity computation, the summation in 
(Eq.3) is achieved over the selected perspectives only. 
3. Let the set Iu contains all items that have been rated by user u. For every 

item uIi ∈ , we find the set of k most similar items (Ku). The set Ku excludes any 

item that has been rated/preferred by u and hence belong to the set Iu.
4. For every item uKi ∈ , we compute its similarity S-set(i,Iu) to the set Iu. This simi-

larity is the sum of the similarities (calculated in Step 2) between all items rated by 
user u and item i.
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5. We sort the set Ku by the similarity S-set(i,Iu) in decreasing order and select the top 
N items. The selected N items/compilations would most likely interest the user.

4.2   Phase II: CBR-Mediated Compositional Adaptation 

Case adaptation in a CBR cycle allows for the adaptation of past cases (or solutions) 
in line with the description of the current problem [1, 11]. In our approach, we regard 
an information item (comprising a set of individual components) as a past case. The 
case selection process is achieved by the CF method in phase I of our strategy. Here, 
we apply a compositional case adaptation method to select the most pertinent con-
stituent components of a composite information item [8]; provided the information 
components are mutually independent and compatibility between components is not 
an issue. The adapted case—i.e. a set of information components selected from the 
multiple information items—represents a fine-grained information item [12]. 

The basis for our adaptation strategy is defined by (a) the frequency of occurrence 
of a solution component in the similar cases and, (b) the degree of similarity between 
the user request and the retrieved case (measured in terms of the appropriateness de-
gree). Our compositional adaptation of past cases is achieved as follows: 

1. Given that a case is an item comprising multiple components. The similarity be-
tween a retrieved case C and a user u is calculated as shown in Eq.4. The similarity 
S(u,C) between user u and every retrieved case C as S(u,C)=S-set(i,Iu).

2. For every similar item case Ci , the Normalized Similarity (NS) of Ci to user u over 
the entire set of retrieved cases (RC) is calculated as follows: 
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3. Let 
iCComp  be a component of the solution derived from a past case Ci, and 

iCComp
uAD be the appropriateness degree for

iCComp , then  

For every user u in the test set, 
For i = 1 to RC

If 
iCComp exists in the solution of the similar case Ci
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u
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In order to compute the Appropriateness Degree (AD) of each component, the normal-
ized similarities of the similar cases that contain this component are added to one an-
other. 
4. We sort the distinct components of the N items by their AD, and select the M top 

components—i.e. the components that are most similar to the user. The value for M
can be specified by the user. 
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5. The M selected components are amalgamated into one information item (or a new 
adapted case) that is recommended to the user. 

Note that the application of the compositional adaptation method not only takes into 
account the global similarity between the present and past cases, but it is additionally 
driven by an attribute-level similarity between the current and retrieved cases.  

5   Empirical Results 

5.1   Performance of the Contextual Similarity in CF Recommendation 

The quality of our item-based CF recommender system depends on how accurately it 
captures the user’s preferences (ratings) as well as its ability to accurately match those 
preferences with similar users. Our experiments show that as we increase the number 
of perspectives, the F1-metric and the appropriateness degree increase and as a conse-
quence a more personalized recommendation is provided. In fact, the appropriateness 
degree increases significantly by 52% when we apply 3 perspectives instead of only 
one perspective. Our conclusion is grounded in the observation that when the similar-
ity is based on fewer perspectives, the similar item space which includes all items 
similar to the target item is large and contains items that are of potentially of little in-
terest to the target user.  

We performed statistical tests to study whether the difference between the means 
F1-metric for all three alternatives (1, 2, and 3 perspectives) is significant. In this re-
gards, we used the General Linear Model approach [13] to perform the statistical test. 
The null hypothesis for the test is that all means are the same. Our test gave strong 
evidence against the null hypothesis (p-value, which denotes the probability that the 
null hypothesis is true, is much less than 0.001); hence, we conclude that the differ-
ence between the three F1-metric means is statistically significant. 

5.2   Performance of the Compositional Adaptation Technique 

The AD computed in (Eq.7) is used as a measure for the efficiency of our compositional 
adaptation technique. We calculate the AD of the newly adapted item which reflects the 
similarity degree between the adapted item and the individual user’s preferences (repre-
sented by the set of items rated by the user). Basically, the AD of the final solution is the 
average sum of the ADs of the M (most relevant) components that constitute the final 
personalized information item.  

In Fig.2, we note an increase in the appropriateness degree from phase I to phase II 
for selected users. An average percent increase of 61% was recorded for all users in 
the test dataset. The composite solution is more appropriate to the user’s preferences 
than the items recommended through the CF phase; we conclude that our CBR-based 
compositional adaptation has provided the opportunity to pursue personalized infor-
mation content more focused toward an individual user’s interests. 

In order to show that the difference in the appropriateness degree between phase I 
and phase II is statistically significant, we apply the General Linear Model approach  
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Fig. 2. Impact of the compositional adaptation on the appropriateness of the final solution 

for testing whether the 2 mean values in appropriateness degree over all test users be-
tween phase I and phase II are different. The null hypothesis of the statistical test is 
that the 2 means are the same. Our test provided strong evidence against the null hy-
pothesis (p-value < 0.001); we conclude that the 2 mean ADs are statistically different.  

6   Working Example 

We present a working example for recommending personalized music playlists. The 
user u has rated a set of CD compilations (see Fig. 3), where each compilation con-
sists of 10 songs. The hit set contains those compilations that are recommended and 
were rated by u but were excluded from the training set for testing purposes. Note that 
users, music compilations (i.e. items) and songs (i.e. components) are represented by 
their IDs. The output of Phase I and Phase II is shown below. 

User ID Compilations (Information Items) 
1 17 42 96 159 

130 
328 444 578 892 1095 

Fig. 3. Preferred music compilations for user ID ‘130’ 

• Output from Phase I: CF is applied with a context of 3 perspectives yields a hit set 
containing 6 compilations (see Fig.4). The appropriateness degree (AD) is aver-
aged over the 10 recommendations. The F1-metric with a context (i.e. 0.34) is 
found to be better than without context (i.e. 0.76).  

User ID Compilations (Information Items) F1 Metric AD
47 92 295 331 332 

130 
348 379 876 1012 1197 

0.34 1.134 

Fig. 4. N Recommended music compilations (Phase I). Hit List is shaded grey. N=10.

• Output from Phase II: We apply compositional adaptation to recommended compi-
lations (in Fig.4). Fig. 5 shows a sample of the recommended items together with 
their components. The components selected in phase II are shaded in Fig. 5, 
whereas Fig. 6 shows the final personalized recommended music playlist. 
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User ID Item ID Songs (Components) AD
332 2 26 46 63 88 
348 22 35 104 125 187 
379 2 20 41 110 128 
876 20 25 125 196 198 

130

1012 24 35 113 161 198 

1.801 

Fig. 5. A sample of the 10 recommended compilations and their constituent songs. Shaded 
songs are the most relevant to the user. 

User ID Personalized Music Playlist 
2 20 22 25 46130 
71 104 125 187 198 

Fig. 6. New composite recommendation comprising the 10 most relevant songs for user ID ‘130’ 

We note an improvement in the quality of the final personalized recommendation 
in terms of the F1-metric, and the appropriateness degree that has increased signifi-
cantly by 58.8%. The personalized music playlist, originating from different items, 
will be presented to the user as being most relevant to his/her interest.  

7   Concluding Remarks and Future Work 

In this paper, we have introduced a new personalized recommendation strategy featur-
ing a unique hybrid of item-based Collaborative Filtering and Case Based Reasoning—
i.e. a hybrid of information retrieval and artificial intelligence methods. We addressed 
personalization at a fine-grained level, whereby in the first stage the collaborative in-
formation filtering strategy initiates the process guided by peer based recommendations 
for pertinent information items. Next, in the second stage, the compositional adaptation 
method takes into account the degree of relevance of the retrieved information items and 
the weighted frequency of the recurring constituent information components in order to 
select the most appropriate information components. We introduced the notion of con-
text—basically rating an item along distinct perspectives, where the more perspectives 
are used to rate the item the more focused and appropriate the retrieved information 
items would be to the user. This is an improvement from the single-dimensional binary 
rating scheme observed by CF systems. Our empirical results show that the usage of 
context as well as the compositional adaptation has provided more precise personalized 
recommendations in line with the user’s needs.  

For future work, we plan to explore quantifying the users’ ratings based on the 
Multi-Attribute Utility Theory [19]. For instance, we evaluate initially the overall rat-
ing value on every rated item as a weighted addition of its ratings along the multiple 
perspectives, and finally we compute the similarity between rated items. 
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Abstract. In this paper we present a proposal for introducing hint
adaptive selection in an adaptive web-based testing environment. To this
end, a discussion of some aspects concerning the adaptive selection mech-
anism for hints is presented, which results in the statement of two axioms
that such hints must fulfil. Then, an empirical study with real students is
presented, whose goal is to evaluate a tentative bank of items with their
associated hints to determine the usefulness of such hints for different
knowledge levels and to calibrate both test items and hints.

1 Introduction

Testing is commonly used in many educational contexts with different purposes:
grading, self-assessment, diagnostic assessment, etc. In order to improve the ef-
ficiency of the diagnosis process, adaptive testing systems select the next best
question to be asked according to the relevant characteristics of the examinee.
In this way, higher accuracy can be reached with a significant reduction in test
length. In literature, there are different proposals for adaptive testing [1], [2].
One of the most commonly used is the Item Response Theory (IRT) [3], which
has a well-founded theoretical background which assumes that the answer to
a question depends on an unknown latent numerical trait. The latent trait θ
represents a psychological factor that we want to measure and that is not di-
rectly observable. In educational environments, the latent trait corresponds to
the knowledge of the subject being tested.

In any adaptive educational system, it is necessary to have accurate estima-
tions of the student’s knowledge level in order to take the most suitable instruc-
tional action. In this sense, Computerized Adaptive Tests (CATs) [4] based on
IRT provide a powerful, efficient and reliable diagnosis tool. SIETTE [5], [6] is
a web-based assessment environment that allows the construction and adminis-
tration of conventional tests and CATs based on a discretization of IRT. One
of the most relevant characteristics of SIETTE is that it is an open assessment
tool, i.e, it can be easily integrated into any web-based learning system. In this
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way, SIETTE can be responsible for all the tasks concerning student modelling
(basically creation and maintenance of the student model). This system can be
accessed at http://www.lcc.uma.es/SIETTE.

One of the contributions to educational psychology in the XX century is Vigot-
skii’s Zone of Proximal Development (ZPD) [7], defined as ”the distance between
the actual developmental level as determined by independent problem solving
and the level of potential development as determined through problem solving
under adult guidance or in collaboration with a more capable peer”. A short
operational definition useful for our purposes is given in [8]: the zone defined by
the difference between a child’s (in our case, person’s) test performance under
two conditions: with or without assistance.

Soon after the definition of the ZPD, attempts to apply this concept were made
in the context of the test administration, under the two conditions described
(with or without assistance), typically with the aim of classifying students in
order to allocate them in the most appropriate educational program. But the
main goal of the work presented here is different: to build a model that allows
the integration of adaptive assistance in the adaptive testing procedure within
the SIETTE system.

Hinting can be considered a general and effective tactic for human tutoring.
In this sense, some researchers have put the emphasis on the mechanisms used
by students to request hints when needed [9, 10]. On the other hand, many Intel-
ligent Tutoring Systems also give hints to the student, like for example, ANDES
[11], which calculates the score according to the correctness of the student’s an-
swer and the number of hints received; or AnimalWatch [12], which has different
types of hints available (highly/low interactive and specific/symbolic hints) and
adapts such hints to relevant features of the student such as the level of cognitive
development and gender. It can be observed that human tutors maintain a rough
assessment of the student’s performance (the trait in our approach) in order to
select a suitable hint [13].

Consequently, we will assume that assistance is represented by hints, h1,...,
hn that provide different levels of support for each test question (commonly
known as items in adaptive testing environments). By adaptive assistance we
mean that the hint to be presented will be selected by the system depending
on where the item is in the ZPD, in such a way that it provides the minimal
amount of information and yet the student will still be able to correctly answer
such an item.

The work presented here further extends our investigation about introduc-
ing hints and feedback in adaptive testing, presented in [12]. Now, our main
objectives are:

– Definition of a theoretical framework for adaptive hinting selection.
– Empirical study of the feasibility of the approach. To this end, an item bank

has been developed for a course. Each item had a set of hints assigned. This
bank has been tested in several experiments, all of them with real students.
The final goal of these experiments was to validate the hints developed.
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A further issue considered in paper is the calibration of the pairs of item-hints.
Once this procedure has been accomplished, it will allow tests to be delivered
in which both items and hints are adaptively selected according to the current
estimation of the student’s knowledge level.

2 Computerized Adaptive Testing and Item Response
Theory

The CAT theory when combined with IRT allows a well-founded administration
of adaptive tests. A Computerized Adaptive Test is a computer-based test where
the decision to present a test item and the decision to finish the test are dynam-
ically made depending on the examinee’s performance in previous answers. If
the CATs of two examinees are compared, each one of them will usually receive
different sequences of items, and even different items. To properly administrate
a CAT, each item i in the item bank is assigned an Item Characteristic Curve
(ICC). An ICC is a function representing the probability of a correct answer to
that item given the student’s knowledge level θ, which is unknown but supposed
to be constant during the whole test. The probability Pi of succeeding when
answering a test item (ui = 1) can be computed as Pi = P (ui = 1|θ), and the
probability Qi of failing as Qi = P (ui = 0|θ) = 1 − P (ui = 1|θ). If the test is
composed of n items, knowing their ICCs, and assuming local independence of
items, a likelihood function L can be constructed as shown below:

L(u1, u2, ..., un|θ) =
n∏

i=1

PuiQ1−ui (1)

The maximum of this function gives an estimation of the most likely value
of θ. A probability distribution of θ can be obtained by applying Bayes’ rule
n times. It is usually assumed that ICCs belong to a family of functions that
depend on one, two or three parameters. These functions are constructed based
on the normal or the logistic distribution functions. For example, in the three-
parameter logistic model (3PL)[14] the ICC is described by:

CCIi(θ) = ci + (1 − ci)
1

1 + e−1.7ai(θ−bi)
(2)

where ci is the guessing factor, bi is the item difficulty and ai is the discrimination
factor. The guessing factor is the probability that a student with no knowledge at
all answers the item correctly. The question difficulty represents the knowledge
level in which the student has equal probability of answering or failing the item,
in addition to the guessing factor. The discrimination factor is proportional to
the slope of the curve.

Based upon the IRT and the CAT theory, our group has developed and im-
plemented the SIETTE for adaptive testing construction and administration via
the Web. In contrast with traditional IRT-based proposals, the knowledge level
in SIETTE is a discrete variable that can take n + 1 values v0 < v1 < ... < vn
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(in the sections which follow, we will represent these values as 0, 1, ..., n). In
this way, in SIETTE ICCs are represented by vectors of n + 1 elements. Hence,
computation of Bayes’ rule is simply turned into a product of n + 1 values plus
a normalization procedure. The main advantage of this discretization is that it
improves the computational efficiency of the calculus, turning SIETTE into a
scalable system. However, this entails a slight loss of accuracy in estimations.

3 Introducing Hints in an Adaptive Testing-Based
Assessment Model

To introduce hints in the model, let us first define some terms:

– Item. We use this term to generically denote a question or exercise posed to a
student. The solution of such task or question could be provided in different
manners: by selecting one or more choices available within the item, or even
allowing the examinee to write a brief text.

– A test is a sequence of items.
– Hint. A hint is an additional piece of information that is presented to the

student after posing an item and before he/she answers it. Hints may provide
an explanation of the stem, clues for rejecting one or more choices, indications
on how to proceed, etc. Hints can be invoked in two different ways: a) actively,
i.e., when the examinee asks for the hint by clicking a button; or b) passively,
that is, when the hint is triggered as a consequence of his/her behavior while
answering the item, indicating that the student has reached an impasse (for
example, too much time waiting).

Let us see a simple example. Consider the following test item:

What is the result of the expression: 1/8 + 1/4?
a) 3/4 b)2/4 c)3/8 d)2/8

Possible hints may be:

Hint 1. 1/4 can be also represented as 2/8.
Hint 2. First, find equivalent fractions so they have
the same denominator.
Hint 3. Once fractions have the same denominator,
sum up numerators.

In the work presented here, a simplifying assumption is that hints do not
modify student’s knowledge (i.e., no student learning occurs either while test-
ing or when receiving hints). This assumption is usual in adaptive testing (the
trait θ remains constant during the test), and makes the model computationally
tractable. In our case, this hypothesis means that hints do not cause a change
in examinee’s knowledge, but there is a change in the ICC shape. In this way,
the hint brings the question from the ZPD to the student’s knowledge level. In
this sense, the combination of the item plus the hint can be considered as a new



An Empirical Study About Calibration of Adaptive Hints 75

item. This new (virtual) item can be treated and measured in the same way as
the other items in the test: the new item is represented by a new ICC whose
parameters can be estimated using the traditional techniques. However, both
ICC’s are not independent of each other. First of all, the use of a hint should
make the question easier. This condition can be stated in mathematical terms
by the following:

Axiom 1. Given an item q and a hint h, for all knowledge levels k, the following
constraint must be fulfilled: CCIq(k) ≤ CCIq+h(k). ICCq represents the origi-
nal item characteristic curve and ICCq+h represents the characteristic curve of
the item with the hint.

If the examinee uses a combination of hints, the question should become even
easier. Mathematically this condition can be written as follows:

Axiom 2. Given an item q, a set of hints H and a hint h /∈ H , for all knowledge
levels k, the following constraint must be fulfilled: CCIq+H(k)≤CCIq+H+{h}(k).

For a set of items and their corresponding hints, after the ICC parameters cal-
ibration1 (of the real and virtual items), if the resulting ICCs do not satisfy
the axioms above, it means that the piece of information given is a misleading
element instead of a hint; therefore, it should be rejected. This simple approach
provides us with a useful empirical method that allows validation of the proposed
hints.

In adaptive environments, it makes sense to look for a criterion for adaptively
selecting the best hint to be presented (from a set of available hints). Under the
ZPD framework, if the student is not able to solve the item but this item is in
his/her ZPD, the best hint to be presented would be the one that brings item
I from the ZPD to the zone of the student’s knowledge, and of course it will
depend on how far on the ZPD the item is located. So, for example, if an item
I has three associated hints h1, h2 and h3 at different levels of detail, it means
that each hint is suitable for a different part of the ZPD.

Therefore, the selection of hi as the best hint to be presented would mean that
the item I lies in ZPDi for this particular student. A possibility for adaptive
selection of hints is to use classical adaptive item selection mechanisms, e.g. given
the knowledge estimation θ(k) for a student, and given two hints h1, h2, with
ICCq+{h1}(k) and ICCq+{h2}(k), the best hint to use is the one that minimizes
the expected variance of the posterior probability distribution. This mechanism
is simple to implement and does not require substantial modifications in the
adaptive testing procedure, because the test is only used for assessment and not
as a learning tool. However, the use of adaptive hints in this context can provide
positive stimuli and, as a consequence, increase student self-confidence.

1 The calibration process consists of inferring ICCs from the student initial score.
As a result, a first estimation of the student knowledge θ can be computed from
these ICCs. This procedure will iterate until an equilibrium is reached. Therefore,
students having asked for more hints (i.e., those students which presumably answered
”easier” items), obtain a score which is very close to the one obtained when no hints
are requested. ICCs take into account the lower or greater item ”difficulty”.
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4 Experiments with Real Students

An important first step towards the integration of this new adaptive hints ap-
proach into the SIETTE system is the calibration of the virtual items resulting
from the combination of items and hints. Calibration of hints is a difficult goal,
and, to this end, a methodology composed of several steps must be observed:

1. First of all, an item bank must be developed. Each item must also have
several hints assigned.

2. Second, items must be administered to a student sample by means of a
conventional (i.e. non-adaptive) test. After that, characteristic curves of real
and virtual items must be calibrated.

3. Finally, once the ICCs have been inferred, adaptive administration of the
test and the hints assigned with its items can be accomplished.

Regarding the first step, an item bank relating to a course of Language Proces-
sors has been developed. This course is taught at the Computer Science School
in the University of Málaga (Spain). Each item has 2, 3 or 4 associated hints.
Examples of such items are:

1. What is the output of the following LEX program with input abc?
ab/c { printf(’’one’’); }
c { printf’’two’’); }
abc { printf(’’three’’); }

a) three b) one two c) one d) one two three

Hint 1. yytext does not contain the characters on the right
hand side of the lookahead operator ’’/’’.
Hint 2. When the regular expression includes a lookahead
operator, the length of the string matched corresponds to the
part of the expression on the left of the operator.

2. Let T be the set of all ASCII characters from 0 to 127. The set
of all strings that can be formed with the symbols of T, can be
represented in LEX by the regular expression:

a)(.|\n)* b)[a-zA-Z0-9]* c).* d)[.]*

Hint 1. The .(dot) operator represents any ASCII
character, except the end of the line.
Hint 2. The .(dot) operator does not have any special
meaning when it is used inside the brackets [].
Hint 3. The ASCII alphabet includes more than letters and
digits, it also includes operators, punctuation symbols,
parenthesis, and other special characters.
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In the second step, three experiments have been carried out, with a total num-
ber of 263 individuals. Experiments included students taking the Language Pro-
cessors course during 2003/04, 2004/05 and 2005/06. The sample size was 100, 80
and 83 students, respectively. All students were graded by means of a non-adaptive
test-based exam composed of 20 items. These tests were administered using the
SIETTE system. Students had a time limit of 45 minutes available to complete the
test. The majority of students (87%), completed the test. 97% of them answered
at least 18 items. All these data were used in the analysis described in this paper.
For each test item, students were given the possibility of requesting a hint. It was
a heterogeneous test where several types of items were combined (multiple-choice
with just one correct choice, multiple-choice with more than one correct choice
and fill-in-the-blank items). The same 20 items were posed to all students, but in
a different order, in order to avoid cheating. Once a student requested a hint, it
was randomly selected from the pool of hints assigned to the item.

The scoring method differed according to the experiment. In all of them, for
each correctly solved, the student was awarded 1 point (in order to pass the
exam students needed a minimum of ten points). However if a hint had been
used, the correct solution only gave 0.5 points in the first experiment, 0,75 in
the second, and 1 (i.e., no penalization) in the third one.

Table 1. Portion of students answering correctly

Item 1 No hint Hint 1 Hint 2 Item 2 No hint Hint 1 Hint 2 Hint 3

Correct 108 20 25 Correct 134 20 13 20
Total 198 29 34 Total 176 31 26 27
Percentage 54,5% 68,9% 73,5% Percentage 76,1% 64,5% 50% 74%

Table 1 collects the results for items 1 and 2. It shows the number of stu-
dents who correctly answered the corresponding item. The second row contains
the portion of students, and the third row the corresponding percentage. For
instance, the pair 108/198 in the first position of the first row, indicates that
198 individuals answered item 1 without asking for hints, and from this set, only
108 students gave the correct answer.

Fig. 1 shows the total percentage average of hints requested for each item and
experiment. The total use of hints was 8, 7 and 53%, respectively. This suggests
students only perceived qualitatively the penalty applied for hint requesting,
since there are not significant differences between the first two experiments,
in spite of the fact that the penalization in the second experiment was lower.
The use of hints was much more frequent in the third experiment because, as
explained before, they were not penalized. Still, there were students that decided
not to ask for hints, probably because they knew (or thought they knew) the
correct answer or because the time of the test was limited and they did not want
to waste time reading the hint.

With regarding to the real usefulness of hints, which we define as the percent-
age of items successfully answered after requesting a hint, this was around 50%
(more specifically, 38%, 47% and 56% in each of the three experiments).
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Fig. 1. Results about the use of hints in the three experiments

4.1 Item Calibration Under the 3PL Model Analysis

Much more interesting is a whole analysis of the ICC achieved using the IRT. For
this purpose, we will assume all ICCs follow the 3PL model, formerly expressed
in equation 2.

In this new experiment, 81 ICCs have been calibrated: 20 curves corresponding
to the real items, and in addition, the curves of the 61 virtual items obtained
from the combination of each pair item+hint. To this end, we have used one of
the most popular item calibration tools in IRT, i.e., MULTILOG [15]. Results

Fig. 2. ICCs of items 1 and 2
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show that student knowledge level distribution (θ) is normal with a mean of
0, 018 and standard deviation of 0, 337. That is, 99, 7% of the sample exhibit θ
values located at the interval [−1, 1]. Fig. 2 depicts the results for items 1 and
2 in this interval. The horizontal axis displays the knowledge level (θ), and the
vertical axis the probability of correctly answering the item. The calibrated ICCs
of the items without hints are represented by a dotted line.

As can be seen, after this analysis, hints of item 1 are useful only from a certain
knowledge threshold. This threshold is located at the intersection of both curves.
Hint 1 is useful for the majority of students but, in contrast, hint 2 is only useful
for those whose knowledge level satisfies the following constraint: θ > −0, 35,
i.e., for the 84% of the sample individuals. Regarding item 2, observe that hint
1 does not provide any improvement in the success percentage, and its curve is
very close to the one corresponding to the original item. Consequently, we can
infer that it does not contain relevant information to help students solve the
item. Likewise, hint 2 is counterproductive for the majority of students. Finally,
hint 3 is as a misleading element (note that the slope of the ICC is negative) so
this hint should be discarded.

5 Conclusions and Future Work

This paper has presented some ideas about hint adaptive selection in an adaptive
testing environment, based upon IRT constructs. Hints are considered not as
knowledge modifiers, but as modifiers of the ICC of an item. Some formal axioms
that every model of hints must satisfy have been stated and informally justified.

We have also described the three different experiments with real students
which we carried out between 2003 and 2006. In those experiments three stu-
dent samples took a test composed of the same items. Once an item was posed,
students were given the possibility of asking for a hint. Depending on the exper-
iment, the use of a hint was penalized.

Finally, we have performed the ICC calibration based on well-founded IRT-
based techniques. Calibration was done for each item, and also, for each virtual
item, resulting from each pair item+hint. The input data used for calibration
was the performance of real students who took the test in the three former
experiments. Thanks to the ICCs inferred from calibration, we have got not
only a set of calibrated ICCs, but a mechanism to discern between useful and
useless hints, and to remove those hints that confuse the students.

Plans for immediate future work involve the adaptive administration of both
items and hints and, accordingly, the evaluation of the benefits of our proposal.
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Abstract. Applying traditional Adaptive Hypermedia techniques to the person-
alization of news can pose a number of problems. The first main difficulty is the 
fact that news is inherently dynamic, thus producing an ever shifting pool from 
which content can be sourced. The second difficulty arises when trying to 
model a users interests and how they may be related to the available news 
items. This paper investigates the use of ontologies as a means of providing se-
mantic bridges between available news items from RSS [1] news feeds and the 
interests of a user. Specifically, it investigates the combination of AH tech-
niques with the ideas of loose and strict ontologies as the basis for personaliza-
tion. This combination is highlighted through the design, development and 
evaluation of the Personalized News Service (PNS), which is based on the 
APeLS architecture [2]. 

1   Introduction 

The personalization of information for each user is an area of research which provides 
an alternative to the “one-size fits all” [3] view of today’s World Wide Web. Such 
personalization of information allows the users of a system to have tailored experi-
ences where they are only presented with information which is of interest to them. 
The majority of personalization systems [4] [5] [2] work on a closed world model, 
where the information which is personalized is defined and marked-up with appropri-
ate metadata before adaptation occurs. This step is often seen as necessary as is en-
sures there are semantic relationships between the content in the information space, 
the adaptation logic and the models (usually the user model) upon which the adapta-
tion is based [6] [2]. Alternatively, many older Adaptive Hypermedia Systems [4] [5] 
explicitly refer to content in their adaptive logic in order to facilitate personalization. 

Applying such approaches to the personalization of news content, however, would 
prove difficult. News is highly dynamic and users’ interests in it can be fickle. The 
application of a closed world approach does not lend itself to the dynamism of news as 
the definition, classification and mark-up of individual news items would prove cum-
bersome. More significantly, the development of appropriate adaptive logic would 
need to be carried out on a continuous basis. Therefore, there exists a potential seman-
tic gap, brought about by the dynamism of news, between the expression of a users 
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interests and the ever changing news domain. For example, if, as a consumer of news, I 
said in 1998 that I was interested in Bill Clinton, what does that mean? It could be 
interpreted that I have a general interest in the office of President of the USA. Alterna-
tively, it could have been a passing interest in the impeachment proceedings initiated in 
that year. Then again it could be a specific interest in his family. This example is in-
dicative of the problem faced in applying current AHS techniques to such a dynamic 
and complex domain as news. This paper investigates the application of ontologies to 
help bridge the semantic gap between news items and user interests. 

Ontologies provide a structured, semantically rich way of modeling a domain. 
They are frequently defined using the eXtensible Markup Language (XML) and can 
be built using definition languages such as OWL [7], and DAML+OIL [8]. Ontolo-
gies count classes, inheritance, relationships between classes and instances as some of 
their major components. The ability to reason over relationships defined in an ontol-
ogy and, therefore, relate instances to their abstracted types is the primary benefit to 
using ontologies. From the example above, we may be able to reason that Bill Clinton 
(an instance) is the President (a class) of the USA (an instance of class Country) 
through the relationships in an ontology. Furthermore, we may be able to determine 
that he is married to (a relationship) Hilary Clinton.  

This paper proposes the application of ontologies as a means of achieving semantic 
precision between a user’s interests and the news items available. It investigates the 
issues surrounding building different types of ontologies, modeling user interests and 
achieving effective personalization. Specifically, it presents the Personalized News 
Service, a service developed in Trinity College Dublin, as the embodiment of these 
principles. Section two gives an overview of existing personalized news/information 
systems; section three follows with a discussion on designing ontologies for personal-
ized news; section four describes user modeling issues and the architecture of the 
PNS; and section five presents the evaluation results of the trial of PNS. 

2   Overview of Existing Systems 

This section will briefly review a number of existing personalized news/information 
systems. The goal of this overview is to provide a backdrop upon which design deci-
sions in the Personalized News Service may be based.  

In Merialdo et al. [9] deals with the adaptation of video. The approach taken is not 
very different to adaptive insertion/presentation of text found in many AHS, as the 
video is indexed or annotated with metadata providing a good source of uniqueness of 
the data stream. Of more interest to this work is the fact that the project deals with a 
very large scope of news, including international politics, national politics, interna-
tional society, national society, economy, culture and sport. The user model provided 
by the system combines a level of interest in a category (or multiple categories), and 
uses a labeling mechanism to annotate a story with an associated importance level. By 
combining the two, and using a probabilistic formulation, a simple yes or no answer 
can be given to determine a user’s interest in a particular story. Articles of interest are 
compiled together so the user can view the combined video articles. A basic approach 
of providing a level of interest in particular topics was used to model the users. Yet 
the simple user model did not detract from the quality of personalized news that was 
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provided for the users. The domain models were also relatively simple, being divided 
into several categories. Each article was then associated with a category and given a 
weighting from 1 to 100. This approach allowed for a good probabilistic chance that 
the user would not receive information which they would deem unsuitable to their 
needs. 

In Jokela et al. [10], structured content, in the form of domain ontologies, are used. 
News content is provided with a semantic structure, which is then compared to a user 
profile to establish the relevancy of news articles. It is noted however, that interests 
can change and shift over time, and to provide a mechanism to adapt to such changes, 
user feedback is employed. In gathering user feedback, the ontologies can change, and 
become even more powerful than static ontologies. SmartPush [10] aims to get rid of 
some of the shortcomings available in commercial systems, such as the lack of cus-
tomizable ontologies and relative depth for experts. The SmartPush system applies 
weights to semantic relationships between objects, culminating in more power and 
expressiveness in the system. The domain model, was represented as an ontology, 
providing semantic meaning to the domain model. As the concepts carried weights, to 
distinguish between important and unimportant concepts, the domain model had more 
power over the information provided by the content. 

SeAN [11] is an adaptive system which starts by classifying documents into a tree, 
made up of sections and subsections. The hierarchical nature of the system is in paral-
lel with the same kind of structure associated with newspaper editorial systems. SeAN 
attempts to be able to personalize the detail level of a news document based on the 
user model. The user model is an ontology, which is rather different to most ontolo-
gies, as most ontologies represent content or conceptual domains. The user model is 
broken down into different dimensions, providing an altogether different view of a 
user than is usual. These dimensions are Interests, Expertise, Cognitive Characteris-
tics and Lifestyle. Behavior tracking is used to a great extent in the system also. Such 
behavior as the time spent reading a news article, false positives and misses are taken 
into account, and these instances are learned from. User axes such as preferences, 
cognitive style, and domain knowledge form the basis of the user modeling approach. 
Stereotypes such as these can provide the system with enough knowledge to base its 
first few adaptations, with adaptability becoming more focused as more use is made 
of the system. Due to the domain being represented as a hierarchical structure of arti-
cles, from high level concepts to lower level niche topics, adaptive presentation is 
used where only information relating to the user model is provided, and other redun-
dant information is not presented to the user.  

PIN [12] is an adaptive system which uses neural networks to learn user profiles. 
User profile learning is done quickly and easily using this method. User profiles grow 
and adapt to new interests of the user. User feedback also helps with the dynamism of 
the user models. Adaptive Navigation forms the basis of the adaptive techniques used 
in PIN. Links are sorted based on relevance, in decreasing order. Users are modeled 
by associating concepts from the domain, with interest weights provided for those 
concepts. Concepts have semantic meaning, providing more weight for the informa-
tion which is of interest to the user. User Models are also updated “on the fly” as the 
system is being used, providing an adaptive user model, which is of better use than a 
static model. 
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3   Designing Ontologies for Personalized News 

As part of this research two different forms of ontologies were proposed as a basis for 
personalization. These were termed the strict and loose ontologies. This section de-
scribes the rationale behind their design and the impact of gathering and using these 
ontologies. Personalization is facilitated through using these ontologies as semantic 
bridges between the general interests of a user and the specific instances of the do-
main from whish the news is taken. 

3.1   Influences from State of the Art 

Ontologies provide the semantic relationships between objects and instances in a 
particular domain. In order to ensure the use of ontologies is viable they should be as 
easy to maintain as possible. Lightweight ontologies make this feasible. Using a tool 
such as Protégé [14] allows the manual maintenance and updating of an ontology in a 
relatively easy manner. Classes, relationships and instances can be added and deleted 
as needs be. 

Jokela et al. [10] make use of an ontology to describe the domain. The domain on-
tology provided a structured view of the domain, with concepts carrying weights to 
determine their importance within the domain. The weights allow even more infer-
ences to be made about the suitability of a news article when combined with the user 
model. The weighting in the domain model, however, is a little restrictive as it as-
sumes all users place the same importance on the relative relationships. In using an 
ontology to represent a user model such as SeAN [11], an overall, structured, and 
weighted view can be placed on the user’s interests. The structure and the semantic 
meaning which an ontology can provide gives a view of a domain which would be 
similar to that of a human’s view. For example, knowing which are the more impor-
tant concepts in a domain, the important relationships between concepts and the 
weight the concepts carry within the domain are examples of a persons view of that 
domain. However, there is a potential for high overhead in the maintenance of an 
ontology per user as the user model could grow quite large. There is also the possibil-
ity that the relationships in personal ontologies will become so idiosyncratic that they 
cannot be reconciled by the adaptive mechanisms used. 

The Metasaur system [14] performs automated ontology building. The system al-
lows the insertion of objects into a data dictionary, which is analyzed and incorpo-
rated into a domain ontology. This kind of automatic creation provides the developer 
with a much less time consuming method of creating a domain ontology. This method 
also removes the restricted ontology problem, which is when all the concepts in the 
domain are not available for markup. The disadvantage with this method, is that while 
it provides an ontology, there is little or no semantic meaning within the ontology. 
The domain is trawled, and links are inferred from objects, which lead to relationships 
being provided between those objects. Without much semantic meaning however, 
objects which have a higher importance than others can only be inferred by the num-
ber of related objects. 
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3.2   Defining the Types of Ontologies 

There are primarily two methods of constructing ontologies, being manual creation 
and automatic creation. Manually building an ontology requires the identification of 
concepts and properties within the domain of the ontology. There is also the need to 
populate this ontology with instances of the classes (and possibly properties), which 
are generally temporal instances specific to the ontologies content domain. The pri-
mary type of ontology defined by manual ontology construction is a strict ontology, 
or an ontology rich with semantics. 

The other method of ontology construction is automatic or semi automatic ontol-
ogy creation, similar to that applied in the Mercureo [15] and Metasaur [14] systems. 
Semi automatic ontology construction can be implemented by trawling hyperlinked 
web resources attempting to determine concepts and relationships. The relationships 
derived however, have little meaning associated with them, as the nature of relation-
ships through trawling are difficult to obtain. This can result in what can be termed a 
loose ontology, or an ontology with little semantic meaning between the relationships.  

The ontology can then be considered in two forms, a strict ontology and a loose on-
tology. The strict ontology provides meaning for things and their relationships. such 
as a driver is a sub class of a person, as is a team technical director. A loose ontology 
may be derived by stripping the meaning from a strict ontology, leading to a mass of 
things and relationships, but little or no explicit meaning for those things and relation-
ships. Instances may also be included in the loose ontology. With so little semantic 
meaning in the loose ontology a position could be argued for not counting it as an 
ontology at all. It could be considered a linked taxonomy. 

3.3   Building the Experimental Ontologies 

Strict and loose ontologies present significantly different challenges in their creation, 
i.e. loose ontologies may be created in an automated or semi automated fashion, while 
currently the only way to create a strict ontology is to build it manually. Since news is 
a highly dynamic domain there are significant arguments for an automated approach 
to building ontologies, and thus basing personalization on loose ontologies. As part of 
this work two ontologies were developed – one strict and one loose. The first ontol-
ogy provides a domain model which is semantically rich in meaning and relation-
ships. For the experiment this strict ontology is created manually using Protégé and 
exported into OWL. The other, loose, ontology provides a domain model which has 
no semantic meaning and is created from the strict ontology by stripping out the class 
and relationship information. The goal of creating two ontologies is to investigate the 
relative benefits of rich semantics versus weak semantics. For example, the strict 
ontology will note that Michael Schumacher is a Driver and that Ferrari is a Team. It 
will also note that there is a reciprocal relationship of drivesFor/isDriverOf between 
these instances. In the loose ontology Michael Schumacher is a Thing, as is Ferrari 
and they are related. As may be gathered from this example the domain modeled for 
the experiment is that of Formula One. 

One important point to note about the strict ontology is that the classes and rela-
tionships are not likely to be subject to temporal change. In other words, the structure 
of the domain does not change much with time. Formula One has not changed signifi-
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cantly in structure in the last fifty years, i.e. there were still drivers who drove for 
teams, team cars had to have tyres, an engine and a chassis etc. What has changed, 
and is the main source of dynamism in this news domain, are the instances (and pos-
sibly number of instances). For example, the driver line ups of teams change year on 
year. In this sense, ontologies are an effective way of describing a domain, especially 
in terms of sport, as structurally is remains quite consistent.  

Fig. 1. Strict Ontology Classes and Relationships 

Figure 1 shows the classes provided by the strict ontology and which classes are re-
lated to each other. The broken line between Person to the Driver, Principal and Di-
rector imply that the three classes are a subclass of the class Person. The relationships 
(which are not explicitly named in Figure 1) between classes are symmetric. For ex-
ample, if a driver drives for a team, then the team employ that driver. Transitive rela-
tionships may be inferred from the strict ontology, i.e. you may wish to determine 
which Drivers drive on which Tyres. 

4   Design and Implementation of the Personalized News Service 

This section details the architecture Personalized News Service (PNS) that supports 
the use of ontologies as the basis for news personalization. It begins with an overview 
of the how ontologies and the user’s interests, and their level of interest, are related. It 
then presents the suite of services that comprises the architecture of the PNS. 

4.1   Modeling the User’s Interest and Level of Interest 

Separating the interests of a user from their level of interest provides independence 
for the user model. This independence can be very useful when presented with users 
who would define these levels differently and also when presented with different 
domains. By having the interests separated from the level of interest there is the op-
portunity to provide users with control over their level of interest. From a domain 
perspective it enables there to be multiple definitions of medium interest. In the case 
of Formula One a user with a medium interest in Michael Schumacher may be inter-
ested in his Team and Team Mate also. In this example, the user model would simply 
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state that the user has a medium interest in Michael Schumacher. The (separate) level 
of interest model would define interest in a Driver as being interested in his Team and 
Team Mate. The benefit of separating interest from the level of interest means that the 
user model does not become cluttered with unnecessary instance information. Con-
tinuing the example, the user model does not say that the user is also interested in 
Rubens Barrichello and Ferrari. This instance information is temporal and may be-
come stale (e.g. Rubens is no longer Michael’s team mate).  

User modeling is achieved by presenting the user with a web-based instrument, de-
rived from the domain ontology, that lists the instances of the domain by type and 
asks the user to grade their interest on the scale: none, low, medium and high. 

4.2   Architecture 

Fig. 2. Service Architecture 

The Personalized News Service is actually the combination of three services – the 
RSS News Feed Consolidation Service, the Ontology Reasoner and the Personalized 
News Service itself. All threes services are implemented as Java web services and 
have associated Web Service Description Language (WSDL) descriptions. The RSS 
News Feed Consolidation Service is the most basic of the three. It provides a means 
of registering third party news feeds, such as those offered by most commercial news 
sites, and of performing keyword queries on the articles available from those services. 

The Ontology Reasoner Service is based on Jena [16] and exposes a WSDL inter-
face over which RDQL (RDF Data Query Language) [17] queries may be passed 
using SOAP. Jena provides an open source ontology reasoner and can be used to 
reason over OWL DL [7] ontologies. Jena allows the checking of consistency of 
ontologies, classification of ontologies and answering a subset of RDQL queries. The 
Ontology Reasoner Service simply exposes this functionality. 
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The central service is that of the Personalized News Service. This service is built 
on top of the Adaptive Engine (AE3) used by the Adaptive Personalized eLearning 
Service (APeLS) [2]. The AE3 provides specific adaptive functionality that is suitable 
for this form of personalization. The model-driven approach used by the engine, and 
its ability to strategically reconcile these models at runtime through narrative, means 
that it can be used to generate queries (in RDQL). Furthermore AE3 has built in sup-
port for accessing and invoking external web services. Using this functionality the 
RDQL query, which has been adaptively composed, using the narrative to examine 
the user’s interests and level of interests, is passed to the Ontology Reasoner Service. 
In this way AH techniques are used in conjunction with ontology reasoning. Through 
this step the reasoner can determine what other instances would be of interest to the 
user. For example, if the user model states that the user is highly interested1 in Mi-
chael Schumacher the following steps are carried out: 1) The Personalized News 
Service determines what a high interest in a Driver means, i.e. what relationships are 
of interest; 2) It assembles an appropriate RDQL query to request the associated in-
stances along those relationships; 3) Invokes the Ontology Reasoner Service; 4) Re-
ceives a result set with a list of related instances. In the case of Michael Schumacher 
this may include Ferrari (Team), Felipe Massa (Driver associated with Ferrari), 
Bridgestone (Tyre) etc. 

Once the appropriate related instances have been determined the Personalized 
News Service then invokes the RSS News Feed Consolidation Service to search for 
appropriate articles. These articles are then assembled, again using narrative, into a 
tailored news feed which may be accessed from any appropriate RSS Reader. 

5   Evaluation of PNS 

The evaluation of the Personalized News Service was carried out by conducting a user 
trial. Users were presented with three news feeds: a personalized news feed based on 
their interests, level of interest and using the strict ontology; a personalized news feed 
based on their interests, level of interest and using the loose ontology; and a consoli-
dated non-personalized news feed that showed all of the articles that were available. 
The trial was conducted with ten users, with varying degrees of interest in Formula 
One, over a period of four weeks. The news feed, upon which the personalized ser-
vices operated, was taken from www.itv-f1.com. The objective of the trial was to see 
if the strict ontology and loose ontology based services produce dramatically different 
personalized user experiences. 

Each user was asked to complete the web-based instrument to solicit their interests 
and levels of interest in Formula One. Once this step was completed they were asked 
to access three feed URLs, corresponding to the three services above, daily using their 
preferred RSS news reader. The feeds were identified as Feed One, Feed Two and 
Original Feed. Feed One corresponded to the personalized service using the strict 
ontology and Fees Two to that using the loose ontology, however, the users were not 
told this. 

1 When reconciling level of interest using the loose ontology semantic relationships are mean-
ingless (as they don’t exist in the loose ontology). Conceptual distance (one relationship 
away, two relationships away, etc.) was used instead for the loose ontology. 
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Following the trial each user was interviewed, with a specific set questions relating 
to usability and quality of experience being asked. The qualitative results obtained 
indicated that all of the users found the services easy to use as, for them, it simply 
meant completing a web-based instrument and then pointing their RSS reader at the 
generated feeds. In general the two personalized news feeds presented articles that the 
users believed appropriate. Occasionally, through looking at the static news feed, the 
users identified articles that the loose-ontology service missed. When asked if they 
perceived differences between Feed One and Feed Two, only one person felt there 
were Major differences, with the remainder of the users perceiving only minor or no 
differences. The user who experienced major differences was also the user with the 
lowest overall interest in Formula One. 

6   Conclusion 

The evaluation showed that end users perceived little difference in experience and 
satisfaction between the two personalized services. This is an interesting result as the 
level of semantic matching carried out when using the strict ontology is much higher, 
compared to that of the loose ontology. The strict ontology, however, is much more 
time consuming to generate and maintain as automated approaches are not viable. 
This is an encouraging result as systems such as Mercureo and Metasaur produce 
ontologies that are not dissimilar to the loose ontology used in the experiment, point-
ing to the viability of this approach. 

The overall approach of using ontologies to bridge the semantic gap between user 
model and the content available proved successful. The ability to keep the user model 
minimal and only containing the items the user was centrally interested coupled with 
their level of interest meant the user model was not full of tangentially interesting 
concepts. The danger of such concepts in a dynamic domain such as news is that they 
may become stale quickly. 

The approach of using the narrative to compose the query leaves open the opportu-
nity to extend the service to cater for other axes of adaptivity. For example, the num-
ber, quality and source of news articles could all be personalized. Another feature of 
narrative as it is supported by the AE3 is the possibility to invoke services as part of a 
service oriented approach. This capability means that the adaptive systems can be 
broken up into logical (and reusable) services. 
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Abstract. The volume of course-related information available to students is 
rapidly increasing. This abundance of information has created the need to help 
students find, organize, and use resources that match their individual goals, 
interests, and current knowledge. Our system, CourseAgent, presented in this 
paper, is an adaptive community-based hypermedia system, which provides 
social navigation course recommendations based on students’ assessment of 
course relevance to their career goals. CourseAgent obtains students’ explicit 
feedback as part of their natural interactivity with the system. This work 
presents our approach to eliciting explicit student feedback and then evaluates 
this approach. 

1   Introduction 

Information technology (IT) has rapidly changed many aspects of receiving a college 
education. The volume of course-related information available to students is rapidly 
increasing. This abundance of information has created the need to help students find, 
organize, and use resources that match their individual goals, interests, and current 
knowledge. One of the concerns students have is to make decisions about which 
courses to take. The concern is more serious for graduate students who have more 
freedom to choose courses while they care more about taking courses that contribute 
to their progress towards career goals. To make these decisions, they use information 
from course catalogs and schedules, consult with their advisors, and seek guidance 
from their classmates, especially those with similar interests. To give better decision-
making support to students who wish to make relevant course choices, we have 
developed a course recommendation system, CourseAgent, which integrates all 
available information about courses and provides personalized access to it. 

CourseAgent is a community-based recommendation system that employs social 
navigation [5] to tackle the problem of information overload. Community-based 
systems integrate explicit and implicit feedback provided by the community of users 
regarding information items and distill the collective wisdom of the community to 
help individuals. Explicit feedback is registered when a user rates an item as 
interesting or relevant. Implicit feedback is extracted from user actions that indirectly 
provide some evidence about item quality or relevance - such as link selection, 
reading time, bookmarking, etc. A challenge for recommendation systems is to 
encourage users to provide explicit feedback. Explicit feedback is considered the most 
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reliable source of information for personalization; however, users rarely provide it 
since they don’t perceive this activity as essential to their work with the system [4].  

CourseAgent provides community-based recommendations of courses using 
explicit feedback - students’ assessment of course relevance to their various career 
goals. To elicit feedback from users, the system employs a specific “do-it-for-
yourself” approach. The main theme of this approach is to obtain students’ explicit 
feedback implicitly, as part of their natural interaction with the system. This research 
study presents our approach for eliciting feedback from the students, and then 
evaluates our approach. The rest of the paper is organized as follows: section 2 
describes background information and related work, section 3 provides details about 
different parts of CourseAgent system, details on adaptation and social 
recommendation, and our approach for eliciting user feedback. Section 5 presents our 
evaluation methods and the results of this evaluation. We conclude the paper in 
section 6 and provide several ideas for the future direction of this work.  

2   The Under-Contribution Problem in Adaptive  
Community-Based Systems 

There is an increasing focus on creating community-based adaptive Web systems that 
provide navigation support or collect recommendations based on feedback from the 
users of the system. Amazon.com recommends items to buy based on activities of 
other users. MovieLens [9] recommends movies to watch based on the feedback 
provided by similar users. The I-Spy search engine uses the information provided by 
their community to re-rank search results [6]. The functionality and precision of these 
community-based systems is strongly dependent upon the amount of feedback 
provided by users of the systems. In many cases, the insufficient quantity of 
contributions from users has damaged the value of these systems. Encouraging users 
to contribute has become one of the most important challenges to this field.  

Since the discovery of the “users do not like to rate” phenomenon, different 
systems have tried different approaches to collecting user feedback, in order to fuel 
the recommendation mechanisms. Early works focused on substituting explicit
feedback, such as relevance rating, with implicit feedback, such as time spent reading 
a page, time spent scrolling a page, or number of clicks [4]. While several studies 
have demonstrated the potential of implicit feedback in several contexts, it has not 
emerged as the ultimate solution. In many cases, implicit feedback lacks the required 
accuracy, damaging the system’s precision.  

The idea of a more recent “economy” approach is to encourage users’ explicit 
contribution by building a reward mechanism into the system. In their early work, 
Bretzke and Vassileva [1] tried several reward mechanisms for encouraging 
contributions to their system resource-sharing system COMTELLA. The system 
rewards more cooperative users by such incentives as more bandwidth for download, 
or higher visibility in the community. More recent version of COMTELLA used the 
rewarding mechanism to regulate the quality of participation [3]. Harper et al. [7] 
designed an economic model to analyze users’ contributions to a movie 
recommendation web site. The model compares the effort required for providing 
ratings with the direct and indirect benefits of the contribution. The model provides 
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ideas on how to motivate users’ ratings, such as improving the interface to increase 
the fun and non-predictable personal benefits of rating, and improving the interface 
for browsing collections of one’s own ratings. Ling et al [8] employed social 
psychology theories to address the problem of under-contribution in online movie 
recommender community. The results of their study show that uniqueness of 
contribution can play an encouraging role for the users. Moreover, they found that 
users are more likely to contribute when the goal is very specific and challenging. 

Our work explores an alternative approach to eliciting user feedback that we call 
“do-it-for-yourself.” The main theme of this approach is to encourage users’ partici-
pation by turning their feedback into an activity that is important and meaningful to 
them. In other words, we make the achievement of a personal goal dependent upon 
their contribution to the community. This approach stands somewhat between the two 
approaches analyzed above. On one hand, we encourage users to provide reliable 
explicit feedback. On the other hand, this feedback might be considered implicit by a 
recommendation system since it was provided not for the system (as in the “economy” 
approach), but rather to achieve the users’ own goals. 

3   CourseAgent 

CourseAgent is an adaptive community-based hypermedia system that provides 
personalized access to information about courses. CourseAgent was developed for 
students and instructors in the School of Information Sciences at the University of 
Pittsburgh and incorporates information about courses offered at the School. 
However, it can easily be adopted for different programs by merely integrating the 
program-specific course data into the system.  

3.1   Social Recommendation in CourseAgent 

CourseAgent is a social navigation support system. It provides recommendation in the 
form of in-context adaptive annotations instead of generating an out-of-context sorted 
list of recommended courses. Course information is annotated with adaptive visual 
cues that help students to select their most appropriate courses. Fig. 1 demonstrates 
the use of in-context adaptive community-based annotations on the Schedule screen 
of CourseAgent. The Schedule screen provides different information about courses 
offered in a specific semester. As does any course schedule, it provides various 
information about each offered course, such as course number, course title, date and 
time, location, and information about the instructor. If the student finds a specific 
course relevant and interesting, she can use the provided link to register for this 
course or to plan to pursue this in the future (right column). To help the student 
register and plan decisions, the system attempts to enhance each link with two kinds 
of community-based annotation displayed as icons to the left of the links. One icon 
expresses the expected course workload (one shovel for low, two for average and 
three for a high workload). The other icon expresses the expected relevance of the 
course to the career goals of the given student (from one thumb up for a relevant 
course to three for a highly relevant course). The estimated workload and relevance of 
a specific course is calculated using community feedback about past offerings of this 
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course, as taught by the same instructor. In addition, another kind of icon in the 
relevance column indicates that the student’s advisor considers this course to be 
relevant for the given student.  

Fig. 1. Checking the schedule in CourseAgent 

Fig. 2. The Course Catalog screen in CourseAgent 

Similar social navigation support is provided in the Course Catalog screen of the 
system. In this screen, courses are grouped by areas of study defined by the program 
as shown in Fig. 2. For example, an Information Science degree includes areas such 
as Cognitive Science, Cognitive Systems, and Mathematical and Formal Foundation. 
Each course in the catalog is annotated with social recommendation information 
representing the relevance and workload of the course. However, since different 
instructors might teach the same course, the average relevance and workload of each 
course is based upon the average score over all instructors who taught the course. 

3.2   Providing Feedback 

CourseAgent provides social navigation support by collecting three kinds of 
information from the community of students: a) the student’s self-selected career 
goals, b) the students’ explicit evaluation of course workload, and c) the student’s 
personal rating for career goal relevance for the courses that they have already taken. 
We have defined an extendable list of 22 career goals that cover different ranges of 
careers related to the information science field. Students are able to add career goals 
that they wish to pursue to their profile. In addition, the system provides an interface 
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to evaluate courses already taken. Students are asked to evaluate the relevance of each 
taken course to each of their career goals on a scale of 1 to 5 and to evaluate the 
workload of the course on a scale of 1 to 3. Fig. 3 presents the evaluation interface . 

 

Fig. 3. Evaluation interface of the CourseAgent system 

The collected information is used to deliver adaptive annotations presented in the 
previous section. The overall workload level of the course is computed by simply 
averaging all ratings provided by the students. The relevance of a course to a student 
is computed based on the relevance of the course to each of the student’s career 
interests. To compute total relevance, we cannot easily average the relevance to all 
career goals of the student: A worthy course might be irrelevant to most of the 
students’ career goals while being critical to only one goal. In this case, a simple 
average will give this a poor relevance rating, while the student might actually be 
especially interested in taking the course since it is essentially relevant to one of his 
career goals. To overcome this, we designed a simple algorithm to compute course 
relevance. The relevance of a course to each career interest of the student ranges from 
1 to 5 - where 1 is not relevant and 5 is relevant in an essential way. Courses with a 
relevance level of 3 and above to at least one of the student’s career goals contribute 
to the overall relevance of the course to the student. The relevance of the course to the 
student is visualized with a thumb-up icon (1 icon means reasonable relevance and 3 
means the highest relevance). Table 1 presents part of our algorithm for computing 
course relevance. For example, if a course is essentially relevant (relevance level of 5) 
in 2 of the student’s career goals, the course will be considered highly relevant to the 
student. The complete set of rules consists of 16 cases. The current version of the 
algorithm is derived from our preliminary assumptions and needs to be evaluated with 
real users. The evaluation of this algorithm is part of our future work. 

Table 1. The Algorithm for computation of course relevance 

# of career goals 
with Relevance 5 

# of career goals 
with Relevance 4 

# of career goals 
with Relevance 3 

Total 
Relevance 

>=2 * *  
1 >1 *  

…. 
0 1 0  
0 0 2  
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3.3   Motivation for Providing Feedback 

Similar to any other community-based adaptive system, the success of CourseAgent is 
highly dependent upon the feedback provided by the community. Course 
recommendation is a good example of a domain where community-based recommend-
ation is useful while item-based recommendation [10] is not, since students are typically 
interested in taking courses that are different from those already taken, in order to learn 
the wide variety of knowledge that will be relevant for a career in this field. Moreover, 
unlike some community-based recommenders, such as MovieLens [9], recommend-
ations that are provided to a specific student do not take into account her own ratings, 
but only the ratings of students who took potentially interesting courses earlier. As a 
result, ratings provided by the students in CourseAgent are beneficial solely to the 
community but not to the author of the ratings. This typical contradictory situation 
requires us to find some way for the system to encourage students to provide explicit 
feedback. As explained in the introduction, our goal has been to use a “do-it-for-
yourself” approach. Therefore, our challenge has been to design an activity that is both 
attractive and meaningful for the students and can use course ratings provided by the 
student for the benefit of the author of the ratings. In our context, career planning looks 
like an attractive candidate for this kind of activity. To integrate career planning with 
student course evaluation, we developed the Career Scope interface, which is presented 
in this section.  

In Career Scope, students can view the progress they have made towards each 
career goal. Courses they have taken and evaluated are used to compute their progress 
towards the career goal. The more relevant the course to the career goal, the more 
progress they will make towards the goal. Also, the difficulty level of the course will 
affect this rating. A low-load course would not necessarily cause the same progress as 
a high-load course. To visualize progress, we have assumed that a specific career goal 
can be “covered” by taking four relevant courses with medium level difficulty. More 
difficult courses with higher relevance contribute more to “covering” a career goal 
while courses with less relevance contribute less. To give more weight for courses 
taken earlier, we chose to use a logarithmic contribution function instead of a linear 
one. The current contribution function and all the parameters are considered to be 
pilot settings that will need to be validated with real users. 

 

Fig. 4. Career Scope in CourseAgent 
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Fig. 4 shows a screenshot of the Career Scope section. For each specified career 
goal, the Career Scope section displays a progress bar that displays the contribution of 
relevant taken and planned courses towards achieving this goal. A taken course 
contributes to a career goal if the student rated it as being relevant to this goal. The 
amount of contribution depends upon the relevance and workload rating. The total 
contribution of the students’ planned courses is computed from the average relevance 
and average difficulty level provided by the community of students. To distinguish 
actual progress from future progress, the contribution of planned courses is shown in 
the progress bar with a different color. 

As shown in Fig. 4, the system lists three possible groups of courses for each 
career goal: taken, planned, and recommended. The students are able to see their own 
evaluation of taken courses. Taken but not evaluated courses are presented in the 
Taken Courses table with a lighter background. This prompts the students to evaluate 
the course (using the link to the right) in order to be count as a part of progress toward 
the career goal. Students can also re-evaluate the courses they have previously 
evaluated by clicking on the original rating. They are also able to view the 
community’s evaluation of their planned courses, as rated by relevancy to each 
specific career goal. The list of recommended courses (based on the community’s 
evaluation) is provided for each specific career goal and students are able to plan any 
of the recommended courses. 

The design of Career Scope is based upon the assumption that the main goal of 
students is to take courses that will help them to find an interesting career in the 
future. By rating the relevance of courses, students are better able to take advantage of 
the system and observe their progress towards each of their career goals. This 
employs the methodology of “do-it-for-yourself” that is the main focus of our current 
work. By visualizing the contribution of planned courses to students’ progress, we 
tried to encourage students to specify courses they plan to take. Specifying planned 
courses can then serve as implicit feedback for generating recommendations for the 
community. Social navigation support provided by the current version of the system 
does not take into account implicit feedback. As future work, we are planning to add 
implicit feedback into social navigation support. 

4   Evaluation 

We have completed the first study of the CourseAgent system at the School of 
Information Sciences in the University of Pittsburgh. The main goal of the study was 
to assess whether “do-it-for-yourself” approach increases student contribution to the 
system. To evaluate this hypothesis, we prepared two different versions of the system. 
The controlled version does not include the Career Scope screen that was designed to 
provide motivation to rate and plan courses. The rest of the system is exactly the same 
for both versions. The system was advertised to graduate students of the School of 
Information Sciences for two weeks before the registration deadline. When a student 
requested to use the system, they were randomly assigned to one of the two groups. 
For evaluation purposes, we logged all user interactions with the system.  

We hypothesized that students in the control group would provide fewer 
evaluations and career interests, plan fewer courses to take in the future, and provide 
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fewer taken courses. To evaluate our hypothesis, we looked at the average number of 
times that each group saved an evaluation, added a course, planned a course, and 
added a career interest. Table 2 presents the result. As shown in the table, the control 
group has planned fewer courses, added fewer career interests, and provided less 
evaluation. This means that the control group has provided less implicit and explicit 
feedback. However, the difference is not significant. 

Table 2. Contribution of users in from the control and experimental group 

# of 
students 

Average # of 
added 

courses 

Average # of 
planned 
courses 

Average # of 
added career 

interests 

Average # of 
saved 

evaluations 
Control 11 5 2 0.91 4.55 
Experimental 9 5.89 5 2.22 6.22 

For a deeper analysis, we looked at the usage of Career Scope by the experimental 
group. We observed that about half of the students in the experimental group did not 
actually use Career Scope. This might be due to interface problems such as the name 
of the section or the position of the section in the system. Also users might be lacking 
a good description of this part of the system. (We will investigate this issue as part of 
our future work.) As a result, for better analysis of the effect of Career Scope, we 
divided the users into 3 groups: control group, experimental group I who did not use 
Career Scope, and an experimental group II who used Career Scope. Table 3 presents 
the same result as Table 2 for these 3 groups. As shown in the table, the contribution 
of users from experimental group who did not actually use Career Scope is close to 
the contribution of users from the control group. The data shows that students who 
actually used Career Scope contributed significantly more to the system by providing 
more evaluations, planning more courses, and adding more career interests and taken 
courses. In all cases, the difference is statically significant (t-test, α=0.05).

Table 3. contribution of users with respect to usage of Career Scope 

# of 
students 

Ave. # of 
added 

courses 

Ave. # of 
planned 
courses 

Ave. # of added 
career interests 

Ave. # of saved 
evaluation 

Control Group 11 5 2 0.91 4.55 
Experimental group I  4 2.25 1.5 1.25 3.75 
Control + Experimental I 15 4.27 1.87 1 4.33 
Experimental group II 5 8.8 7 3 8.2

We were also interested in observing the activity patterns among these three groups. 
We looked at the fraction of providing feedback (explicit & implicit) compared to other 
actions, to measure the extent that the rating had been encouraging. The following graph 
presents the percentage of different types of activity among the three groups. The results 
suggest that the experimental group II, who received more encouragement for providing 
feedback, spent a higher fraction of their time on activities that would provide feedback 
to the system. This result is another indication that the encouragement caused by 
presenting career progress was beneficial to creating more feedback. 
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Fig. 5. Activity analysis of 3 groups 

5   Discussion and Future Work 

CourseAgent is a social navigation system that strives to automate “word of mouth” 
to help students making decision about courses to take [11]. Similar to any other 
community-based adaptive system, the success of CourseAgent is highly dependent 
on the feedback provided by the community. In CourseAgent we have tried to address 
the problem of under-contribution by employing a “do-it-for-yourself” approach and 
emphasizing the direct benefit of providing feedback. In CourseAgent, students are 
able to provide feedback in implicit and explicit ways. They can directly evaluate 
courses with respect to the relevance to each career goal as well as the difficulty level 
of the course. They are also providing implicit feedback when they plan or register for 
a course. Registering or planning a course represents an implicit interest in the course, 
which may be due to the relevance of the course to the students’ career goals. The 
basic and obvious benefit of the system to the students is as a course management 
system that keeps information about courses they have taken and facilitates 
communication with their advisors. Providing social navigation support and 
community-based recommendation provides more benefit and encouragement to use 
the system. However, to encourage students to evaluate the courses they have taken, 
we have designed the Career Scope section of the system. Our results suggest that the 
“do-it-for-yourself” approach succeeds in providing more course recommendations. 
Observing progress toward each career goal is an important motivation for the 
students to use the system while also providing more explicit and implicit feedback to 
the system.  

Currently, we are trying to advertise the use of this system among a larger number 
of students in the School of Information Sciences at the University of Pittsburgh, to 
validate our hypotheses with a larger number population. We have also designed a 
user study to conduct interviews and surveys. We plan to collect subjective feedback 
from students about the community-based support provided by CourseAgent. Using 
subjective data from real users, we will adjust our adaptation algorithm and different 
parameters used in the algorithms. We plan to modify the constant parameters in the 
algorithms (e.g. number of courses to cover a career goal) to variable parameters that 
are adjustable to students’ goal and interests and specification of the area of the study. 
In the next version of the system we plan to improve the adaptation algorithm by 
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taking into account the implicit feedback such as course planning. We hope that 
extending the development of this system and its evaluation will provide us with more 
ideas, in order to improve our approach for eliciting user feedback, an essential tool 
for building community-based adaptive hypermedia systems.  
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Abstract. Collaborative Web Search (CWS) seeks to exploit the high
degree of natural query repetition and result selection regularity that is
prevalent among communities of searchers. CWS reuses the search expe-
riences of community members, to promote results that have previously
been judged relevant for queries. This facilitates a better response to the
type of vague queries that are commonplace in Web search and allows
a generic search engine to adapt to the preferences of communities of
individuals. CWS contemplates a society of search communities, each
with its own repository of experience. In this paper we describe and
evaluate a new technique for leveraging the search experiences of related
communities as sources of additional search knowledge.

1 Introduction

Web search is challenging for many reasons, not least of which is the sheer scale
and heterogeneity of the Internet. In addition, the average searcher is not the
information retrieval expert assumed by the techniques that underpin today’s
search engines. Most Web search queries are vague and under-specified, contain-
ing an average of only 2-3 terms [1] which are often poorly chosen with respect to
the documents being sought [2]. As a result, even leading search engines struggle
to effectively cope with many search queries [3].

Collaborative Web Search (CWS) takes advantage of query repetition and
selection regularity among communities of like-minded searchers. For example,
a community of motoring fans is likely to be looking for car-related results for
the query ‘jaguar ’, whereas searchers with an interest in wildlife are likely to be
interested in the wildcat. Generic search engines like Google do not attempt to
resolve these differences at search time, preferring to present the searcher with
the more likely interpretation or a mixture of different result types. CWS ad-
dresses this problem by recording and reusing search histories thus learning a
preference model for a community. We view CWS as a form of case-base rea-
soning (CBR) with new search problems (queries) being solved by retrieving
and adapting the results of previous search cases; see [4, 5]. Each community’s
preference model is essentially a case-base of search cases with each case contain-
ing a search query and a set of selected results with their selection frequencies.
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acknowledged.

V. Wade, H. Ashman, and B. Smyth (Eds.): AH 2006, LNCS 4018, pp. 101–110, 2006.
c© Springer-Verlag Berlin Heidelberg 2006



102 J. Freyne and B. Smyth

When responding to a query, CWS retrieves the most similar search cases to the
query and rank-orders their previously selected results using a weighted model
of relevance, based on the selection frequency data within the cases.

CWS contemplates a society of community-based search engines, each with its
own community specific search knowledge. These communities can be loosely or
more formally defined and the I-SPY implementation of CWS (see ispy.ucd.ie)
offers a range of community formation features. For example, an ad-hoc commu-
nity might be made up of searchers that use a search box on a motoring Web
site. Alternatively, a search community may be more formally defined, for exam-
ple, a set of employees working in the IT department of some organisation. The
point is that we can expect these communities to display a high degree of local
repetition and regularity in their search behaviour [6], which can be exploited
by CWS to deliver more relevant results to each community.

Ordinarily the searches of a specific host community are answered with refer-
ence to their local case-base. However, in this work we consider the possibility
of leveraging the search experience of other related communities when respond-
ing to the queries of a host community. Consider the example above of a general
motoring Web site. For the query ‘jaguar’ this (host) community might promote
pages to do with Jaguar cars. However, there may be a more specialised com-
munity based around Jaguar-Enthusiasts.com whose search case-base may have
other results that are likely to be more specialised, but which are also likely to
be relevant to at least some searchers within the host community. In this paper,
after discussing some related work we provide a brief review of CWS, we describe
the adaptations necessary to take advantage of multiple communities and finally
we describe the results of a recent real-user evaluation.

2 Related Work

The work presented in this paper touches on a number of areas of related re-
search. Of particular importance is the idea that Web search experience can
be usefully captured as a case-base of reusable cases and that this experience
can be distributed across multiple case-bases which correspond to the needs of
communities of searchers; see [7, 8, 9] for related ideas in the CBR community.

With the popularity of networked services the practice of distributed infor-
mation retrieval (DIR) has come to the fore. DIR involves examining locally or
geographically separated information sources to satisfy an information need. One
of the principle concerns of DIR systems is the routing of queries to appropriate
sources. Early systems such as STARTS [10] made routing decisions based on
the content of an information source. Recently, more sophisticated techniques for
making routing decisions involve exploiting the performance of the sources for
past searches. The uniqueness of these systems is that they do not require any
knowledge of the content of each source corpus. For example, NeuroGrid [11] is
an approach to DIR involving the adaptation to ongoing network activity. User
responses (i.e. evidence of clicking or book-marking or lack thereof) are stored
and used to update the information on which the routing decisions are made.
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Similar, but based on the World Wide Web is the SavvySearch system [12]; a
meta-search engine that selects which search engines to use based on a query
and each engine’s past performance when faced with this query.

Finally it is worth commenting on result clustering work in Web search. The
ranked-list presentation format that has been almost universally adopted by Web
search engines makes it quite inefficient for users to quickly assess the relevance
of retrieved results. A solution that has attracted considerable attention is that
of result clustering, where result-lists are organised into clusters of semantically
related results [13]. A range of efficient algorithms have been developed for the
rapid clustering of search results [14, 15]. The traditional approach involves an
analysis of the contents of result pages or associated snippet texts. This is com-
putationally expensive and accurate clustering is often compromised for reasons
of response-time. Our extension is a form of result clustering, in the sense that
each community acts as a cluster of results, but without the need for result-based
analysis. Moreover, our clusters relate to genuine groups of interest.

3 A Review of Collaborative Web Search

The CWS technique is a form of meta-search that focuses on the post-processing
of search results in response to a learned model of community preferences; see
Figure 1. Each query, qT , is submitted to a set of underlying search engines],
S1,..Sn, and their results form a meta-search result-list, RM . The key novelty
of CWS is the production of a new result-list, RT , that reflects the preferences
of the community. This involves the promotion of results which were frequently
selected by the community’s members in the past for similar queries.

Fig. 1. CWS as implemented in I-SPY (ispy.ucd.ie)

3.1 Profiling Community Preferences

These results are stored in the hit-matrix, H, which is the key data structure that
relates page selections to past queries for a given community of users. Hij is the
number of times that page pj has been selected for query qi. The hit-matrix
forms the basis for each community case-base. From a CBR perspective each
row corresponds to an individual search case (Equation 1) made up of the query
component plus k result-pairs (page-id & relevance score (See Equation 4)). The
problem specification part of a case (Equation 2) corresponds to the query terms
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and the solution part (Equation 3) to the result-pairs; that is, the set of page
selections that have been accumulated as a result of past query submissions. The
target problem is represented by the target query terms.

ci = (qi, (p1, r1), ..., (pk, rk)) (1)
Spec(ci) = qi (2)

Sol(ci) = ((p1, r1), ..., (pk, rk)) (3)

3.2 Retrieving Similar Search Cases

For each target query, qT , we retrieve a set of similar search cases to serve as a
source of relevant results. Case similarity is measured by examining the overlap
in query terms of the target case and past search cases. During the retrieval
stage, this allows collaborative search to rank-order past search cases according
to their similarity to the target query so that all, or a subset of, these cases
might be reused during result ranking.

3.3 Case Reuse and Result Ranking

Consider a page, pj , that is part of the solution of a case, ci, with query, qi.
The relevance of pj to this case is given by the relative number of times that
pj has been selected for qi; see Equation 4. And the relevance of pj to the new
query qT is the combination of the individual Rel(pj, qi)’s across all cases c1, .., cn

that contain a query that is deemed similar to qT ; see Equation 5. Essentially
each Rel(pj, qi) is weighted by Sim(qT , ci) to discount the relevance of results
from less similar queries; Exists(pj , ci) = 1 if Hij <> 0 and 0 otherwise. This
relevance metric is used to rank-order the promotion candidates which are then
recommended ahead of the remaining meta-search results.

Rel(pj, qi) =
Hij∑
∀j Hij

(4)

WRel(pj, qT , c1, ..., cn) =

∑
i=1,...,n Rel(pj, ci) • Sim(qT , ci))∑

i=1,...,n Exists(pj , ci) • Sim(qT , ci)
(5)

4 Communities, Collaboration and Cooperation

CWS obviously assumes that each community preference model (hit-matrix) re-
flects some relatively uniform domain of interests. This is a crucial assumption
and not one that will be tested here. However, it has been validated in a variety
of search scenarios [6, 3]. In this work we will consider how communities might
cooperate and collaborate during Web search. Our proposed community cooper-
ation technique (CC) looks at a straightforward adaptation of the CWS concept
and proposes how groups of related communities can contribute potentially rel-
evant results to the result-list of a host community. Thus, when a target query,
qT , is submitted by a searcher from some host community, Ch, a result-list is
generated in the usual way by Ch, but in addition extra results are also promoted
from the recommendations of a set of related communities, C1,..,Ck.
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4.1 Collaborating Communities

Recent work in distributed CBR suggests that it is often worthwhile considering
the knowledge contained in similar case-bases when solving some problem in
a related task context [7, 8]. Similar benefits may be available within our Web
search application by including the recommendations from similar communities
within the result-list returned to the searcher. We hope that if there are strong
similarities between communities then the results from the related community
will be relevant and may even offer the searcher a different perspective.

How then can we measure community similarity? We start by supposing that
if two communities have similar query term distributions then they might reflect
the interests of similar communities of users. Here we use a simple model of
community similarity based on the percentage of overlapping query terms for a
host community, Ch, and another community, Cr; Equation 6.

CommunitySim(Ch, Cr) =
|QueryTerms(Ch) ∩ QueryTerms(Cr)|

|QueryTerms(Ch)| (6)

It makes sense to consider community similarity as a function of both result
overlap and query overlap. However, we will leave these enhancements as future
work and proceed with the simple model of community similarity above.

4.2 Result Clustering and Ranking

Once a set of similar communities has been identified they can each be used to
produce a set of results in response to the target query, qT , from the host. For
each of these related communities we retrieve the set of result recommendations
coming from their respective case-bases. In other words, they do not initiate full
searches by submitting queries to their own underlying search engines but only
perform what is effectively a local search of their own search knowledge. Thus,
each related community, Ci, produces its own set of recommended results, Ri.

In this paper we propose displaying separate community result-lists, with sep-
arate recommendations under their respective community headings. Essentially
this is a type of result clustering and we argue that it has the advantage of
preserving the association between related communities and their recommended
results to provide the searcher with useful context information when it comes to
understanding these recommendations. An example of this approach is presented
in Figure 2 for a collection of search communities related to the sport of Rugby.
The target query, ‘6 nations’ (referring to the annual competition), is submitted
by a member of the host community, Rugby Union, and its results are shown in
Figure 2. The top-half of the result-list presents the recommendations from the
host community and they are followed by results that have been returned by
the meta-search engine. At the top of the page is a set of tabs, each containing
the title of a related community, plus the number of results it has provided.
Selecting a tab will show the results from this particular community. Inset to
the right of the figure is a section of the recommendation page from the Irish
Rugby community. Notice how these recommendations are different from those
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Fig. 2. The results page for the related Irish Rugby community

of the host, although still clearly relevant to the target query. Notice too how
2 of the 3 recommendations have an Irish angle; one is from an Irish rugby site
(Rugby.ie) and the other from Ireland.com the Web site of an Irish newspaper.

5 Evaluation

In this paper we have hypothesised about the value of leveraging the search
knowledge of multiple communities when responding to a host’s query. We sug-
gested that if similar communities can be identified, then their recommendations
are likely to be relevant and may even complement the results recommended by
the host. Our previous work demonstrates this potential through a limited arti-
ficial search scenario [16]. Here we focus on a real-user evaluation and show how
similar performance improvements can be achieved in a realistic search setting.

5.1 Set-Up and Methodology

This evaluation is based on 9 weeks of search data collected by monitoring the
search habits of a Dublin software company. 1986 individual search sessions, each
containing an IP addresses, a query, and at least one result selection, (ip, q, r1-
rn) were collected. This data was used to populate a set of search communities,
each made up of the employees of a different department within the company.
We evaluate our new CC approach by examining and judging each community’s
coverage and precision scores for the result-lists produced for a set of queries.

Community Creation. In total, 7 separate communities were created, each
with their own employees, focus and search history size. These communities
ranged from the large Development B community, made up of software devel-
opers, and comprising 749 queries to the much smaller Marketing community
of only 54 queries; see Table 1. The queries contained on average 2.66 terms
and were a mix of general and computing related queries; for example “public
holidays Ireland”and “jprofiler 3.0 linux installation”.
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Community Training and Relevance Testing. Populating the case-bases
(hit-matrices) for each community was a straightforward task: the first 80% of
each community’s search data was used as the basis for each community’s search
cases. This left the remaining 20% of search sessions as a basic test set (403 in
total) to use as the basis for our relevance evaluation. The pairwise similarity
scores for each of the resulting communities is presented in Table 1.

Table 1. Pairwise community similarities

Community (sessions) Web Devel. Marketing Proj. Man. Devel. A QA Finance Devel. B
Web Devel(58) 0% 15% 19% 22% 3% 33%
Marketing (54) 0% 9% 25% 13% 11% 20%
Proj Man (204) 3% 2% 17% 20% 4% 29%
Devel A (370) 3% 3% 12% 21% 3% 29%

Quality A (486) 3% 1% 11% 17% 3% 28%
Finance (53) 3% 8% 17% 18% 22% 24%
Devel B (749) 2% 1% 10% 15% 18% 2%

Table 2. Technique performance

Traditional CWS Community Cooperation model
Recommendations 82 130
Successful Queries 54 69

We evaluated the performance of a community’s response to its own test
queries and separately its response to the test queries from other communities.
We were primarily interested in the relevance of the result-lists produced. Al-
though we have access to the results that the original searchers selected, it does
not follow that we can assume that unselected results are irrelevant. For our eval-
uation we needed some way of identifying other results as potentially relevant.
Our solution was to use Google’s “similar pages” feature as a means to generate
lists of results that are similar to those selected by the original searchers (the seed
pages). This allowed us to generate a list (on average 15.15 results) of relevant
candidates for each search session from its seed pages. We deemed a result page
to be ‘relevant’ to some target query, qT , if (1) the result was actually selected
by a searcher for qT (seed page); or (2) the results was at least 30% similar to
a seed result; or (3) it the result was at least 50% similar to one of the pages
Google deemed to be similar to a seed.

5.2 Query Coverage

In our first test we looked at the number of queries for which recommendations
could be generated by CWS in comparison to the CC approach. It is important
to realise that when we talk about a recommendation being generated, we are
referring to the promotion of a specific search result based on its previous se-
lection history. Table 2 shows that the CC approach enjoys a clear advantage
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over the standard CWS approach. Only 82 (20%) of the 403 queries submit-
ted to the standard CWS system resulted in recommendations being generated
compared to 130 queries for the CC approach, representing a relative increase
in recommendation coverage of more than 58% for the CC approach.

5.3 Result Relevance

Of course query coverage is not a very revealing quality measure as it says
nothing about recommendation relevance. Thus, we look at the quality of the
recommendations generated by each approach. Specifically, we look at the num-
ber of queries for which at least one relevant recommendation was generated—
successful queries. The results presented in Table 2 again speak to the benefits
of the CC approach, which delivers 69 successful queries against CWS’s 54; a
relative increase of 27% for the CC approach over standard CWS.

166 relevant results were promoted by the traditional CWS technique across
its 54 successful queries. When we look at the similar-community recommenda-
tions generated for these queries we find 45 relevant results. However crucially,
we see that 38 of these 45 relevant recommendations are unique. In other words,
over 84% of the relevant recommendations that originate from similar communi-
ties are different from the recommendations generated by the host community.
It is worth noting that the community with the greatest similarity to the host
in most cases, the Development B community, did not contribute any unique
results to this set, thus showing that communities that are very similar to a host
often do not contribute as many unique results as less similar communities.

5.4 Result Precision

Figure 3 shows the precision scores for a selection of the communities for different
recommendation set sizes (k). Each graph shows the precision of the host commu-
nity’s recommendations as well as the precision of the recommendations that are
generated by the remaining 6 communities. The relevance of a recommendation is
judged with respect to the host community only. The low precision performance
here is attributed to our strict relevance notion rather than the CWS techniques;
see [3, 6] for live-user trial results. In 3 out of the 7 communities tested (Project
Management, Finance & Development B) the host community performs best re-
turning more relevant results than any partner communities. Interestingly, in the
remaining communities the host community’s precision scores are outperformed
by a partner community. In the cases where this occurs the more mature De-
velopment B community returns more relevant results than a less mature host.
This can be attributed to the high similarity (24%-34%) of the Development B
community to the host community in each case. The Development A and Quality
Assurance communities also perform quite well in these cases, again owing to
their maturity and high similarity to the host community. Examining the cor-
relation coefficient between precision (k=5) and similarity for each community
shows an average correlation coefficient of 0.67. This supports our hypothesis
that similar communities tend to provide the more relevant results.
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Fig. 3. Precision graphs for the 4 out of 7 communities

6 Conclusions

In this paper we described how our CWS approach can be extended to facilitate
cooperation between search communities so that searchers from one community
can benefit from the search experience of another similar community. The results
of a real-user evaluation support the value of this idea and indicate that similar
communities can serve as an important source of search knowledge and that their
recommendations can improve the quality of result-lists returned to searchers.
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Abstract. Numerous systems attempt to predict user navigation on the Internet 
through the use of past behavior, preferences and environmental factors. How-
ever many of these models have shortcomings, in that they do not take into ac-
count that browsers may have several different sets of preferences. Here we  
investigate time as an environmental factor in predicting user navigation in the 
Internet. We present methods for creating temporal rules that describe user 
navigation patterns. We also show the advantage of using these rules to predict 
user navigation and also illustrate the benefits of these models over traditional 
methods. An analysis is carried out on a sample of usage logs for Wireless Ap-
plication Protocol (WAP) browsing, and the results of this analysis verify our 
theory. 

1   Introduction 

The ultimate aim of total personalization for adaptive hypermedia hinges on discover-
ing all of the factors that impact user activities in different contexts. Some of these 
factors are quite obvious, like explicitly stated user preferences, while others are less 
obvious, for example implicit preferences, patterns of past behavior, and the physical 
environment. The challenge facing adaptive hypermedia is to properly recognize these 
factors, the way in which they influence behavior and the degree of that influence. 
Previously we have identified time as an important environmental factor that impacts 
user navigation behavior in a mobile-internet portal [7,11]. However, this work was 
not fully automated and required a number of knowledge engineering steps to seg-
ment the log date. In this paper, we develop an automated method for determining 
temporal rules that describe user navigation. We use these methods to describe user 
navigation with respect to URL’s selected during navigation. We find that the meth-
ods that we describe in this paper learn a greater number of high confidence rules than 
traditional association rule mining methods. The next section provides some related 
work. Section 3 gives some context to the problem that we are trying to solve. Section 
4 gives an overview of the techniques we are implementing. Section 5 provides an 
experimental evaluation of our techniques. Section 6 shows the effectiveness of our 
techniques for predicting user navigation. The final section provides a conclusion and 
some ideas for future work. 
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2   Background Reading  

2.1   Mobile Web Navigation 

Buchanan et al [6] believe the biggest problem that remains in the mobile Internet is 
the problem of navigation and site structure and they present alternate methods for 
presenting information in wireless device interfaces. Billsus et al [5] also note that it 
is essential to have some sort of adaptive interface for users of the mobile Internet to 
overcome its shortcomings [6,16] and use a combination of similarity-based, Bayes-
ian and collaborative techniques to allow systems to adapt to users’ changing inter-
ests. Anderson et al [2] also present a method for creating adaptive web pages for 
wireless devices. Their MINPATH algorithm makes use of “expected savings” to 
recommend pages to users. Smyth and Cotter have supported adaptability in the mo-
bile Internet domain by learning probabilistic models of page accesses in order to 
guide promotion of pages within mobile portals [17]. However, this work has not 
looked at the role that temporal patterns might play; an issue to which we now turn. 

2.2   Temporal Analysis 

In recent times there has been an interest in time-based usage patterns in office envi-
ronments. For example, Begole et al [3] attempt to detect and model rhythms of work 
patterns in an office. Horvitz et al [12] use Bayesian networks built over log data to 
model time-based regularities in work patterns in order to predict meeting attendance 
and interruptability.  Time-based analyses of web searching have also been carried 
out. With the aim of supporting users, Lau and Horvitz [13] have constructed prob-
abilistic models centering on temporal patterns of query refinement to predict how a 
user would continue their search.  Beitzel et al [4] have analyzed search engine que-
ries with respect to time and found that some topical categories vary substantially 
more in popularity throughout the day; they also found that query sets for different 
categories have differing similarity over time. Halvey et al [8,9] have provided tem-
poral analysis of mobile web navigation and have shown temporal predictive models 
to be more accurate at predicting user navigation than similar standard predictive 
models. Their models segregate the log files before predictive Markov chain models 
are created. Data is segregated based on the results of hierarchical clustering methods 
[8] and also segregated by exploiting the fact that user navigation patterns are not 
distributed uniformly throughout time periods [9]. The following section provides 
some context and further background for our current work. 

3   Task Context 

While people have been surfing the World Wide Web (WWW) by traversing hyper-
links for over 15 years, surfing the mobile-Web is a relatively more recent experience 
for most. In Europe, some of the first versions of the mobile-Web have been available 
through WAP enabled phones. WAP devices provide access to specifically tailored 
mobile portals with various services (e.g., email, betting) and information on diverse 
topics (e.g., TV listings, entertainment guides, sport). Presumably, as 3G phones  
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become commonplace, this particular type of mobile surfing will become more preva-
lent. While the distribution of navigation patterns of mobile-Internet users still con-
forms to the Universal Law of Surfing [10] observed in WWW users [15], the way 
people navigate is quite different. Surfing mobile portals on a WAP phone is not the 
same as surfing the WWW on a PC. The screen real-estate of these devices is limited 
to displaying a few lines of text (or links), input capabilities are restricted, download 
times are slow and governed by incremental billing [16] and specific interface restric-
tions constrain user behavior in several ways. Specifically, mobile users tend to scroll 
and click through menu hierarchies rather than using jump-off points for link traversal 
from search-engine query result lists. One major consequence of this navigation style 
is that the depth of items in the menu hierarchy has profound effects on access times 
to a given page and, indeed, on the cost to the user of access. As such, the mobile-
Web domain presents a classic personalization problem, where the exploitation of 
user navigation patterns could be used to re-order menu hierarchies to better deliver 
sought-for pages quickly and easily.  

Halvey et al [7,11] have extended this type of personalization through menu re-
ordering by exploiting time-of-the-week factors. The intuition guiding this work is 
that users’ navigation on the weekend when they have leisure time should differ from 
their navigation on weekdays when they are at work for example, users will have 
different goals and desires in these different time periods. For instance, a stockbroker 
may be interested in business web pages during work hours but entertainment pages 
during leisure time, as he/she is an avid cinema fan. Users may also have different 
goals and desires in different locations. Halvey et al. [7,11] have confirmed the tem-
poral part of this hypothesis by showing that predictive Markov models based on 
slices of log data cut from weekdays, evenings and weekends are better predictors of 
navigation behavior than the same log data as an undifferentiated whole. Furthermore, 
the weekend models were shown to predict the weekend best, the evening models the 
evening best and so on, showing that navigation patterns within each period had a 
distinctive shape. Halvey et al. [7,11] relied on intuition and informal data analysis. It 
would clearly be better if we could automate this step, taking the art out of the proc-
ess. The following section provides a possible solution to the problem, where we 
outline some methods for learning temporal rule based user profiles.  

4   Time Based User Profile 

The problem of mining association rules can be formalized as follows [1]. Let I = 
{i1,i2, . . . , im} be a set of literals, called items. Let D be a set of transactions, where 
each transaction T is a set of items such that T ⊆ I. Associated with each transaction is 
a unique identifier, called its TID. We say that a transaction T contains X, a set of 
some items in I, if X ⊆ T. An association rule is an implication of the form X  Y, 
where X ⊂ I, Y ⊂ I, and X  Y = 0. The rule X  Y holds in the transaction set D 
with confidence c if c% of transactions in D that contain X also contain Y. The rule X 

 Y has support s in the transaction set D if s% of transactions in D contain X  Y.
Our proposal is that each transaction T has associated with it a timestamp t. So for 

some rules R of the from X  Y, the rule could be refined to R’ of the form X  t 
Y such that c of X Y for transactions that take place in transaction set D during 
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times t is greater than confidence c over all of the transaction set D. Time periods can 
be determined at the start of the process and can be any period less than the total time 
period over which the data can be collected, i.e. seconds, years, days or hours could 
be used provided they are not longer than the total time period. We are proposing four 
methods to determine these temporal types of rules: 

• Point Better: For each point in the time period that the confidence c is im-
proved we create a new rule. Point in the time period will depend on how time 
is being measured, for example days or hours etc.  

• Point Threshold: This is a refinement of the point better method. For each 
point in the time period that the confidence c is above a certain threshold we 
create a new rule. This may require learning some initial rules that are below 
the threshold value so that the improvement may be above the threshold value. 
Point in the time period will depend on how time is being measured, for exam-
ple days or hours etc.  

• Sequence Better: This is a refinement of the point better method. For each se-
quence in the time period that the confidence c is improved we create a new 
rule. By sequence we mean a consecutive period of one or time points.  

• Sequence Threshold: This is a refinement of the sequence better method. For 
each sequence in the time period that the confidence c is above a certain thresh-
old we create a new rule. This may require learning some initial rules that are 
below the threshold value so that the improvement may be above the threshold 
value. By sequence we mean a consecutive period of time points.  

Each of these methods requires an existing algorithm to learn an initial set of rules 
and each of these methods may also require multiple scans of the data set or initial set 
of rules. 

5   Experimental Evaluation 

5.1   Measurement of Effectiveness of Algorithms 

There are a number of different metrics for measuring the effectiveness of a rule. The 
main metrics for association rules are confidence and support and they are defined as 
follows. The confidence of a rule R = "A and B  C" is the support of the set of all 
items that appear in the rule divided by the support of the antecedent of the rule, i.e. 
confidence(R) = (support ({A, B, C}) / support ({A, B})) *100%. The support of a 
rule "A and B  C" is the support of the set {A, B, C}. Here we provide some varia-
tions on these metrics to illustrate the benefit of our techniques and also the differ-
ences between the rules they determine and the rules that traditional methods deter-
mine. These metrics are: 

• Confidence in specific time period:  This is the confidence of a rule in the 
time period when it is applied. For example for a normal rule this would be the 
confidence over the entire time period, for a refined rule this would be the con-
fidence over the period t. 

• Support in a specific time period: This is the support of a rule in the time pe-
riod when it is applied. For example for a normal rule this would be the support 
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over the entire time period, for a refined rule this would be the support over the 
period t. 

• Confidence over all time:  This is the confidence of a rule over the entire time 
period over which rules are determined.  

• Support over all time: This is the support of a rule over the entire time period 
over which rules are determined. 

For rules without the temporal refinement, the support over all time and the support in 
a specific time period are equivalent, and the confidence over all time and the confi-
dence in a specific time period are equivalent. The purpose of these metric refinements 
is to illustrate fully the difference in the type of rules determined by these temporal 
methods and traditional association rule mining algorithms. 

5.2   Temporal Rules for URL’s 

The methods outlined in section 4 were applied to web logs from a mobile Internet 
portal of a major European operator. This data, gathered in September 2002, involved 
1,168 users and almost 147,700 individual user sessions. The average number of user 
sessions for a user in the time period was 126.45, with a maximum of 873 for a single 
user and a minimum of 19. The portal in which the users browsed contained 256 unique 
URL’s. During the time period users accessed on average 40.92 URL's, with a maxi-
mum of 122 accesses for a single user and a minimum of 4. In this sub-section we will 
investigate the patterns that existed in the pages that users visited. The baseline algo-
rithm that was used for this was Apriori [1], using Apriori rules were discovered with 
minimum confidence of 0.01 and a minimum support of 0.01 for up to a maximum of 
100 rules for all users. The methods outlined in section 4 were then applied to see how 
the confidence and support were affected. The time points that were used for these 
methods were hours in a day and days in a week. The following figures illustrate our 
results with respect to days, for reasons of space we do not show the results for hours. 
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Fig. 1. Graph illustrating the confidence for rules concerning URLs over a specific time period 
for Apriori, point better and sequence better with days as time points 



116 M. Halvey, M.T. Keane, and B. Smyth 

Confidence in All Time
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Fig. 2. Graph illustrating the confidence for rules concerning URLs over the entire time period 
for Apriori, point better and sequence better with days as time points 
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Fig. 3. Graph illustrating the support for rules concerning URLs over a specific time period for 
Apriori, point better and sequence better with days as time points 

We find that using the temporal rules result in rules with in general greater levels of 
confidence and support (Figure 1 and Figure 2), and that using the entire time period 
Apriori has rules with greater confidence and support (Figure 3 and Figure 4), but that 
the amount by which it out-performs the temporal methods is not huge.  Table 1 pro-
vides further evidence that the temporal rules are better indicators of user navigation. 
Table 1 shows for different levels of confidence and the average number of rules that 
are learned for each. The temporal methods once again out-perform Apriori, they 
created a much larger number of rules with high confidence values. The following 
section will provide an analysis and experimental evaluation of using the methods 
outlined in the last two sections for personalization. 
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Fig. 4. Graph illustrating the support for rules concerning URLs over the entire time period for 
Apriori, point better and sequence better with days as time points 

Table 1. Table illustrating the average number of rules returned for each user by the Apriori 
and the Threshold methods with respect to both days and hours for web pages 

Confidence >0.7  >0.8  >0.9  
Apriori Day 7.83 4.33 1.61 
Apriori Hour 29.75 16.67 5.91 
Point Thres Day 52.32 46.28 44.17 
Point Thres Hour 212.31 202.33 193.18 
Seq Thres Day 28.79 22.53 17.51 
Seq Thres Hour 55.27 52.33 45.22 

6   Predicting User Navigation Using Time Based User Profiles 

To evaluate the effectiveness of the techniques that we have outlined in this paper for 
personalization, the data set was segmented into four parts, each part is the equivalent 
of 1 weeks browsing on the WAP portal. In turn each possible combination of 3 weeks 
was used to learn rules using Apriori. The point threshold and sequence threshold 
methods were then applied to each of the possible combination of 3 weeks. Each of the 
rule sets was then used to try and predict user navigation in the 4th week. Here we 
compare results based on accuracy of predictions, number of predictions made and 
number of applicable rules that may be applied for each user. Initially we had hoped 
that we could compare our techniques with an existing algorithm (i.e. Apriori). How-
ever the algorithm did not learn a sufficient number of high confidence rules for a fair 
comparision to take place. In fact for a majority of users no rules were learned in the 
0.6 – 1 confidence range. However in the figures below we can see the results of a 
comparison between the point threshold method applied to days (PTD) and hours 
(PTH), and the sequence threshold method for days (STD) and for hours (STH). 
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Fig. 5. Predictive Accuracy for each user for each of the four methods 

Figure 5 shows the predictive accuracy of the rules. The predictive accuracy of the 
rules is in the range of 60%-70%. This is surprising given that many of the rules have 
high confidence values. In general it can be seen that the rules learned using days, as 
time periods are more accurate than those using hours. We can draw the conclusion 
that days are better time points than hours, which appear to be to fine grained. In 
general for each user less rules were learned using days as time points, we found that 
the rules are applied more often and the rules are more accurate for predicting user 
navigation. A possible solution would be to use periods of hours rather than single 
hours as time points in some sort of sliding window technique.  

7   Conclusions and Future Work 

User navigation in the Internet can be time dependent; users have different desires and 
goals at different times.  As such we have presented a number of methods for learning 
rules that can be applied during particular time periods, during which users in general 
have different goals. We have analyzed our methods with respect to pages that users 
have visited and found that a greater number rules with high confidence and high 
support values were discovered. We then used our methods to try and predict user 
navigation in a WAP portal by using a number of weeks of navigation to predict sub-
sequent weeks navigation. We found that, for each user, the average number of rules 
found, and the number of times that those rules could be applied, was greater for the 
temporal rules learned using our methods than those learned using a traditional asso-
ciation rule mining algorithm. Subsequently as high confidence rules were applied 
more often we have shown that these methods can potentially be of great benefit to 
users who navigate on mobile devices and aid their experience. As this is an initial 
attempt at learning temporal rules and models of user navigation in mobile devices 
there are, of course, other extensions that can be made to this work. Firstly we hope to 
investigate the use of categories to predict user navigation and indeed use these tem-
poral models in conjunction with such a method to improve the user browsing experi-
ence. Secondly we hope to develop more sophisticated algorithms to create temporal  
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rules and models of user navigation to predict and aid user navigation. This study is a 
new direction in mobile-Internet navigation and will hopefully lead to the way for 
future work and improve navigation for users on mobile devices. Integrating this 
knowledge with some existing techniques as has been outlined can benefit users who 
access the Internet on all manner of devices. 
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Abstract. This paper reports the results of a comparison-based empirical study 
on the applicability of the end-user Quality of Experience-based content adapta-
tion mechanism in adaptive educational hypermedia. The focus of the paper 
will be the experiment itself: the initial settings, testing scenarios and the re-
sults. We will show that for low bit rate connections the QoE-based adaptation 
decreases study session time, information processing time per page and the 
number of re-visits to a page, it maintains similar learning outcomes while also 
improving the user quality of experience and satisfaction with the system. Fi-
nally we will comment on the results and interpret them. 

1   Introduction 

New communication technologies can enable Web users to access personalised infor-
mation “anytime, anywhere”. However, the network environments used for accessing 
the information may have widely varying performance characteristics (e.g bandwidth, 
level of congestion, mobility support, cost of transmission, etc). It is unrealistic to 
expect that the quality of delivery of content can be maintained at the same level in this 
variable environment. Rather an effort must be made to fit the content served to the 
current delivery conditions, thus ensuring high Quality of Experience (QoE) to the 
users. Currently, the adaptive hypermedia research places very little emphasis on end-
user QoE and performance. However, it should be noted that some Adaptive Hyper-
media Systems (AHS) have taken into consideration some performance features such 
as device capabilities (GUIDE [1], MP3 [2]), the type of the access, communication 
protocol (SHAAD [3]), state of the network (SHAAD [3]) etc. in order to improve the 
end-user QoE. However, these account for only a limited range of factors affecting 
QoE. In order to respond to this problem we have conducted a more complete analysis 
of the key factors that affect QoE. We also proposed a QoE adaptation layer that ex-
tends the adaptation functionally of the AHS and ensures high level of QoE when users 
access personalised material via various connectivity network environments [4]. 

This paper presents an empirical-analysis of the experimental study conducted ap-
plying QoE layer in adaptive educational hypermedia to ascertain its effects on the 
learning process. The analysis compares learner outcome, learning performance, us-
ability and visual quality for an AHA! [5] courseware application with and without 
application of the QoE adaptation layer.  
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2   End-User QoE-Based Adaptation Overview 

Most of the AHS proposed in the literature follow the abstract representation of the 
adaptation process illustrated in the AHAM [6] model. They construct and maintain a 
Domain Model (DM), a User Model (UM) and an Adaptation Model (AM). Starting 
from this simple abstract representation we extended the adaptation functionality with 
a novel content-based adaptation mechanism (called QoE Layer) that improves the 
end-user Quality of Experience (QoE) [7] when the Web browsing process takes 
place over heterogeneous and changeable network environments. While the AHS’s 
main role of delivering personalised content is not altered, its functionality and per-
formance is improved and thus the user satisfaction with the service provided. 

To better understand the framework for our experiment, a brief presentation of the 
QoE layer architecture is presented next. More details were provided in other papers 
[4, 7, 8]. The QoE layer includes the following components: Perceived Performance 
Model (PPM), Performance Monitor (PM) and Adaptation Algorithm (AA). PM 
monitors different performance metrics (e.g. download time, round-trip time, 
throughput, user tolerance for delay) and user behaviour-related actions (e.g. abort 
request) in real-time during user navigation and delivers them to the PPM. The PPM 
models this information using a stereotype-based technique and probability and dis-
tribution theory [8], in order to learn about the user’s operational environment charac-
teristics, about changes in the network connection and the consequences of these 
changes on the user’s quality of experience. Based on this information the PPM sug-
gests optimal Web content characteristics (e.g. the number of embedded objects in the 
Web page, the dimension of the based-Web page without components and the total 
dimension of the embedded components) that will provide a satisfactory QoE.  The 
Adaptation Algorithm uses PPM’s content-related suggestions and applies various 
transformations [4] (e.g. modifications in the properties of the embedded images 
and/or elimination of some of them and placing a link to the image) to the personal-
ised Web page (designed by the AM based on a user profile). 

In this context, the adaptation process of an AHS allows for both user-based and 
QoE-based adaptations. User-based adaptation selects the fragments of information 
from the DM for inclusion in a user-tailored performance-orientated document, based 
on the user profile (UM). QoE-based adaptation is applied when the delivery of the 
personalised document over a given connectivity environment would not provide a 
satisfactory end-user QoE. In this case, the AA adjusts the characteristics of the per-
sonalised document. 

In conclusion, the main goal of a QoE-aware AHS is to provide personalised mate-
rial that suits both user’s individual characteristics (e.g. goals, knowledge) and the 
delivery environment in order to ensure high QoE. 

3   Context of the Study 

As already mentioned, QoE layer aims at enhancing the adaptation functionality in order 
to improve the overall user experience with AHS when the user’s operational environ-
ment has widely varying performance characteristics (e.g. bandwidth, delay, level of 
congestion, mobility support) that may affect the QoE. Therefore, the evaluation of the 
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QoE layer involved its deployment on the open-source AHA! system, creating 
QoEAHA. QoEAHA was applied in the educational area as an adaptive courseware 
application in order to test user perception of content delivery and its effect on learning 
outcome. The empirical study presented in this paper aims at a comparison-based 
evaluation of the QoEAHA in a home-like operational environment. 

The subjects involved in the experiment were comprised of sixty-two post-graduate 
students from Faculty of Engineering and Computing at Dublin City University, ran-
domly divided in two groups. They were required to perform two sets of task-based 
scenarios. Learning outcome, learning performance, system’s usability and effective-
ness, correlation analysis as well as assessment of the visual quality of the content and 
user satisfaction were analysed when using QoEAHA and the AHA! system. The 
impact of the end-user QoE on the student learning performance was also investi-
gated. 

4   Design of the Empirical Evaluation 

The experiment took place in the Performance Engineering Laboratory, Dublin City 
University. Two sets of task-based scenarios (“interactive study” and “search for 
information”) were developed and carried out. The first group of subjects used 
QoEAHA, whereas the second group used AHA!. The subjects were not aware of the 
type of the system they were using. The educational material consisted of an adaptive 
tutorial on the AHA! v.2.0 [5] application. None of the students had accessed the 
material prior the tests. No time limitation was imposed on the execution of tasks.  

For both groups the same network conditions were emulated between the subjects’ 
computers and the two systems. NISTNET, a network emulator that allows for the 
emulation of various network conditions characterised by bandwidth, delay, and loss 
was used to create low bit rate home-like Internet environments with network speed 
between 28 kbps and 128 kbps. 

4.1   Scenario 1: Interactive Study  

Scenario One covered an interactive study session on chapter one from the adaptive 
tutorial over various connection types. At the start of the study session the subjects 
were given a short explanation of both system usage and their required duties such as: 

• complete an on-line pre-test questionnaire [9] with six questions related to the 
learning topic that aims at assessing subjects’ prior knowledge on studied domain. 

• log onto the system and proceed to browse and study the material. Back and for-
ward actions through the studied material were permitted. 

• at the end of the study period, complete a post-test questionnaire [9] consisting of 
fifteen questions that tests recollection of facts, terms and concepts as well as 
knowledge level after completing a study session. 

• Answer an usability questionnaire [9] consisting of ten questions categorised into 
navigation, accessibility, presentation, performance and subjective feedback. 

In order to fully assess the subjects learning outcome, both pre- and post-tests were 
such devised that consisted of a combination of four different types of test-items,  
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commonly used in the education: “Yes-No”, “Forced-Choice”, “Multi-Choice” and 
“Gap-Filling” test items [10]. Each test-item type has different degree of difficulty and 
therefore a different weight in the final score is assigned for a correct answer. The final 
scores were normalised in the 0-10 range. Learning outcome, learning performance and 
system usability were assessed and forty-two students took part in this scenario. 

4.2   Scenario 2: Search for Information 

This scenario involves visual quality assessment that makes use of an evaluation crite-
ria often used in the educational area: time taken to search for a term described in a 
page. Since the QoE adaptation mechanism involves applying various modifications on 
the properties of the embedded images, this scenario has an important role. The goal is 
to assess whether the quality of images is good enough to perform the required task. 

The subjects were asked to look up two different terms and to answer two ques-
tions related to these terms. The terms were located on two pages of the tutorial, more 
precisely, in the embedded images. As these pages include the largest number of em-
bedded images, the highest image quality degradation was caused when using 
QoEAHA in the tested conditions.  

Objective and subjective visual quality assessments were performed involving 
twenty students. Time taken to complete the task and questionnaire-based evaluation 
techniques were used. The subjective visual quality assessment on a five-point quality 
scale (1-“bad”, 2-“poor”, 3-“fair”, 4-“good”, 5-“excellent”) ascertained the impact of 
QoE-based content adaptation on user experience. 

5   Results 

5.1   Assessment of the Learning Outcome 

Learning outcome provided by an e-learning technology relates to the degree of 
knowledge accumulation by a person after studying certain material. It is analysed in 
form of course grades, pre/post-test scores or standardised test scores. In our experi-
ment learning outcome was analysed in term of pre-test/post-test scores of the two 
groups after a study session. Pre-test scores (AHAmean= 0.35, QoEAHAmean= 0.30) 
showed that both groups of students had the same prior knowledge on the studied 
domain.   

The mean scores for the post-test were 7.05 for the subjects that used QoEAHA 
and 6.70 for the AHA! group. A two-sample T-Test analysis on these values does not 
indicate a significant difference in the marks received by the two groups of subjects. 
(  =0.05, t = -0.79, t-critical =1.68, p(t) = 0.21).  

In conclusion, results indicate no significant difference in the learning outcome of 
the two groups, regardless of the characteristics of the operational environment. Thus, 
the degradation of image quality does not adversely affect student’s learning outcome 
and QoEAHA offers similar learning capabilities to the AHA! system. 

5.2   Impact of QoE-Based Adaptation on Learning Performance 

Learning performance is another important barometer used to assess the utility and 
value of an e-learning system. In general the term refers to how fast a required task 
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(e.g. studying, searching for information or memorising information displayed on the 
screen) is performed. The most common metric used in the educational area for 
measuring learning performance is Study Session Time (SST) [11, 12]. Apart of this,
other metrics such as Information Processing Time per page (IPT/page) and Number 
of Accesses to a Page (NoAccesses/page) performed by a person were measured in 
our study. These metrics were analysed and compared for both group of subjects. 

In the following, results for a 56 kbps emulated network environment are pre-
sented. Tests involving various low rate network environments in the range of 28 –
128 kbps provided similar outcomes as the 56 kbps case. These tests were for the first 
scenario. 

5.2.1   Study Session Time (SST) 
SST is measured from the moment when the subject logs into the system and pro-
ceeds to study, until s/he starts answering the post-test questions. 

An analysis of the SST for the two groups, shows that on average students that 
used QoEAHA (SSTAvg = 17.77 min) performed better than the ones that used AHA! 
(SSTAvg = 21.23 min), leading to 16.27% improvement. This fact was confirmed with 
99% confidence level by the T-Test analysis. The very large majority of the students 
that used QoEAHA (71.43 %) performed the study task in up to 20 min. with a large 
number of students (42.87 %) requiring between 15 min and 20 min of study time. 
When the AHA! system was used, only 42.85 % of the students succeeded in finish-
ing  the task in 20 min. The majority of them (71.42 %) required up to 25 min. with 
the largest number of students (28.57 %) in the interval 20-25 min (Fig. 1). 
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Fig. 1. Distribution of the Study Session Time for the two groups of subjects when performing 
Scenario 1 over a 56 kbps connection speed 

5.2.2   Information Processing Time per Page (IPT/page) 
IPT represents the time taken by a student to read and assimilate the information dis-
played on a Web page. It is measured from the moment when the Web page is deliv-
ered and displayed on the computer screen until the user sends a request for another 
page. The pages were not loaded in a progressive way. The results indicate that on 
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average a lower time per page (IPT = 4.31 min) was spent by a student to process the 
information delivered through the QoEAHA system, in comparison to the case when 
AHA! was used (IPT = 4.95 min). 

5.2.3   Number of Accesses to a Page (NoAccesses/page) 
NoAccesses/page provides an indication of the quality of the learning process. Any 
re-visit to a page may indicate that the student was not able to recall the information 
provided in that page and thus the learning process was of poor quality. On average, 
subjects from the QoEAHA group performed a smaller number of re-visits (NoAc-
cesses/pageAvg = 1.40) than those from the AHA! group (NoAccesses/pageAvg = 1.73). 
An unpaired two-tail T-Test with unequal variance assumed, confirmed with 92% 
confidence that there is a significant difference in the number of visits to a page meas-
ured for the two group of subjects.  

How the content delivery performance of the two systems has affected NoAc-
cesses/page was investigated by analysing the variability of the test-samples. The 
results for the NoAccesses/page showed that the variance for Group 1 (QoEAHA) ( 2

=0.35) was lower than the variance for Group 2 (AHA!) ( 2 =0.75). A F-Test analysis 
confirms with a 95% confidence level that Group 1 and Group 2 do not have the same 
variance and the difference between the two groups’ variances is statistically signifi-
cant. Therefore, one can conclude that Group 2 has a higher dispersion than Group 1. 
This indicates that a larger number of students (an average of 55 %) that used the 
AHA! system required more than one access per page for learning process. At the 
same time, the majority of students (an average of 65 %) that used the QoEAHA 
performed only one access per page showing that in general these students succeeded 
to focus better on the studied material.  

Summarising the results, students from the QoEAHA group had shorter Study Ses-
sion Times than those that used the AHA! system. A 16.27 % improvement of SST 
was obtained with the QoEAHA system. Since the download time per page provided 
by QoEAHA does not exceed the user tolerance for delay threshold [4] (12-15 sec is 
considered satisfactory for the Web users by the research community [13]), the stu-
dents were constantly focused on required task. On average, an improvement of 
26.5% [4] on the download time per page was obtained in comparison to the AHA 
system. Therefore, the QoE-aware system has ensured a smooth learning process. 
This observation is confirmed when assessing NoAccesses/page (on average19% 
decrease with QoEAHA) and IPT/page (on average13% decrease provided with 
QoEAHA). 

5.3   Usability Evaluation 

The goal of the usability evaluation was to measure and compare the usability, effec-
tiveness and performance of the two systems. The methodology used for the experi-
ment involves an online questionnaire. Questionnaires are the most widely used 
method in the education area with other alternatives being interviews, heuristic 
evaluations, subjects’ observation through adequate equipment [8]. 

Scenario 1 required the subjects to complete an online usability questionnaire con-
sisting of ten questions related to key usability aspects and performance issues. The 
answers were given on the Likert five–point scale: 1-poor, 2-fair, 3-average, 4-good, 
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5-excellent. The questions were categorised into: navigation, presentation, subjective 
feedback, accessibility and user perceived performance. The accessibility and user 
perceived performance questions assessed the end-user QoE. Four questions of the 
survey related to this and assessed user opinion about overall information delivery 
speed (Q6), download time in the context of browsing experience (Q7), user satisfac-
tion in relation to the perceived performance (Q9) and whether the slow access to the 
content has inhibited them or not (Q5).  

The results for 56 kbps connection case are briefly presented. More details on us-
ability assessment were presented in [7]. Fig.2 shows that the QoEAHA system pro-
vided better end-user satisfaction (above the “good” level for all questions), than the 
AHA! system that scored just above the “average” level. This good performance was 
obtained in spite of the subjects using slow connection (56 kbps) during the study 
session and not being explicitly informed of this. Overall, the mean value of QoE 
usability assessment was 4.22 for QoEAHA and 3.58 for AHA!. This leads to a QoE 
improvement of 17.8 % for the QoEAHA system. 
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Fig. 2. Usability evaluation marks on questions 
that assessed the end-user QoE 

Fig. 3. Comparative presentation of the ans-
wers from the usability questionnaire 

Finally, an overall assessment when all ten questions (Fig. 3) were considered of 
equal importance shows that the students considered the QoEAHA (mean value=4.01) 
significantly more usable than AHA! (mean value=3.73). These results were also 
confirmed by an unpaired two-tailed T-Test (t=2.44, p<0.03) with a 97 % degree of 
confidence. An increase of 7.5 % in the overall QoEAHA usability was achieved due 
to the higher scores obtained in the questions related to end-user QoE. 

5.4   Visual Quality Assessment 

The scenario two involved both objective and subjective visual quality assessments. 
The goal was to investigate the effect of the quality degradation performed in a con-
trolled manner by the QoE Layer on learning performance and student satisfaction.  

Objective visual quality assessment involved searching for two terms and answering 
two questions related to the target information. Time taken to find each term was 
measured for both QoEAHA and AHA! groups. Results [14] showed that the measured 
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times was similar for both groups. One aspect worth mentioning is all the subjects have 
successfully completed the task and answered the questions correctly. 

The target information was presented in the embedded images of two pages that 
have the biggest content size. Thus, QoEAHA imposed the highest image quality 
degradation for these pages. For the worst operational environment case (28 kbps) 
QoEAHA applied 57 % reduction for Page 1 introducing the first term and 18 % for 
Page 2 (second term). The subjective-based visual quality assessment investigated 
through a questionnaire shows that regardless of the high content reduction the aver-
age quality grade for the AHA system was 3.9, very close to “good” perceptual level, 
and only 4.4% lower than the average quality grade (4.3) for AHA! [9]. This suggests 
that the cost of image quality reduction is not significant as far as user-perceived 
quality is concerned while at the same time yielding significant improvements in 
download time and learning performance. 

5.5   Correlation Analysis 

5.5.1   Correlation Between Learning Outcome and Judgment on Usability 
One aspect worth examining is whether or not there is any correlation between stu-
dents learning outcome (post-test marks) and their judgment on system usability 
(questionnaire scores). Therefore, we examined if students that performed well in the 
post-test evaluation, thought that the e-learning system (AHA!/ QoEAHA) was more 
usable, while students with lower scores expressed bad opinions.  
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Fig. 4. Correlation analysis between learning 
outcome and judgment on usability for 
QoEAHA 

Fig. 5. Correlation analysis between learn-
ing outcome and judgment on usability for 
AHA! 

Spearman correlation coefficient (rs) that indicates the degree of correlation be-
tween two sets of data was measured for both systems (QoEAHA: rs=0.21, AHA!: 
rs=0.03). As both values are low we can conclude that there is no strong correlation 
between learning performance and perception of usability. An alternative solution for 
examining the correlation is to represent graphically the values in a scatter plot. Fig.4 
and Fig. 5 confirm again that there is no correlation. 
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Summarizing, no correlation has been found between the students learning out-
come and their judgment on the system usability. The student opinion expressed in 
the usability questionnaire was not influenced by his/her mark from the post-test 
evaluation. 

5.5.2   Correlation Analysis Between Study Session Time and Learning Outcome 
This analysis aims at investigating whether the time spent studying was correlated to 
marks in the Post-Test evaluation. The Spearman coefficient for both AHA and 
QoEAHA systems was computed (QoEAHA: rs=0.27, AHA!: rs=0.004). As both 
coefficients are low value, we can conclude that there is no strong correlation between 
the two data sets. In consequence a low mark received by a student was not due to a 
short period of time allocated for the study. 

6   Reflections on the Experiment Results 

The aim of the experiment presented here was to investigate the usability and effec-
tiveness of novel QoE layer enhancement for AHS, in the educational area. The 
choice to use AHA! as the foundation for building a QoE-aware AHS (QoEAHA), 
was based on issues such as availability (open-source), trust (tested), etc.  However 
the QoE layer could be easily embedded in any AHS that respects the principles of the 
AHAM [5]. 

The QoEAHA evaluation involved a comparison with the AHA! system in home-
like low-bite rate operational environments. Different educational-based evaluation 
techniques such as learner outcome analysis, learning performance assessment, us-
ability survey, visual quality assessment, and correlation analysis were used in order 
to assess QoEAHA in comparison to AHA!. Over 60 students from Dublin City Uni-
versity took part in the experiment that involved two scenarios. The first scenario 
covered a learning session whereas the second one involved a search for information 
task.  

Learning outcome analysis has shown that both groups of students (AHA and 
QoEAHA) received similar marks on the final evaluation test. Therefore, QoE layer 
did not affect the learning outcome and QoEAHA offers similar learning capabilities 
to the classic AHA! system.  

Learning performance improvements in terms of Study Session Time (16.27 % de-
crease), Information Procession Time per page (13% decrease) and smaller number of 
revisits to a page were obtained with the QoEAHA system. It is noteworthy that most 
of the QoEAHA group students (71.43 %) finished the study in up to 20 min. while 
only 42.85 % of the AHA! group students finished in the same period of time. 

Results on visual quality assessment confirmed that the controlled degradation of 
the quality of the content performed by the QoE layer did not affect the functionality 
of the e-learning system. Both groups of students succeeded to complete the required 
task in similar period of time. 

The system usability investigation performed using an online questionnaire showed 
that students thought the QoEAHA system provided high end-user QoE. Questions 
related to the QoE were marked on average over the “good” level (between 4.10 and 
4.55 points) while the AHA! system scored between 3.45 and 3.8. Questions related 
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to the other aspects of the system (e.g. navigation, presentation) achieved similar 
marks for both systems demonstrating that the QoE layer did not affect them. Finally 
an overall usability assessment shows that students considered QoEAHA significantly 
more usable than AHA! with  QoEAHA achieving a 7.5 % increase in usability due to 
the high marks awarded on QoE related questions. 
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Abstract. This paper introduces GLAM, a system based on situation
calculus and meta-rules, which is able to provide adaptation by means
of selection of actions. It is primarily designed to provide adaptive navi-
gation. The different levels of conception, related to different aspects of
the available metadata, are split in different layers in GLAM, in order to
ease the conception of the adaptation system as well as to increase the
potential use of complex adaptation mechanisms. GLAM uses meta-rules
to handle these layers.

1 Introduction

With the development of networking technologies, and more specifically of the in-
ternet, the number of documents available both inside and outside organizations,
such as companies or universities for example, has been increasing dramatically.
It is commonly agreed upon that most companies’ intranets are not very effi-
cient at providing pertinent documents to the employees, let alone to order the
documents or adapt them to the user’s status in the company. Many Adaptive
Hypermedia Systems (AHSs) have been developed in the past few years, and
can provide adaptation within an annotated corpus of documents.

The problem of adaptation in AHSs has been addressed in several ways. Gen-
erally, an adaptation engine is made of adaptation data - most often a set of
adaptation rules -, which can potentially be redefined by the AHS creator in
order to provide different forms of adaptation, and of an inference engine, which
applies the rules in order to select documents’ contents and links, and in order
to update the user model, i.e. mostly his knowledge, as in [1]. Some systems like
[2] provide mechanisms to check if the adaptation rules are coherent and if the
use of the set of rules won’t result in a bad situation - like no adaptation at all
for some users, or infinite loops of rules triggering each other.

V. Wade, H. Ashman, and B. Smyth (Eds.): AH 2006, LNCS 4018, pp. 131–140, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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Most of these systems (cf. [2], [3]) provide adaptive navigation support and
adaptive presentation, as defined in [4]. They consider fragments, atomic re-
sources, to build up pages to provide to the user. They also modify links’ visi-
bility according to the user’s model and goal.

In this paper, we focus our attention on adaptive navigation. We wish to
be able to provide direct guidance, adaptive sorting and adaptive hiding. Our
purpose was to create a purely declarative model, and to see how far situation
calculus [5], which offers such a declarative approach, can be used as a model
for adaptation in a closed-domain context [6]. Situation calculus offers a way
to describe user/system interactions in an AHS very simply. Situation calculus
allows us to define a model taking actions into account. An action can be ”reading
a document”, ”taking a test”, ”making exercises” etc. Rules classify actions
according to the user’s knowledge, preferences and position in the domain.

GLAM is a model for adaptation. Thus, it can be used to create different ap-
plications, in different domains. It defines a natural way to describe adaptation,
thanks to the declarative aspect of situation calculus. This benefits to an AHS
creator, since he has less efforts to produce in order to translate his needs into
our formalism. We also provide a generic inference engine, which can take any
GLAM based adaptation data into account to provide adaptation.

We also introduce a layered rule model. Usually, rules for adaptation can take
into account any data relative to the user’s preferences, on the one hand, and to
his knowledge of the domain, on the other hand. Writing such rules can be quite
complex: their premises can be numerous and of different natures. Such complex
rules are hard to debug as well as to maintain, and simpler rules only offer limited
adaptation. Moreover, user’s preferences and knowledge are very different kinds
of data about the user, thus they influence adaptation in different ways. Pref-
erences are domain-independant. They help to choose between different kinds
of documents to offer: examples, illustrations, summaries, or how fast the user
can learn. On the other hand knowledge, which is domain-dependant, tells what
document can or cannot be read by the user, what concept can or cannot be
treated. Thus, GLAM includes a rule system layered according to the nature of
the user metadata being used. The layering is achieved using meta-rules.

In section 2, we present the global architecture of GLAM In section 3, we
present situation calculus and its role in our context. In section 4 we describe our
adaptation model, and we detail its layered rule system. Finally we compare our
approach to other well-known approaches and conclude with some perspectives
about making a full generic AHS using GLAM for adaptation.

2 Global Architecture

As in most AHSs, we consider a user model, a domain model and an adaptation
model. In this paper, we won’t discuss the details of the user or domain models,
but we focus on the adaptation model. However, we have designed GLAM in
such a way that it can handle various kinds of metadata about documents and
users - including relations.
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Fig. 1. GLAM’s architecture

In this section, we introduce the global architecture of GLAM The way our
system works is presented in figure 1. We present our architecture according to
two abstraction layers. The model layer, which provides models for implementing
the data into the AHS, and the system layer, which provides the data itself and
the inference engine. The data is passed to the inference engine, which is able to
compute the next possible step(s). As in many systems, the inference engine is
reusable, since it can work with different adaptation data.

Our adaptation model is based on Sheila McIlraith’s [7] adaptation of situation
calculus presented in [7], and on results specific to planning techniques [8, 9].
Situation calculus provides a simple-to-understand, well-founded and expressive-
enough basis for an adaptation model. Situation calculus is made of actions,
situations and precondition rules (cf. section 3).

As detailed in section 4, we have enriched situation calculus in two ways.
First, we have added notions related to preconditions in situation calculus, and
redefined notions found in [7]. Secondly, and most importantly, we have defined
a layered rule model, which replaces and enriches situation calculus’s simple rule
system. Criterions relative to the user are taken into account at different levels
of the rule model, in order to ease the development of a system implementing
potentially complex adaptation strategies.

Our inference engine uses data, described using our own version of situation
calculus, to provide adaptation : it is able to tell what actions are best suited
for the user’s next step, according to his profile and position in the domain.

3 Situation Calculus

3.1 Why Using Situation Calculus?

Situation calculus [5] is a logic model, based on first order logic, that allows
to describe observable situations modified by actions and to reason about these
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different items. Thus, our reasons for using situation calculus to provide adap-
tation are twofold. First, situation calculus allows to closely model reality : at
any given time, situation calculus represents a situation as the result of a se-
quence of actions applied to an initial situation. Then, in any given situation, it
is possible to do some actions among all existing actions. The fact that an action
can or cannot be accomplished in a given situation is provided by rules, taking
into account the current situation and the potential actions. Once an action is
accomplished, the situation is modified according to this action.

In an AHS, a situation is given by the position of the user in the domain -
which is the result of the various actions the user has achieved and of his initial
knowledge and position - and by his preferences. An action in a given situation
is to access a document that the user’s current knowledge allows him to read.
Once the user accomplishes an action, the situation is modified, i.e. his profile
is updated. Thus, situation calculus is natively close from the reality of a user
using an AHS and can easily be used to provide an adaptation model and the
corresponding inference engine in an AHS.

3.2 Notions of Situation Calculus

Situation calculus is a formalism made of three distincts elements :

– Actions: they are the basis of situation calculus. They modify the situation
when they are achieved. There are two kinds of actions : primitive actions and
composite actions a.k.a procedures. In GLAM, we only focused on primitive
actions, since the user takes them one at a time. One needs to declare every
primitive action he intends to use using the primitive action predicate. For
example:
primitive action(read(Document)).
primitive action(read about concept(Concept, Select Example).
This last example shows that, if we add a document composition engine
to our system layer, it is possible to achieve content adaptation on top of
adaptive navigation. However, we did not address this possibility (yet).

– Fluents: they allow to observe the current situation. They are predicates
defined for the initial situation, as well as for the situation resulting of an
action ”done” in the previous situation. The predicate holds(Observation,
Situation) allows to describe if an Observation is true in a given Situation.
The operator do transforms .For example:
holds(read(Document), initial situation) ← false
holds(read(Document), do(read(Document), P revious Situation)).
holds(read(Document), do(read(Other Doc), P revious Situation)) ←

holds(read(Document), P revious Situation).
means that no document has been read in the initial situation. A document
is read if the last action that was ”done” consisted in reading it or if it was
already read in the previous situation.

– Preconditions: the poss operator is used to define rules that state if an action
is possible or not in a given situation.



GLAM: A Generic Layered Adaptation Model 135

More details about situation calculus can be found in [5] and [10]. Sheila McIl-
raith [7] added a finer level of precondition by defining the notion of desirability.
It is then possible to accomplish an action if the resources are available, and
desirable to do it if the user’s knowledge is sufficient. Josefina Sierra-Santibañez
[9], who studied situation calculus as a way to achieve heuristic planning, refines
this model by introducing a notion of order among the actions.

4 Modifying the Situation Calculus Preconditions to
Match AHSs Needs

In GLAM, we decided to reuse the notions of primitive actions and fluents with-
out redefining them. As one can define the actions and fluents he wants in a
declarative manner, there appeared to be no need to redefine those notions in
our context. However, preconditions are treated in a very simple manner: if a
precondition rule is true, the corresponding action is possible, otherwise it is
impossible. Moreover, they are described by a rule system using horn clauses,
which is not especially made for AHSs (cf. 4.2). Thus we decided to redefine the
notion of precondition to make it fit better in AHSs.

4.1 Redefining the Notion of Precondition

In order to redefine preconditions in situation calculus, we took ideas from [7]
and [9]. We decided to use the notions of desirability and preference. These
notions allow to create a double classification among actions. First, some actions
are desirable, some are possible and some are bad. Secondly, within any of the
previous categories, we can establish an order among actions, potentially allowing
us to guide the user in a step-by-step manner. However, since we work in a
closed-domain context, we did not use the same definitions as those proposed in
[7]: the notion of document availability is not very useful in this context. Thus,
we decided to redefine these notions so that they provide indications about the
action’s level of interest within the adaptation model.The notions of possibility,
desirability and order are redefined as follows:

– It is possible (predicate poss) to accomplish an action if the user is able to
understand the document that will be presented to him as a result of this
action.

– It is desirable (predicate good) to accomplish an action if the user is able to
understand the document that will be presented to him as a result of this
action, and if this document leads to his goal(s).

– It is better (predicate better) to accomplish an action than another if it is
more adapted to the learner’s preferences than the other.

– It is bad to accomplish an action if it is neither desirable, nor possible. Thus,
there is no predicate associated to bad actions, avoiding potential conflicts
among rules.
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4.2 The Layered Rule System

Layering the Adaptation Rules. AHSs can usually adapt their behavior to
different aspects of the user : preferences, knowledge, goal [3, 11]. Rules in AHSs
are often a mix of several different aspects [3]. In our version of situation calculus,
one can describe rules for selecting good actions, possible actions, and actions
better than other actions. These rules are triggered after each action is achieved,
in order to compute the next possible one(s). They are independent. They cannot
trigger each other. Even though they are triggered in a given order, it has no
influence on the result, which is a partially ordered set of actions. Preconditions
only help computing the category - bad, possible, desirable, better than - to
which an action belongs. However, as in many systems, if one wishes to take
several aspects of the user into account in a given rule, he has to add premises
to the rule. This can lead to quite complex rules, where it becomes difficult to
distinguish the different aspects of the user taken into account for adaptation.
Maintaining such a rule system can be tedious.

In order to address this problem, our idea was to ”adapt the adaptation”
according to the user’s characteristics. To do so, we define two levels for rules.
First, our base rules only use data about the domain and the position of the user
in this domain, i.e. domain-related knowledge. They describe different adaptation
strategies, potentially incompatibles. Then, the inner characteristics of the user,
like learning preferences, learning speed for example, are taken into account at
the meta-level. These characteristics are domain independant, i.e. they can be
reused in several domains. A set of meta-rules uses the user’s characteristics to
select the adaptation base rules which will be used to provide adaptation for
this user. For example, some base rules can describe a linear strategy, some can
add the necessity for the user to practice exercises, some rules can also indicate
that the fastest way to the goal is the best way. Rules recommending exercises
and rules that help to achieve the goal as fast as possible will be mutually
exclusive. Thus, the meta-rules will help select the correct rules for the current
user according to his profile.

This approach offers several advantages. First, the relations between the user
and the domain on one side, and the inner characteristics of the user on the
other side, which are often separated in the user models, are no longer mixed in
the rules. They are separated at different levels of the adaptation model. The
base rules provide a mean for action selection in a given position in the domain,
whereas the meta-rules select the best set of adaptation rules for the current
user. Maintaining the system becomes simpler since base rules and meta-rules
are smaller, and thus easier to understand for the AHS creator, than classic base
rules. Finally, this way of selecting rules is much finer than a classic stereotyped
approach [3], since it is possible to mix up numerous characteristics about the
user, and every different set of characteristics can provide a potentially different
set of adaptation rules to use in the inference engine.

A Meta-rule Model. Our meta-rule model is an adaptation of a model created
by Jagadish [12]. This model was originally designed for automatic database
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updates. It offers possibilities to help a system creator: it uses efficient algorithms
to control the properties of the meta-rules.

It offers a formal approach for selecting rules according to their premises. In
[12], a rule is said to be fireable if, and only if, all its premises are true. Meta-rules
allow to select a subset of the set of all fireable rules, called the execution set.
This set is generated using four kinds of meta-rules. Each kind of meta-rule is a
binary relation between rules. The first kind of meta-rule is called requirement
meta-rule, and allows to express that a rule requires another rule to be selected
for execution, in order to be in the execution set. The second kind is called
exclusion, and allows to describe what pairs of rules cannot be in the execution
set together. The third one is called preference, and allows to describe which
rule to prefer over which other rule when the two rules are exclusive from one
another. Finally, the order meta-rules provide a total or partial order among the
rules in the execution set.

The system also provides axioms that explain how to deduce new meta-rules
from a set of given meta-rules, to detect determinism and order issues, and to
select the execution rules. Thus, they can help the system creator by detecting
flaws in his set of rules. For example, if a rule is exclusive from itself, the system
can inform the creator that it is useless. The system can also detect cases where
two rules are exclusive from one another, and yet there is no way to prefer one
rule. This is called the determinism problem, and can be checked in polynomial
time. If a total order among selected rules is required, the fact that the order
meta-rules provide a total order for all possible fireable set can also be computed
in polynomial time. All those verifications only depend of the meta-rules. They
do not depend on the base rules.

Our AHS-oriented meta-rule System. We modified this system by chang-
ing the notion of fireability, which badly fit with situation calculus, and by
incorporating account AHS specific notions, related to the user’s capacity.

For AHSs, we define our rule system as a tuple < V, F, M, δ > where :

– V is a set of base adaptation rules, which take the form of horn clauses whose
results are degrees of desirability for actions. These rules take into account
the current situation and a potential action, and determine if the action is
desirable (or possible, or better than another one). For example:
good(read(Document), Situation, User) ←

not(read(User, Document)), good for partial goal(Document),
current document(CDocument),
prerequisite(CDocument, Document).

means that it is desirable to read a document if it has not already been read,
if it leads to the goal and is one of the documents directly linked to the
current document by a prerequisite relation. The only premises allowed for
base rules are domain-related relations.

– F is a set of firing criterions. These criterions are related to the user’s inner
characteristics. For example : fast learner = true.

– M is a set of meta-rules. We reused the four kinds of meta-rules introduced
in [12], but our meta-rules are between sets of rules instead of single rules,
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allowing us to give information about all rules related to a specific user’s
characteristic at the same time. For example:
{rule1, rule2} ⊃ {rule4, rule5}
means that rules 1 and 2 require rules 4 and 5 to be selected for execution
in order to be in this execution set.

– δ is a function that associates base rules with firing criterions. Unlike in [12],
we cannot use the premises of a rule in a given situation as a firing criterion,
since a rule is used several times in a give situation, according to the action
that is being tested. δ allows to compute the γ function, which associates
every criterion with the set of rules fireable according to this criterion. Thus,
it is possible to write meta-rules about sets of rules related to a specific
criterion, i.e. to write meta-rules about requirement, exclusion, preference
and order between user’s criterions. For example:
γ(fast learner = false) ⊃ γ(need exercise = true)
means that rules for slow users will include rules providing exercises.

Once those four elements are described, the part of the inference engine ded-
icated to the rule processing uses the axioms in [12] and formulas derived from
these axioms, which make deductions about our meta-rules, to generate all de-
ductible meta-rules. It checks if some rules will never be selected, if the system
will always select the same set of base rules for a given set of criterions, if all
rules that can be selected simultaneously are totally ordered, and if some set
of criterions can lead to an empty set of adaptation rules. These verifications
are intended to help the AHS creator who creates a GLAM-based AHS. They
all are in polynomial time depending on the number of meta-rules. Providing
meta-rules for sets of rules instead of single rules eases the creation of the sys-
tem as well as it helps debugging it, since the meta-rules for set of rules are less
numerous than meta-rules for single rules.

After checking all those properties, the system is ready to use. For each user, it
evaluates the different firing criterions. It pre-selects the ”fireable” rules related
to this criterions. Then, it looks at the meta-rules to see if all rules can be put
in the execution set or if some must be withdrawn, e.g. if all their prerequisites
are not in the fireable set, or if they are exclusive of other preferred rules. Once
the execution set is computed, it is ordered.

The decomposition of our rule model in four different parts makes it clearer to
distinguish the different categories of elements to take into account. It limits the
potential mix up of premises in the base rules as well as their number. Finally,
it allows to add new base rules without modifying the meta-rules, thanks to the
associations between rules and criterions.

5 Related Work

In this section, we discuss different approaches and how our system differs.
In AHAM [11], like in many other systems, the adaptation model relies on

condition-action rules. Theses rules provide adaptation as well as user model
update. Condition-action rules can trigger each other, and thus often need to
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be restricted to ensure termination and confluence. On the contrary, in our rule
system, the nature of rules prevents us from termination problems, and we im-
plemented a verification algorithm which can check if the system is deterministic
in all cases, i.e. confluent.

The adaptation system in [13] uses TRIPLE rules for directly interrogating
the user and domain data. These rules can recommend documents, which is
close from action selection. Moreover, the recommendations can be more or less
strong, which is close to our notion of possibility/desirability/preference. How-
ever, the layering in our system allows to separate different semantic levels in our
data: preferences and knowledge are dealt with separately in GLAM, in order to
simplify the conception of the system. By using distinct rule levels, we prevent
an AHS creator from writing very long rules, with many premises. This layer-
ing is not arbitrary: it lies upon an intrinsic semantic separation of the nature
of data manipulated to provide adaptation. Moreover, TRIPLE rules can only
manipulate ”subject+predicate+object” statements, whereas G.LA.M. rules can
manipulate other data representation formalisms.

SCARCE [3] uses stereotypes to select the kind of adaptation to provide. In
LAG and LAG-XLS [14], user-related preferences allow to select an adaptation
strategy, for example, to adjust presentation of selected concept to present to
the user. Our rule system goes beyond stereotypes or selection of strategy. In
GLAM, one describes relations between groups of rules associated to one or
more user criterion(s). These relations allow to describe the necessary rules for
a strategy without having to select them manually. Moreover, a strategy can be
based on several user criterions. If one takes 5 binary criterions into account, the
number of potential strategies is 25 = 32, which means that without meta-rules,
one would have to describe 32 coherent groups of rules manually!

6 Conclusions and Future Work

In this paper, we introduced GLAM, an adaptation model for closed-content do-
main AHSs. We have already implemented a prototype system using this model,
which is able to provide adapted navigation. We implemented the verifications
for the rule system. They allowed us to check if our examples were correct and
to ease the debugging process.

Using situation calculus as the core for adaptation allowed us to have a declar-
ative representation of the system as close as possible to reality, hopefully easing
the reusability of GLAM in many potential contexts. Our layered rule system
introduces a way to describe adaptation by selecting adaptation strategies.

Thanks to the form of its rules, GLAM can take into account any kind of
relations in the user and domain models. These models can be very different,
since the different properties and relations can be different according to the
domain. We now intend to provide meta-models for the user model as well as for
the domain model. These meta-models are meant to help generating models fully
compliant with GLAM They will also offer reusable relations and metadata, in
order to ease the creation of AHSs.
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Recomindation: New Functions for Augmented
Memories
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Abstract. Advances in technological support for augmented personal memories
make possible new ways of enhancing the process of product recommendation.
Instead of simply analyzing information about a user’s past behavior in order to
generate recommendations, a recominder1 system can additionally supply various
types of information from the user’s augmented memory that allows the user
to take a more active role in the search for suitable products. We illustrate the
paradigm of recomindation with reference to a prototype implementation of the
system SPECTER in a CD shopping scenario and the results of a study with 20
subjects, who found most of the recomindation functionality to constitute a useful
enhancement of their shopping experience.

1 An Introduction to Recomindation

One development of the past few years that promises to bring substantial innovations in
the area of adaptive hypermedia (among others) concerns augmented personal memo-
ries: It is becoming feasible for a system, with the user’s consent, to store a vast amount
of information about the user’s actions, experiences, and contexts over a long period
of time (see, e.g., [1] for a pioneering effort; [2] and [3] for more recent influential
projects; and [4] for a collection of recent papers). As is discussed in a recent survey
by Czerwinski et al. ([5]), these technological possibilities raise the questions “Why
bother?” and “What might I do with all the stuff I collect?” (p. 46). These authors list
several possible answers, ranging from helping users to find lost objects to improving
their time management.

The aim of this paper is to advance a new answer to this question: Augmented mem-
ories can add a new dimension to the process of product recommendation. On the one
hand, most approaches to recommendation (which are surveyed, e.g., in several chap-
ters of the edited volume [6]) rely heavily on stored information about the past behavior
of the user: products purchased, ratings made, web sites visited. On the other hand,
this access to information about the past occurs largely outside of the user’s awareness.
To be sure, the recent trend toward the explanation of recommendations sometimes

� This research was funded by the German Federal Ministry of Education and Research (BMBF)
under contract 524-40001-01 IW C03. Vania Dimitrova participated during a sabbatical leave
from the University of Leeds. The character shown in Figure 2 was designed by treschique
digital arts.

1 The third syllable is pronounced as in remind.
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(though by no means always; see, e.g., [7]) involves exposing the user increasingly to
information about his or her past. The most familiar examples are the recommenda-
tions of amazon.com of the form “We recommend product A because you once bought
product B”. A different type of explanation along these lines was introduced in the re-
flective history mechanism of Zimmermann et al. ([8, 9]): When recommending a new
TV show, the system would produce an explanation like “Xena: Warrior Princess is
produced by Sam Raimi, who produced the TV show American Gothic”, the latter TV
show being one that the user has seen in the past.

We will argue that explicit reminders of the user’s past experiences and behavior can
enhance the recommendation process in various ways; and that, with the technical fea-
sibility of extensive augmented memories, the time is ripe to explore these possibilities.
We introduce the new term recomindation to capture the blend of recommendation and
reminding that we propose.

We will introduce our vision concretely and concisely by describing the proof-of-
concept system SPECTER that we have developed, along with a user study that reveals
how people use and evaluate the new functions that SPECTER offers.2

2 Specter and the Method of the User Study

The basic scenario is as follows: You have been using the personal assistant SPECTER

for a long time, and the system has collected information about things like CDs that you
have bought and movies that you have seen. You have just received a gift certificate that
entitles you to buy CDs at two music stores, called Bonnie’s and Clyde’s, respectively.
These stores specialize in CDs of movie soundtracks. Since you are not very familiar
with these genres, you decide to spend about 20 minutes browsing in the “Soundtrack
CD” section of amazon.com’s web site before going to the stores. SPECTER will keep
a record of your browsing behavior and, once you have finished browsing, will allow
you to edit this record. When you actually visit the two stores, you will be able to
access SPECTER’s record in various ways, even as the record is being extended with
SPECTER’s further observations of your behavior in the two stores.

The subjects who performed the tasks of this scenario in our user study were 20 per-
sons between the ages of 18 and 32, 11 male and 9 female. All subjects had considerable
computer experience, and 8 subjects had significant experience with PDAs.

2.1 Pre-shopping Phases

Entering of Information About Earlier Experiences. For the study, the only feasible
way of finding out about relevant biographical events such as the watching of movies
was to ask the subjects to enter this information via a web form before coming to par-
ticipate in the experiment. Presented with a list of 100 popular movies, the subject

2 An earlier presentation of SPECTER that focuses largely on other functionalities is given by
[10]. An earlier version of SPECTER was tested in a similar user study with 30 subjects, whose
results led to improvements in the system’s design and in the method of the study described in
this paper.
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Fig. 1. Snapshot from the phase of browsing in amazon.com, with SPECTER’s record of observed
events shown on the right. (Ratings suggested by SPECTER have a darker background color than
those made by the user herself, though this difference is barely noticeable on a monochrome
printout.)

was asked to rate the movies that she3 had seen and state when and under what cir-
cumstances she had seen them (e.g., “with friends/family”); she also answered similar
questions about the soundtrack CD for the movie.

The remaining phases of the study took place at our laboratory. Before each phase,
the subject was given any instructions, advice, and practice (lasting up to 30 minutes)
that were necessary to enable her to operate the interfaces in question without spending
much time on trial and error.

Browsing in amazon.com. As is illustrated in Figure 1, each subject spent 20 minutes
browsing on a PC in the special section of amazon.com’s web site for soundtrack CDs.
In addition to reading texts and reviews, the subject could listen to excerpts of individual
songs. In a window next to the web browser, an instantiation of SPECTER was running.
Each time the subject looked at a CD’s page, a record of this action was added to
SPECTER’s reverse-chronologically ordered list of descriptions of actions (performed
by the user or by SPECTER itself). For each CD viewed, SPECTER entered an estimated
rating on a 5-point scale: The highest rating of “two thumbs up” was entered if the
subject spent more than 1 minute looking at the page, while “two thumbs down” was
entered if they spent less time. The subject could immediately change any estimated
rating; but she could also postpone such adjustments to one of the next two phases (as
most subjects in fact did).

Reflecting on the Browsing Phase. In the reflection phase, the subject was encouraged
to explore for up to 20 minutes the records that SPECTER had built up concerning the
CDs that the user had encountered so far. (Most subjects did so for 5–10 minutes.)
As can be seen in the right-hand side of Figure 2, each of these records refers to a
particular CD—in contrast to the records shown in Figure 1, which describe actions and

3 Since gender-neutral language is often imprecise and/or cumbersome, we arbitrarily use a
feminine pronoun for each generic reference to a subject in the study.
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Fig. 2. Screen in the reflection phase with which the user could select a subset of previously seen
CDs to review. (In this case, she has chosen those rated “one thumb up”.)

events). An animated character representing SPECTER encouraged the subject actively
to examine various subsets of these CDs, such as the ones corresponding to the movies
that the user had seen or the ones for which SPECTER had suggested a rating during
the browsing phase. Here again, the subject could choose whether to change the rating
estimates of SPECTER that did not reflect her actual evaluation (which tended to be
numerous, because of SPECTER’s crude estimation method).

2.2 Shopping in the Stores

Setup and Instructions. The final and most complex phase involved shopping for a
total of 30 minutes in Bonnie’s and Clyde’s. Each store was mocked up with a CD
rack containing 250 CD cases that looked like those found in real stores, arranged in
alphabetical order by title. The two stores were mocked up on two sides of the same
large room; but so that subjects could not move back and forth between them at an
unrealistic rate, they were required to walk along a circuitous 50-meter trajectory to get
from one store to the other.

A subset of 50 CDs was present in both stores; in each such case, the prices in the
two stores differed noticeably, making it worthwhile for subjects to compare prices.

The subject was told that she was to pick out a total of 6 CDs that she would like
to own; at the end of the study, two of these CDs would be picked at random by the
experimenter and awarded to the subject to keep. The difference between the total price
of these 2 CDs and 35 euros was paid to the subject in cash.

In this phase, the SPECTER application was operated on a PDA that was linked via
Bluetooth and VNC to the central SPECTER server. Some of the functions to be de-
scribed below made use of web services from amazon.com that provided information
about music CDs: most importantly, a service that listed CDs that were “similar” to a
given CD (or list of CDs) in the sense of amazon.com’s item-to-item collaborative fil-
tering (see, e.g., [11]): Roughly speaking, CD A is similar to CD B if customers who
buy A also tend to buy B.
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Table 1. Overview of functions available to the user in the hand-held SPECTER system used in
stores

In any situation: 
List all events that have occurred so far 
List all previously encountered CDs which ... 

... were encountered in a given location 

... have a price lower than a given amount 

... have a rating (by the user, by Specter, or 
by either one) above a particular threshold 

Given a list of CDs (cf. Figure 3 B): 
Filter the list to keep only those which ... 

... have been encountered by the user 

... are available in the current store 
List similar CDs which ... 

... have been encountered by the user 

... are available in the current store 

Given a particular CD (cf. Figure 4 A) 
Suggest related CDs: 

List similar CDs in the current store 
Give further information about the CD: 

Show the details (e.g., artists) of the CD 
List the prices of the CD at all places at 
which it has been encountered 
Show the rating of the CD (and allow the 
user to change it) 
List similar CDs that the user has 
encountered
List all events involving the CD 

Given a list of events: 
Filter the list to keep only those which ... 

... occurred in a given location 

... involved a particular type of action 

CBA

Fig. 3. Sequence of screens illustrating how CDs previously rated positively can be used as a
starting point for exploration in a store

Each CD case contained an RFID tag that identified the CD uniquely. When a sub-
ject removed a CD from the rack to look at the information on its cover, this action was
detected by an RFID antenna that transmitted information about the action to SPECTER,
allowing SPECTER to display the CD on the handheld’s screen along with several op-
tions for obtaining additional information about it (see, Figure 4 A).

Functions Offered by SPECTER. Table 1 gives an overview of the functions that were
made available to the user during the shopping phase. The design philosophy involved
including: (a) promising novel functions that make use of SPECTER’s augmented mem-
ory; and (b) a few additional functions that can make effective use of the results of the
memory-related functions.

Figure 3 A illustrates how a user can acquire a starting point for exploring the current
store by requesting a list of all CDs that she has previously rated very positively. As
Figure 3 B shows, she could filter this list to include only CDs that are available in the
current store (Clyde’s); but in this example, she instead requests a list of similar CDs
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A B C

Fig. 4. Screens illustrating information from the augmented memory that the subject can request
for a given CD

that are available in Clyde’s. This list will probably include a number of CDs that are
unfamiliar to the subject. For each such CD, the user can either (a) tap on its entry in the
list or (b) retrieve the physical CD in the store and examine its contents. In either case, a
screen like the one shown in Figure 4 A will appear, offering various types of additional
information about the current CD, including: the prices of the CD at all locations where
the user has encountered it (Figure 4 B); and a list of similar CDs that the subject has
already encountered (Figure 4 C).

The potential utility of this third function may not be obvious. But consider an at-
tentive salesperson who is aware of the customer’s past purchases and can therefore
introduce a new CD by pointing out that it is similar to one or more particular CDs that
the customer already knows.

Another typical function is illustrated in Figure 5: For a given CD, the system lists all
events that it has recorded which involve that CD. In Figure 5 A, both events occurred
in Clyde’s during the shopping phase. In Figure 5 B, the earlier event is the original
viewing of the movie, which the user reported via the web interface. One hypothe-
sis underlying the introduction of this function was that reminders of past experiences
might bring to mind relevant thoughts, evaluations, and even emotions that the user had
experienced in the past.

3 Use and Evaluation of Recomindation Functionality

After this selective presentation of SPECTER’s functionality, we now turn to some re-
sults about how subjects actually used and evaluated this functionality.

3.1 Responses to the Reflection Functionality

When asked “Judging from your experience, what is the reflection phase useful for?”,
10 subjects noted that it was convenient to be reminded, before going into the stores, of
the CDs that they had seen while browsing. Apparently, these subjects were not content
simply to have SPECTER keep track of their encounters with CDs; they wanted to have
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BA

Fig. 5. Screens illustrating information about past events that can be requested for a given CD.
(On the right, “Classifying” refers to the user’s action of explicitly rating the CD.)

the most important CDs in their mind when they entered the stores. The other main
benefit of reflection that subjects mentioned concerns the ability to adjust the tentative
ratings that were made by SPECTER during the browsing phase. Subjects widely recog-
nized that these ratings were (understandably) often inaccurate; but most of them found
these tentative ratings, combined with an opportunity to revise them, to be an effective
way of generating a list of promising CDs.

When asked where they would be most likely to engage in this type of reflection in
everyday life, most of the subjects expressed a willingness to reflect in a bus or a train
(85%), or a waiting room (75%); by contrast, only 35% expressed a willingness to do
so in an office or at home in their free time. We can conclude that, despite the generally
favorable response to the activity of reflection, the design of a system like SPECTER

should ensure that reflection can be performed on a mobile device and in a variety of
contexts.

3.2 Responses to Recomindation Functionality Used in Stores

For each of the questions represented in Figure 6, the user was asked “How often did
you try to answer the following question?”; they were also asked to state which of
three information sources they used (at least sometimes) to answer it: the hand-held
SPECTER system, their own memory, or information available in the store. A separate
question about each of the corresponding SPECTER functions asked subjects to rate its
utility for their search for CDs on a scale from 1 (“not useful at all”) to 5 (“very useful”).
Figure 6 also shows objective data concerning the subjects’ actual frequency of use of
these SPECTER functions.

Use of Previously Encountered CDs as a Starting Point. As Figure 6 A shows, when
subjects wanted to remember which CDs they had previously found promising, they
were inclined to ask SPECTER; by contrast, remembering their previous evaluation of
a given CD appears to be something that they could often accomplish with their own
memory (Figure 6 B), though they still found SPECTER’s automatic display of their
previous ratings useful.
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Fig. 6. Frequency distributions of subjects’ estimates of how often they asked themselves partic-
ular questions during the shopping phase (left-hand side of each graph) and what source(s) of
information they used (right-hand side of each graph): the SPECTER system, their own memory,
or the CDs in the store). (Also given are the average number of invocations of the corresponding
SPECTER function during the shopping phase, as revealed by the system logs; and the subjects’
average rating of the usefulness of this SPECTER function for helping them to find appropriate
CDs, on a scale from 1 (worst) to 5 (best).)

Use of Information About Known Prices. As can be seen in Figure 6 C, subjects were
understandably often interested in recalling prices seen earlier, and they invariably used
SPECTER, rather than their own memory, for this purpose.4

Use of Pointers to Previously Encountered Similar CDs. One of the more novel and
less obvious functions offered by SPECTER is the one that was illustrated in Figure 4 C:
informing the user about similar CDs that she has encountered before. Figure 6 D con-
firms that the overall frequency with which subjects considered this question was rela-
tively low, though a few subjects did report considering it “often”. Note that SPECTER

offers a considerable advantage over the subject’s own memory here, in that SPECTER

can provide an answer even when the CD in question is totally unfamiliar to the user.
It is therefore not surprising that subjects reported answering this question much more
often with SPECTER than with their own memory.

Use of Representations of Past Events. When we turn to questions about specific
events in the past (as shown in Figure 5), there is convergent evidence that this function

4 When the subject was in a given store, her SPECTER could not access information about the
availability or prices of CDs in the other store unless that information had already been re-
trieved and stored during a visit by the user to the other store. This restriction corresponds to
a real-life situation in which each store offers complete information about its products only to
customers who are physically present in the store.
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was less popular than the other functions. With regard to the special case of retrieving
information about movies seen at some earlier date, most subjects reported a tendency
to consult their own memories rather than SPECTER (Figure 6 E). It is in fact difficult
for SPECTER to compete with a user’s own memory in this regard, unless it really has
been collecting data about the user’s movie-going behavior over a period of years, es-
pecially since all of the relevant information was supplied by the subject herself via
the web interface shortly before the main part of the study.5 On a different and more
generalizable level, several subjects noted that displays such as those shown in Figure 5
are relatively cluttered, relative to the amount of useful information that they provide.

In sum, detailed representations of past events appear to have less compelling utility
in the specific scenario investigated than the less concrete information about the prod-
ucts encountered and the ways in which they were evaluated. Any attempt to increase
the utility of concrete event representations should devote more attention to ways of
representing them more compactly and selectively, perhaps with some degree of aggre-
gation. A more general lesson for research on augmented memories is that it should
not be taken for granted without specific evidence that detailed representations of past
events will be useful for any particular purpose.

3.3 Global Evaluations of Specter

In any user study of a novel system, global evaluations by users must be interpreted
with caution (cf. [12]). Still, it is worth reporting that all of the questions that requested
an overall evaluation of SPECTER yielded responses that fell mostly within the top two
categories of a 5-point scale. For example, 70% of the subjects indicated that they would
be interested in using a system like SPECTER for shopping if it became available.

4 Conclusions

The paradigm of recomindation can be seen as a way of exploiting the technological
possibilities of augmented memories in such a way as to put the “mind” of the user into
the process of recommendation to a considerably greater extent than has been possible
so far with recommendation approaches that are based on records from the user’s past.
Even this selective presentation of our implementation and user feedback shows that a
number of aspects of the recomindation paradigm tend to be recognized as appropriate,
effective, and even enjoyable—though some limitations and preconditions have been
exposed and of course no novel approach is likely to satisfy all users equally.

Comments of subjects in this and other user studies conducted within the SPECTER

project have indicated that the added value of recomindation is likely to be greater in
settings (such as those involving shopping for food and cooking) in which the user
needs to make more complex decisions (e.g., exactly how to prepare a meal on a par-
ticular occasion) and more detailed information from the past can be usefully presented
as reminders (e.g., what particular ingredients were used on previous occasions; how
the diners evaluated the results). This type of scenario is currently being investigated in

5 In a future study, we intend to acquire information about the subjects’ past experiences in a
way that will not refresh the subject’s own memory of these experiences.



150 C. Plate et al.

SPECTER’s successor project SHAREDLIFE, in which the possibilities for sharing mem-
ories among friends and acquaintances (cf., e.g., [3, 4]) in the context of recomindation
are also being explored.
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Abstract. This paper presents an approach to automatic annotation of learning 
objects’ (LOs) content units that can be later assembled into new LOs 
personalized to the users’ knowledge, preferences, and learning styles. Relying 
on a LO content structure ontology and some simple content-mining algorithms 
and heuristics, we manage to rather successfully determine the values of 
metadata elements aimed at annotating content units. Specifically, in this paper 
we present the specificities of generating metadata that describe the subject 
(based on a domain ontology) and the pedagogical role (based on an ontology 
of pedagogical roles) of a content unit. To test our approach we developed 
TANGRAM, an adaptive web-based educational environment for the domain of 
Intelligent Information system that enables on-the-fly assembly of personalized 
learning content out of existing content units.  

1   Introduction 

Personalization of the learning content stands for one of the ultimate goals of the 
modern web-based educational applications. Though that is a really nice idea, the 
present learning content standards and authoring practice impose many obstacles. 
First, the e-learning standards such as the IEEE Learning Object Metadata (LOM) 
standard are rather inflexible in terms of the variety of metadata they capture, the way 
they express the structure of such metadata, as well as the structure and the meaning 
of the learning content itself. Second, few of the metadata fields proposed by such 
specifications are really used in learning object repositories (LORs) to annotate the 
LOs, hence the possibility to retrieve and reuse LOs is reduced. This is the reason 
why it is very hard to enable personalized reuse of LOs or LOs’ parts. To address 
these issues we need a set of more flexible, still more comprehensive, explicit means 
(such as ontologies) for describing both LOs and content units (CUs) LOs are built 
from. Explicitly defined structure of a LO using ontologies facilitates adaptation of 
the LO, as it enables direct access to each of its components and their tailoring to the 
specific features of a student/content author. However, as the formalization does not 
solve the problem of the metadata that should be collected, we still need tools that 
will automate that process. 

This paper illustrates how Semantic Web automatic annotation techniques can be 
employed to mine LO content, and thus provide necessary metadata for personalized 
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reuse of LO components. Relying on a profile of the IEEE LOM RDF Binding for 
metadata representation and a LO content structure ontology, we develop a set of 
automatic annotation techniques for assigning metadata to CUs. Applying these 
techniques, we can, for example, identify the concept of a domain ontology that 
describes the semantics of a CU the best, infer the educational role of the CU with 
respect to an ontology of pedagogical roles, generate the CU’s title, description and 
some other metadata elements. Such annotated CUs are used in an adaptive web-
based educational environment called TANGRAM. Being based on a comprehensive 
user model ontology and being able to directly access components of LOs (by 
leveraging the automatically generated metadata), TANGRAM is empowered to 
dynamically, on-the-fly create new, personalized learning content out of existing 
CUs. In this paper we illustrate how TANGRAM is used for personalization of 
learning content in the domain of Intelligent Information Systems (IISs). We have so 
far applied our approach to personalized assembling of slides and slide presentations, 
while the same approach can be applied to other types of LOs. In the next section  
we briefly describe TANGRAM and some of its functionalities in order to motivate 
our work. 

2   The Motivation: The Personalized Learning in TANGRAM  

TANGRAM provides adaptation of learning content to the specific needs of 
individual learners. Two basic functionalities of the system from the learners’ 
perspective are: 

• Provision of learning content adapted to the learner’s current level of knowledge of 
the domain concept of interest, his/her learning style, and other personal preferences. 

• Quick access to a particular type of content about a topic of interest, e.g. access to 
examples of RDF documents or definitions of the Semantic Web (both topics 
belong to the domain of IIS).  

In this paper we focus on the former functionality and throughout the paper explain 
how it is realized in TANGRAM. 

A learner must register with the system during the first session. Through the 
registration process the system acquires information about the learner sufficient to 
create an initial version of his/her model. The learner’s learning style is determined 
from a simplified version of the Felder&Silverman questionnaire1, whereas for 
determining the learner's initial knowledge about the IIS domain, the system relies on 
the learner’s self-assessment. 

A learning session starts after a registered learner selects a sub-domain of IIS to 
learn about (e.g. XML Technologies). Having verified his/her knowledge of the 
chosen sub-domain (in his/her user model), TANGRAM builds a visual representation 
of that sub-domain (i.e. its hierarchical organization of concepts) in the form of an 
annotated tree of links (the upper left corner of Fig. 1), exploiting link annotation and 
link hiding techniques [1]. Specifically, the following link annotations are used:  

1 The questionnaire is known as “Index of Learning Styles”, and is available at  
   http://www.engr.ncsu.edu/learningstyles/ilsweb.html 
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1. blue bullet preceding a link to a domain concept denotes that the learner knows the 
topic that the link points to,  

2. green bullet denotes a recommended domain concept, i.e. a concept that the learner 
has not learned yet, but has knowledge about all prerequisite topics,  

3. red bullet is used to annotate a domain topic that the learner is still not ready for as 
(s)he is ignorant of the prerequisite topics.  

The link hiding technique is used to prevent the learner from accessing topics that 
are too advanced for him/her. In other words, links annotated with red bullets are 
made inactive. Hence, the learner is free to choose one of the blue or green bulleted 
topics. As the selection is been made TANGRAM builds personalized content on the 
selected topic, ‘bearing in mind’ both the learner’s learning style and his/her 
preferences regarding content authors. Having presented the assembled learning 
content to the student, the system updates the learner model. More details on the 
whole process are provided later in the paper.  

 

Fig. 1. A screenshot of TANGRAM after the learning topic is chosen 

3   Ontological Foundation 

In this section we briefly present each of the ontologies our automatic annotating 
approach is based upon. All these ontologies are available at: 
http://iis.fon.bg.ac.yu/TANGRAM/ontologies.html. Note also that we have defined a 
profile of the IEEE LOM RDF Binding which is used to describe each CU. Specific 
metadata fields of the profile refer to these ontologies (e.g. dc:subject field refers to a 
concept from the domain ontology).  

The ALOCoM Content Structure (ALOCoM CS) ontology is an extension of the 
Abstract Learning Object Content Model (ALOCoM) [2] with certain concepts of the 
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IBM’s Darwin Information Typing Architecture (DITA)2. The ontology defines a 
number of concepts for different types of CUs that form the structure of a LO. The 
ALOCoM CS ontology distinguishes between content fragments (CFs), content 
objects (COs) and learning objects (LOs). CFs, formalized as instances of the 
alocomcs:ContentFragment class, are CUs in their most basic form (e.g. text, audio 
and video), and cannot be further decomposed. COs, formally represented as 
instances of the alocomcs:ContentObject class, aggregate CFs and add navigation. 
Navigational elements enable sequencing of CFs in a CO. Besides CFs, COs can also 
include other COs. LO (alocomcs:LearningObject) is conceptualized as an aggregate 
of COs targeted at fulfilling a single learning objective. To enable more fine grained 
content structuring we analyzed the structure of widely used content formats 
(primarily slide presentations and textual documents) and identified a number of 
specific content structuring types (e.g. slide, slide body, title, table). These types are 
included in the ontology as subclasses of the three root concepts (i.e. CFs, COs and 
LOs). Finally, the ontology defines aggregation and navigational relationships 
between CUs. Aggregation relationships are represented in the form of 
alocomcs:hasPart and its inverse alocomcs:isPartOf properties. Navigational 
relationships are specified as the alocomcs:ordering property that defines the order of 
components in a CO or a LO in the form of an rdf:List.

The ALOCoM Content Type (CT) ontology is also rooted in the ALOCoM model 
and has CF, CO and LO as the basic, abstract content types. However, these concepts 
are now considered from the perspective of pedagogical/instructional roles they might 
have. Therefore, concepts like Definition, Example, Exercise, Reference are 
introduced as subclasses of the CO class, whereas concepts such as Tutorial, Lesson, 
Test are some of the subclasses of the LO class. The CF class is not sub-classed, as 
according to the ALOCoM model [2], an instructional role can not be assigned to a 
single CF. 

The domain ontology is defined using the SKOS Core ontology 
(http://www.w3.org/2004/02/skos/core/). Each concept of the domain is represented as 
an instance of the skos:Concept class, whereas the conceptual scheme of the domain 
is represented as an instance of the skos:ConceptScheme class. Each identified 
domain concept is assigned one or more aliases (i.e., alternative terms typically used 
in literature when referring to a concept) using the SKOS properties skos:prefLabel,
skos:altLabel, and skos:hiddenLabel. SKOS also defines semantic properties for 
representing relations among domain concepts, for example a generalization hierarchy 
can be represented via the skos:broader and its inverse skos:narrower properties, 
whereas the skos:related property is intended for semantic relations between concepts 
belonging to different branches of the hierarchy. 

The Learning Paths (LP) ontology defines learning trajectories through the topics 
from the domain ontology. We defined this ontology as an extension of the SKOS 
Core ontology that introduces three new properties: lp:requiresKnowledgeOf,
lp:isPrerequisiteFor, and lp:hasKnowledgePonder. The first two are semantic 
properties defining prerequisite relationships between domain topics, whereas the 
third one defines difficulty level of a topic on the scale from 0 to 1. The LP ontology 
relates instances of the domain ontology through an additional set of relationships 

2 http://www.oasis-open.org/committees/dita
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reflecting a specific instructional approach to teaching/learning. The main benefit of 
decoupling domain model in such a way is to enable reuse of the domain ontology – 
even if the applied instructional approach changes, the domain ontology remains intact.

4   Automatic Annotation Process 

Metadata for a LO are mostly provided by the LO’s author when uploading the LO to 
the repository. The challenging part is the annotation of the LO’s components (COs 
and CFs). Peculiarities of the approach we apply to face this challenge can be 
summarized as follows: 

• The values of some metadata elements are literally copied from LOs to their 
components. This is how values are assigned to dc:creator, dcterms:created, and 
dc:language metadata elements, refereeing to the author(s), date of creation and 
language(s) of a CU, respectively.  

• Some metadata elements of the TANGRAM’s LOM RDF profile are meaningful 
only when attached to a LO as a whole. Therefore, they are not supposed to be 
assigned to the components smaller than LOs (e.g. lom-cls:accessibilityRestrictions 
metadata element that refers to the learning styles a LO is particularly suitable for); 

• The values of the other metadata elements are mined from a component itself, its 
content and presentational context.  

In the rest of the section we explain our approach to automatic generation of values 
for metadata elements that hold ontology-based descriptions of CUs: dc:subject that 
points to a concept from the domain ontology, and alocom-meta:type that holds a 
reference to a concept form the ALOCoM CT ontology. Due to the limited size of the 
paper we restricted ourselves to presenting only the metadata elements that we deem 
as the most important for representing semantics of CUs. Similar heuristics are used 
for generating values of other metadata elements. For more details we refer readers to [3]. 

dc:subject element 
To semantically annotate a CO with concept(s) from the domain ontology we applied 
the following approach: the domain ontology is queried for concepts that are 
semantically related to the domain concepts that were manually assigned to the parent 
LO. We assumed domain concepts as semantically related if they are interconnected 
via skos:semanticRelation property and/or its sub-properties: skos:narrower,
skos:broader or skos:related. The retrieved concepts and their aliases, i.e. labels 
assigned to them as values of skos:prefLabel, skos:altLabel i skos:hiddenLabel
properties, are stored in a hashmap and serve as the basis of the subsequent steps of 
the annotation process. Subsequently each component of the CO containing text is 
searched for the aliases stored in the hashmap, and if some of them are found, the 
component (i.e. CO or CF) is annotated with the domain concepts that the aliases 
refer to. Afterwards, we apply a bottom-up approach to generate a value for the CO’s 
dc:subject element: the CO is annotated with a union of concepts assigned to its 
components. If no concept can be mined from the CO’s content, the CO is annotated 
with concepts attached to the parent LO during the process of manual annotation. 
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The slide presented in Fig. 2b can help us explain another approach we employ to 
infer the subject of a CO - the combined top-down & bottom-up approach. As the 
figure suggests domain concept(s) that best describe the semantics of the slide’s 
content can be inferred only from the title of the slide (it contains an alias of a domain 
concept). Performing the text analysis of the slide’s title, XML is identified as the 
domain concept to be assigned to the dc:subject metadata element of the title (i.e. to 
the instance of the alocomcs:Title class, as its ontological equivalent). Applying the 
bottom-up approach we assign the same concept to the dc:subject element of the slide 
that aggregates the title. Next, we analyze the content of the slide’s body (and each of 
its components) to find out that we cannot identify any concept of the domain 
ontology. Therefore, we apply the top-down approach, meaning that the XML domain 
concept, previously included in the slide’s metadata set (via the bottom-up approach), 
is now used to semantically markup components that the slide aggregates.  

For CFs that do not contain text at all, like CFs of the alocomcs:Image type, this 
approach is not applicable. Currently, in the absence of a better solution, such CFs 
directly inherit the value of the dc:subject metadata from the COs they are aggregated in. 

alocom-meta:type element
This metadata element is used for annotating LOs and COs, but not for CFs, as 
according to the ALOCoM model an instructional role can not be assigned to a single CF. 

Due to the lack of well defined formats for representing learning content of a 
certain instructional role (e.g. an explicit format for representing definitions), we 
opted for a heuristics-based approach to infer instructional role of learning CUs. The 
heuristics that we use are partially founded on our previous joint research efforts done 
with the ARIADNE group from K.U. Leuven, Belgium through the ProLearn project. 
Together, we did some initial research aimed at defining patterns for recognizing CUs 
having instructional role of alocomct:Definition, alocomct:Example and 
alocomct:Reference [4]. These patterns are defined using the experience discussed in 
[5]. Here, we explain how CUs of type alocomct:Example are recognized. Fig. 2a 
presents patterns that we use to check whether a CU is an example of a certain 
domain concept. In other words, these patterns enable us to test if a CU can be 
marked-up with alocomct:Example concept as its instructional role. 

It is important to note that the patterns shown in Fig. 2a enable us to identify CUs 
indicating the appearance of an example. In other words, they help us recognize a CU 
that precedes an example. Let us consider a typical organization of a slide presenting 
an example of a domain concept in order to further explain the approach (Fig. 2b): the 
title of the slide gives information about the domain concept that the example refers 
to, while the slide’s body actually contains the example. To be more precise, the first 
component of the slide’s body is a list (an instance of alocomcs:List) with only one 
list item (an instance of the alocomcs:ListItem) that, according to the pattern number 
4 from Fig. 2a, should be classified as an example (i.e. having instructional role of an 
example). However, it is obvious that such a conclusion is wrong. Actually, the 
subsequent component of the slide’s body – a paragraph in this case (an instance of 
the alocomcs:Paragraph) – should be classified as an example. On the other hand, it 
would be hardly possible to deduce the instructional role of this paragraph just by 
analyzing the text it contains. Fortunately, its structural context gives us this valuable 
information. 
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1. {example | instance | case | illustration | 
  sample | specimen} [of {concept} ] [:] 
 

2. {for instance | e.g. | for example | as an example} 
  [, | :] {concept} {is | are} [adverb]  
 

3. {illustrated by | demonstrated by | shown by} [:] 
 

4. {Example | example} [ord.num.]  
  [of {concept}] [- | : ]  

2/1/2006 11

XML

• Example 2
<BOOK>

<AUTHOR> Aho, A.V. </AUTHOR>
<AUTHOR> Sethi, R. </AUTHOR>
<AUTHOR> Ullman, J.D. </AUTHOR>
<TITLE>Compilers: Principles, Techniques, and Tools</TITLE>
<PUBLISHER> Addison-Wesley </PUBLISHER>
<YEAR> 1985 </YEAR>

</BOOK>

 
a) b)  

Fig. 2. The patterns applied in TANGRAM for recognizing examples (a); a typical organization 
of a slide presenting an example of a domain concept 

Besides this pattern-based approach, we apply some simple heuristics to determine 
the instructional role of slides (COs of type alocomcs:Slide). For example, if the 
content of the slide’s title is one of the following terms/phrases: "Bibliography", 
"References", "Reference list", while the content of the slide’s body is structured as a 
list, the instructional role of the slide is presumed to be of type 
alocomct:Bibliography. Additionally, each list item appearing in the slide’s body is 
assumed to be of alocomct:Reference instructional type. 

The slide presented in Fig. 2b is suitable for explaining one general feature of our 
approach to annotation of CUs. When this slide is uploaded (as a part of the 
presentation that it originates from) to the TANGRAM’s repository of LOs, the 
system actually stores an instance of the of the alocomcs:Slide class, as well as an 
appropriate ontological instance for each component constituting the structure of this 
slide (alocomcs:Title, alocomcs:SlideBody, alocomcs:List,...). Furthermore, metadata 
are uploaded to the repository: metadata for the slide as a whole, as well as metadata 
for each the slide’s component that can be reused. However, metadata is not stored 
literally for every component of the slide. Instead, we store metadata only for those 
CUs that are really reusable, in the sense that we can realistically expect someone will 
be interested to retrieve them from the repository and reuse. For example, in the case 
of the slide from Fig. 2b, only metadata assigned to the slide as a whole and to the 
paragraph containing the text of the example will be uploaded to the repository. The 
rationale is that it is highly unlikely that someone would be interested in reusing a CU 
that contains only the text “Example 2” or a CU holding the title of the slide. 

5   User Modeling and Adaptation Process 

This section explains how the automatically generated semantic annotations are 
exploited in TANGRAM in order to provide personalized learning content. The 
section first explains the user model ontology, and then the implemented 
personalization approach.  
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5.1   User Model Ontology 

We developed a User Model (UM) ontology to help us formally represent relevant 
information about TANGRAM users (content authors and students). The ontology 
focuses exclusively on the user information that proved to be essential for 
TANGRAM’s functionalities. To enable interoperability with other learning 
applications and exchange of users’ data, we based the ontology on official 
specifications for user modeling: IEEE PAPI Learner (http://edutool.com/papi) and 
IMS LIP (http://www.imsglobal.org/profiles). Furthermore, since we did not want to 
end up with another specific interpretation of the official specifications, potentially 
incompatible with existing learning applications, we explored existing solutions, like 
the ones presented in [6] and [7]. The result is a modular UM ontology that uses some 
fragments of the UM ontology developed for the ELENA project [6] and introduces 
new constructs for representing users’ data that the official specifications do not 
declare and the existing ontologies either do not include at all, or do not represent in a 
manner compliant to the needs of TANGRAM. 
The UM ontology defines formalism for representing user features common to all 
TANGRAM users (authors as well as learners), as well as those particular for 
learners. The former set of formalisms are aimed at representing the users’ basic 
personal data (um:PersonalInfo), their preferences regarding language 
(um:LanguagePreference), domain topics (um:ConceptPreference) and authors of 
learning content (um:AuthorPreference). The latter set encompasses a number of 
classes and properties for representing the learners’ performance, as well as their 
learning styles. Specifically, each learner (um:Student) is assigned a set of 
performance-related data (via um:hasPerformance property) represented in the form 
of the papi:Performance class and a broad set of properties aimed at capturing 
detailed description of a learner’s performance (e.g. the papi:learning_experience_ 
identifier property identifies a CU that formed the learning material used for 
learning). As for representing learning styles, the ontology introduces the 
um:LearningStyle class and associates it (via the um:hasCategory property) with the 
um:LearningStyleCategory class that formally stands for one specific aspect 
(category) of the learning style. Since TANGRAM relies on the Felder & Silverman 
model of learning styles [8], we introduced one subclass of the 
um:LearningStyleCategory class to represent each category defined in this model (e.g. 
um:LS_Visual-Verbal). For more details on the ontology, we refer readers to [9].

5.2   Personalization of the Annotated Learning Content  

A learning session starts after the user (registered and authenticated as a learner) 
selects a sub-domain of IIS to learn about. The system performs a sort of comparative 
analysis of data stored in the learner’s model and in the LP ontology. Specifically, the 
LP ontology is queried for the set of domain concepts that are essential for successful 
comprehension of the topics from the chosen sub-domain (i.e. those related via 
lp:requiresKnowledgeOf property). Subsequently, the learner model is queried for the 
learner’s level of knowledge about the selected sub-domain and the identified set of  
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prerequisite concepts. Information resulting from this analysis is used to provide 
adaptive guidance and direct the learner towards the most appropriate topics for 
him/her at that moment. One should note that the TANGRAM does not aim to make a 
choice for a learner. Instead, the system provides guidance to the learner (using link 
annotation and hiding techniques – see Section 2), and eventually lets him/her decide 
on the assembly to learn from. 

After the learner selects one concept from the topics tree, the system initiates the 
process of dynamic assembly of learning content on the selected topic. Firstly, 
TANGRAM’s repository of LOs is queried for CUs covering the selected domain 
topic. The query is based on the dc:subject metadata element of the CUs from the 
repository. If the repository does not contain CUs on the selected topic, the further 
steps of the algorithm depend on the learner’s learning style, i.e. on its Sequential-
Global dimension, to be more precise3. If the learner belongs to the category of 
global learners, CUs covering advanced topics (as specified in the LP ontology) are 
retrieved and the algorithm proceeds normally. Otherwise, the system informs the 
learner that the learning content on the selected topic is currently unavailable and 
suggests other suitable topics. In the subsequent steps the retrieved CUs are first 
classified into groups according to the same parent LO criterion and then each group 
is sorted. The sorting procedure is based on the original order of CUs from the 
group, i.e. on the value of the alocomcs:ordering property of the parent LO. In the 
subsequent text we use the term assembly to refer to a group of CUs sorted in this 
manner. Each assembly is assigned a double value (relevancy) between 0 and 1 that 
reflects its compliance with the learner model, i.e. its relevancy for the learner (the 
greater the value, the higher the importance of the assembly for the student). To 
calculate the relevancy of an assembly we query the learner model for the data about 
the learner’s learning style, his/her preferred author as well as his/her learning 
history data (already seen CUs). Subsequently, the assemblies are sorted according 
to the calculated relevancy and their descriptions are presented to the learner (Fig. 1). 
Description of an assembly is actually the value of the dc:description metadata 
element attached to the LO that the content of the assembly originates from. As soon 
as the learner selects one assembly from the list, the system presents its content using 
its generic form for presentation of dynamically assembled learning content. Finally, 
the system updates the learner model. Specifically, it creates an instance of the 
papi:Performance class in the learner model and assigns values to its properties (see 
Section on UM for details). For example, the papi:performance_value property is 
assigned a value that reflects the level of mastery of the domain topic. If it was a 
topic recommended by the system, the property is assigned the maximum value (1). 
However, if the assembly covered an advanced topic, due to the lack of more 
appropriate learning content, this property is set to 0.35. This approach was inspired 
by the work of De Bra et al [10] and is based on the assumption that the learner, due 
to the lack of the necessary prerequisite knowledge was not able to fully understand 
the presented content. 

3 Whereas global learners prefer holistic approach and learn best when provided with a broader 
context of the topic of interest, sequential learners tend to be confused/disoriented if the topics 
are not presented in a linear fashion (Felder & Silverman, 1988). 
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6   Conclusions 

Using a highly structured approach to annotation of learning object’s CUs as well as 
implementing diverse semantic annotation heuristics, we demonstrated the usefulness 
of such an approach for developing personalized web-based educational 
environments, such as TANGRAM. Although we illustrated the approach on the 
domain of IISs, it can be easily retargeted to any other subject domain just by using 
another domain ontology. A brief description and demonstration of TANGRAM  
as well as the ontologies referred to in the paper can be found at 
http://iis.fon.bg.ac.yu/TANGRAM/home.html 

Beside very promising lessons we have learned in using automatic annotation 
approach to facilitate personalized learning content reuse, we have become aware of 
some important practical details concerning both sides of the proposed solution, 
namely automatic annotation and personalization of the learning content. On one 
hand, we need to empower annotation algorithm with advanced features of the state-
of-the-art tools and frameworks for natural language processing (e.g. Part-of-speech 
taggers) and information extraction such as GATE (http://gate.ac.uk) and KIM 
(http://ontotext.com/kim). On the other hand, we will further explore the process of 
dynamic assembly of CUs originating from different sources (i.e. LOs) and dealing 
with the same domain concept. In our future research we address this issue by 
defining a richer domain ontology. Additionally, we plan to extend our solution to 
enable repurposing content of other types of LOs beside slide presentations. 
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Abstract. We propose an associative mechanism for adaptive generation of 
problems in intelligent tutors. Our evaluations of the tutors that use associative 
adaptation for problem sequencing show that 1) associative adaptation targets 
concepts less well understood by students; and 2) associative adaptation helps 
students learn with fewer practice problems. Apart from being domain-
independent, the advantages of associative adaptation compared to other 
adaptive techniques are that it is easier to build and is scalable.  
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1   Introduction 

Learning is most effective when it is adapted to the needs of the learner [4]. In a tutor, 
various aspects can be adapted to the needs of the learner, including the problem 
sequence, feedback type, feedback amount, and the level of detail of the open student 
model. Vector spaces [17] and learning spaces [10] are the popularly used mech-
anisms for adaptation of problem sequence in tutors. These approaches are domain-
independent. But building vector spaces and learning spaces is labour-intensive. 
Moreover, adding new problems or concepts to a vector space or learning space 
entails significant redesign of the space. 

Alternatively, we propose a scalable solution for adaptive problem sequencing. In 
this approach, we index problems by concepts. We specify proficiency criteria for 
each concept in the domain model and maintain the student model as an overlay of the 
domain model. We use simple algorithms to select the next concept for the student, 
and the next problem for the concept.   

In this paper, we will first describe the tutors for which we developed associative 
adaptation. We will describe the domain and overlay student models used in these 
tutors. Next, we will describe the associative mechanism for adaptive generation of 
problems. Finally, we will describe evaluations that support our claims that asso-
ciative adaptation targets concepts less well understood by students, and it helps 
students learn with fewer practice problems.  

2   Programming Tutors 

We have been developing web-based tutors to help students learn C/C++/Java/C# 
programming language concepts by solving problems. To date, we have developed 
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tutors on expression evaluation, selection statements, loops, pointers in C++, 
parameter passing mechanisms, scope concepts and their implementation, and C++ 
classes. Our tutors target program analysis (solving expressions, predicting the output 
of programs and debugging programs) in Bloom's taxonomy [3] in contrast to 
program synthesis (writing a program), which has been the traditional focus of 
intelligent tutors (e.g., LISP Tutor [16], ELM-ART [18]).   

Consider the tutor on selection statements. The tutor presents a program that 
involves one or more selection (if/if-else) statements, and asks the learner to predict 
the output of the program. The tutor grades the learner’s answer. In addition, it 
provides explanation of the step-by-step execution of the program as part of its 
feedback [12].  

Limited problem set has been recognized as a potential drawback of encoding a 
finite number of problems into a tutor [13]. Therefore, our web-based tutors generate 
problems as instances of parameterized templates. Each problem template is indexed 
by one or more concepts, and the template is used to generate problems for only these 
concepts. 

2.1   The Domain and Student Models 

We use a single unified domain model for all our programming tutors. This domain 
model is the concept map of the programming domain, i.e., a taxonomic map with topics 
as nodes, and is-a and part-of relationships as arcs. In this model, we associate two 
measures with each node to determine whether the student has mastered the 
corresponding concept:  

• M1 - The minimum number of problems the learner must solve on that concept. 
Typically, M1 = 2.   

• M2 - The percentage of problems that the learner must solve correctly on a concept 
in order to be considered proficient in it. Typically, M2 = 60%. 

We use an overlay of the domain model as our cognitive student model. But, instead 
of saving M1 and M2 in the student model, we save {G,A,R,W,M} to record the 
student’s progress - the number of problems generated (G), attempted (A), correctly 
solved (R), incorrectly solved (W) and missed (M) by the student on that concept. 
Currently, our tutors use two inequalities to interpret this data and determine whether 
a student has mastered a concept: A   M1 and  R / A  M2.

3   Associative Adaptation of Problem Generation 

Recall that we use a concept map as our domain model, associate proficiency criteria 
with the concepts in the domain model, use an overlay student model, associate the 
student’s progress statistics with the concepts in the student model, and index problem 
templates by concepts. We will now present the algorithm for associative adaptation 
of problem generation.  
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The Algorithm

1. Let the set of all the concepts in the topic be C = {C1, C2, …, Cm}, where C1,
C2, …, Cm are individual concepts. 

2. For each concept Ci, extract all the problem templates that match the concept. 
Let the resulting set of templates be Ti = {Ti1, Ti2, …, Tiq}, where Ti1, Ti2, …, 
Tiq are individual templates that match Ci.

3. Identify the list of concepts that the learner has not mastered.  Let this set be Cs

= {C1, C2, …, Cn}, n  m. If the set Cs is empty, the student has mastered this 
topic, exit.  

4. Select the next concept Cj from the set Cs.
5. Select the next problem template Tjk from the set of templates Tj corresponding 

to the concept Cj and generate the next problem as an instance of the template.   
6. After the learner has attempted the problem, update {G,A,C,W,M} for the 

concept Cj in the student model, as well as any other concept affected by the 
template Tjk. Repeat from Step 3. 

We define persistence p as the maximum number of problems a tutor generates 
back to back on a concept before moving on to the next concept. Persistence p affects 
problem generation as follows: 

• p = 1 means that the concept is changed from one problem to the next. This 
may not reinforce learning due to rapid switching of concepts. 

• p = 2 or 3 helps reinforce learning since the tutor presents 2-3 problems back 
to back on a concept.   

• p > 3 may make the tutor predictable and boring. The student may begin 
guessing the correct answer to problems, which would negatively affect 
learning. 

Sub-algorithm for Step 4: Given the last concept was Ci, the algorithm to select the 
next concept is as follows: 

1. If Ci has been mastered, return the next concept Ci + 1 in the list. If i + 1 > n, 
the number of concepts not yet mastered, set i = 1, and return C1

2. If p problems have been generated back to back on the concept Ci, return Ci + 1.
If i + 1 > n, set i = 1, and return C1

3. Else, return Ci.

Sub-algorithm for Step 5: We use the round-robin algorithm for selecting the next 
problem template for a concept. If the last template used by the tutor for a concept is 
Tij, the next time it revisits the concept, it uses the template Ti,j + 1. If j + 1 > q, j = 1. 

This associative algorithm is independent of the domain: it can be used for any 
domain wherein 1) appropriate concepts can be identified; 2) the student model is 
maintained in terms of concepts; and 3) problem templates are indexed by concepts. 
This associative adaptation algorithm has several advantages over vector spaces [17] 
and learning spaces [10] that have been popularly used to implement adaptation: 

• The associative system is easier to build - there is no need to place all the 
problem templates in an exhaustive vector or learning space.   
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• The associative system is scalable - We can add new concepts and problem 
templates to the tutor without affecting any existing templates and/or 
modifying the vector/learning space.  

The learning path of individual learners in the problem space is determined by 
matching the problem templates in the template knowledge base with the un-mastered 
concepts in the student model. An associative system automatically supports all the 
learning paths - even those that may not have been explicitly modelled in a vector or 
learning space. Therefore, the resulting adaptation is more flexible. Associative 
adaptation is similar to the adaptation mechanism used in ActiveMath [14] to 
determine the information, exercises, and examples presented to the learner, and the 
order in which they are presented.  

3.1   An Example 

Consider the tutor on arithmetic expressions. For this example, we will consider only 
the following concepts: correct evaluation and precedence of +, * and / operators. Let 
the following table represent the initial student model, where m / n denotes that the 
student has correctly solved m out of the n problems (s)he has attempted on the 
concept:  

Student Model + * / 
Correct Evaluation 2/2 1/2 0/2 
Precedence 0/2 2/2 1/2 

Assuming M1 = 2 and M2 = 60%, the student has not yet mastered the following 
concepts: correct evaluation of * and /, and precedence of + and /. Assume that the 
next problem template for the correct evaluation of * yields the expression 3 + 4 * 5, 
and the student correctly solves the entire expression. Since the expression includes 
the correct evaluation and precedence of + and * operators, the student gets credit for 
all four concepts:  

Student Model + * / 
Correct Evaluation 3/3 2/3 0/2 
Precedence 1/3 3/3 1/2 

Since the student just mastered the correct evaluation of *, the tutor considers the 
next concept, viz., correct evaluation of /.  Assume that the next problem template for 
the correct evaluation of / yields the expression 5 + 10 / 4, and the student correctly 
solves the entire expression. Since the expression includes the correct evaluation and 
precedence of + and / operators, the student gets credit for all four concepts:  

Student Model + * / 
Correct Evaluation 4/4 2/3 1/3 
Precedence 2/4 3/3 2/3 

If persistence p = 2, the tutor generates a second problem on the correct evaluation 
of /. Note that even if the student solves the second problem correctly, correct 
evaluation of / will remain un-mastered (2/4 < 60%). Even so, since persistence p = 2, 
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the tutor will pick another concept for the subsequent problem and return to the 
correct evaluation of / later, in a round-robin fashion.   

Note that a student may master a concept without attempting any problem on it, 
e.g., precedence of / operator in the above example. A student could revert from 
mastered to un-mastered state by solving subsequent problems incorrectly.  

4   Evaluation of the Adaptive Tutor 

Numerous evaluations have shown that our tutors help students learn, e.g., in one 
controlled test comparing a tutor with a printed workbook, improvement in learning 
with the tutor was larger and statistically significant compared to improvement with 
the printed workbook [7]. Evaluations have also shown that the explanation of step-
by-step execution provided as feedback by the tutors is the key to the improvement in 
learning [12]. We wanted to evaluate whether associative adaptation helped improve 
the effectiveness of the tutors. The hypotheses for our evaluations were: 

1. Associative adaptation targets the concepts less well understood by students. 
2. Associative adaptation helps students learn with fewer problems. 

In spring and fall 2005, we evaluated our tutor on selection statements. Students 
used the tutor on their own time, as non-credit-bearing assignment in a course.   

Protocol: We used the pre-test-practice-post-test protocol for evaluation of the tutor: 

• Pre-test –The pre-test consisted of a predetermined sequence of 21 problems 
covering 12 concepts. Students were allowed 8 minutes for the pre-test. The tutor 
administered the pre-test. The tutor did not provide any feedback during the pre-
test.

The tutor used the pre-test to initialize the student model, as proposed by 
earlier researchers (e.g., [1,6]). However, the test was not adaptive as proposed 
by others (e.g., [2, 15]), because we wanted to compare the pre-test score with the 
score on a similarly constructed post-test to evaluate the effectiveness of the 
adaptive tutor. Stereotypes [1,8] and schema-based assessment [9] are some of 
the other techniques proposed in literature to initialize the student model.  

• Practice – The tutor provided detailed feedback for each problem. The tutor used 
the associative adaptation algorithm to present problems on only those concepts 
on which the student had not demonstrated mastery during the pre-test. It used 
persistence = 2, M1 = 2, and M2 = 60%. The practice session lasted 15 minutes or 
until the student learned all the concepts, whichever came first.   

• Post-test –The post-test consisted of 21 problems, covering concepts in the same 
order as the pre-test. Students were allowed 8 minutes for the post-test. The tutor 
administered the post-test. It did not provide any feedback during the post-test. 
The test was not adaptive.   

The three stages: pre-test, practice and post-test were administered by the tutor back-
to-back, with no break in between. The students did not have access to the tutor 
before the experiment.   
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Analysis: In Table 1, we have listed the average and standard deviation of the number 
of problems solved, the raw score, and the score per problem on the pre-test, practice 
and post-test for the 22 students who used the tutor in spring 2005. Note that the raw 
score increased by 62% (from 6.39 to 10.33) from the pre-test to the post-test. 
However, the number of problems solved by the students also increased by 33% 
(from 10.55 to 14.05), and both these increases were statistically significant (2-tailed 
p < 0.05). In order to factor out the effect of the increase in the number of problems 
on the increase in the raw score, we calculated the average score per problem. The 
average score per problem also increased by 44% from pre-test to post-test and this 
increase was statistically significant.  

Table 1. Results from the spring 2005 evaluation of the tutor on selection statements 

Spr. 05 Pre-Test Practice Post-Test
N = 22 Prob. Score Ave Prob. Score Ave Prob. Score Ave
Average 10.55 6.39 0.59 17.27 9.41 0.59 14.05 10.33 0.75
Std-Dev 3.54 3.86 0.27 10.56 4.71 0.25 4.10 4.10 0.22

p-value of pre-post difference 0.0000 0.0000 0.0007

The above results do not take into account the following confounds: 

• Recall that the practice provided by the adaptive tutor was limited to 15 minutes. 
This meant that the students often ran out of time and did not get practice on all 
12 concepts.  

• It was likely that students already knew some of the concepts during the pre-test 
– learning of these concepts could not be credited to the use of the tutor.  

In order to take these into consideration, we re-analyzed the data by concepts 
instead of problems. For each student, and each concept, we calculated the problems 
solved and average score on the pre-test, practice and post-test. Next, we grouped the 
concepts for each student into four categories: 

• Discarded Concepts: Concepts on which the student did not attempt any 
problem during the pre-test or during the post-test because of the time limit on 
the tests;  

• Known Concepts: Concepts on which the student demonstrated mastery during 
the pre-test, i.e., attempted M1 = 2 problems and solved M2 = 60% of the 
problems correctly; 

• Control Concepts: Concepts on which the student solved problems during the 
pre-test and the post-test, but did not demonstrate mastery during the pre-test and 
did not solve any problems during practice due to the time limit imposed on the 
practice session – this provided the datum for comparison of test data. 

• Test Concepts: Concepts on which the student solved problems during the pre-
test and the post-test, but did not demonstrate mastery during the pre-test and did 
solve problems during practice – since the tutor provides feedback during 
practice to help the student learn, data on test concepts could prove or refute the 
effectiveness of using the tutor for learning. 
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Table 2. Classifying student concepts as discarded, known, control or test 

Problems Solved Pre-Test Practice Post-Test 
Discarded 0 * * 
Discarded * * 0 
Known A  M1 & R / A 

M2

* * 

Control + 0 + 
Test + + + 

The four types of student concepts are summarized in Table 2, where * represents 
0 or more problems solved, and + represents 1 or more problems solved. For our 
analysis, we ignored the discarded student concepts since they represented incomplete 
data. We ignored the known student concepts – the tutor cannot be credited for the 
learning of the concepts that the students already knew during the pre-test. On the 
remaining student concepts, since each student served as part of both control group 
(on concepts for which the student did not get practice) and test group (on concepts 
for which the student did get practice), we consider this a within-subjects design.   

In Table 3, we have listed the average and standard deviation of the number of 
problems solved and the average score per problem on the pre-test, practice and post-
test for the 56 control student concepts and the 135 test student concepts as defined 
above. Note that the average score of the control group remained steady whereas the 
average score of the test group increased by 48% and this increase was statistically 
significant. This supports the results from our prior evaluations that practicing with 
the tutor promotes learning.  

Table 3. Control versus Test Student Concepts from spring 2005 evaluation of Selection Tutor 

Pre-Test Practice Post-Test p-valueSpring 05 
Prob. Ave Problems Prob. Ave Prob. Ave

Control (N =  56 student-concepts)
Average 1.02 0.88 0 1.11 0.87
Std-Dev 0.13 0.30 0 0.31 0.31

0.02 0.68

Test (N =  135 student-concepts)
Average 1.07 0.46 1.83 1.35 0.68
Std-Dev 0.26 0.47 1.14 0.48 0.43

0.000 0.000

p-value 0.05 0.000 0.000 0.000

Note that there is a statistically significant difference between the control and test 
groups on the number of problems solved and the average score on the pre-test. The 
average score of the test group of student concepts is significantly lower than that of 
the control group of student concepts. This supports our hypothesis that associative 
adaptation in our tutor targets the concepts less well understood by students. 

Finally, we conducted a repeated measures one-way ANOVA on the average score, 
with the treatment (adaptive practice versus no practice) as between-subjects factor 
and pretest-post-test as the repeated measure. Our findings were: 
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• There was a significant main effect for pre-test versus post-test [F(1,189) = 7.391, p 
= 0.007] - post-test scored significantly higher than the pre-test.   

• There was a significant interaction between the treatment (adaptive practice versus 
no practice) and time repeated measure [F(1,189) = 10.211, p = 0.002]: while the 
average score with no practice stayed steady, with adaptive practice, it showed a 
significant increase.  

We repeated our evaluation of the tutor in fall 2005. In Table 4, we have listed the 
average and standard deviation of the number of problems solved, the raw score, and 
the score per problem on the pre-test, practice and post-test for the 16 students who 
used the tutor. Note that the raw score increased by 94% and the number of problems 
solved by the students increased by 53% from pre-test to post-test, and both these 
increases were statistically significant (2-tailed p < 0.05). The average score per 
problem also increased by 23% from pre-test to post-test and this increase was 
statistically significant. 

Table 4. Results from the fall 2005 evaluation of the tutor on selection statements 

Fall 05 Pre-Test Practice Post-Test
N = 16 Prob. Score Ave Prob. Score Ave Prob. Score Ave
Average 7.69 5.00 0.66 15.0 11.29 0.76 11.75 9.72 0.81
Std-Dev 3.89 2.96 0.26 3.92 3.49 0.17 3.96 4.28 0.20
p-value of pre-post difference 0.0002 0.000 0.003

When we analyzed the data by student concepts instead of problems, and divided 
the set of student concepts into control and test groups as described earlier, we 
obtained the results in Table 5. On control student concepts, the average changed 
from 0.81 to 0.76 from the pre-test to the post-test, and the change was not 
statistically significant (p = 0.55). On test student concepts, the average changed from 
0.61 to 0.86, and the change was statistically significant (p = 0.0000). Once again, this 
supports the results from our prior evaluations that the tutors promote learning.  

Table 5. Control versus Test Student Concepts from fall 2005 evaluation of Selection Tutor 

Pre-Test Practice Post-Test p-valueFall 05 
Prob. Ave Problems Prob. Ave Prob. Ave

Control (N = 26 student-concepts)
Average 1.15 0.81 0 1.46 0.76
Std-Dev 0.37 0.35 0 0.51 0.40

0.002 0.55

Test (N = 87 student-concepts)
Average 1.00 0.61 1.55 1.15 0.86
Std-Dev 0 0.47 1.20 0.36 0.31

0.0000 0.0000

p-value 0.04 0.02 0.006 0.23

Once again, note that there is a statistically significant difference between the 
control and test groups on the number of problems solved and the average score on 
the pre-test. The average score of the test group of student concepts is significantly 
lower than that of the control group of student concepts. This once again supports our 
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hypothesis that associative adaptation in our tutor targets the concepts less well 
understood by students. 

We conducted a repeated measures ANOVA on the percentage of problems solved 
correctly, with the treatment (adaptive practice versus no practice) as between-
subjects factor and pretest-post-test as repeated measure. Our findings were: 

• The main effect for pre-test versus post-test was tending to statistical significance 
[F(1,111) = 3.45, p = 0.066] - post-test scored higher than pre-test.   

• There was a significant interaction between the treatment (adaptive practice 
versus no practice) and time repeated measure [F(1,111) = 7.837, p = 0.006]: 
while average score with no practice declined modestly, with adaptive practice, it 
showed a significant increase.  

In fall 2004, we evaluated for and while loop tutors. We used a within-subjects design: 
the same group of students used the non-adaptive version of the tutor on while loops 
one week, and the adaptive version on for loops the next week. In the non-adaptive 
version, the tutor presented problems for all the concepts, regardless of the learning 
needs of the student, in a round-robin fashion, with p = 3. Table 6 lists the average on 
the pre-test and post-test for the non-adaptive and adaptive versions of the tutor. One-
way ANOVA analysis showed that the difference from the pre-test to the post-test was 
statistically significant in both the groups. 

Table 6. Evaluation of non-adaptive versus adaptive versions of loop tutors – fall 2004 

Average correctness of answers Pre-Test Post-Test Change Significance 
Without adaptation (N = 15) 
Average 0.47 0.65 0.17 
Standard Deviation 0.24 0.20 0.24 

p = 0.014 

With adaptation (N = 25) 
Average 0.55 0.69 0.14 
Standard Deviation 0.21 0.20 0.16 

p = 0.0002 

Table 7. Problems Solved by the Control and Experimental Groups during 15-minute Practice  

Problems Solved Non-Adaptive Group Adaptive Group Statistical Sig. 
Minimum 28 1 
Maximum 86 60 
Average 45.80 24.22 
Std-Dev 15.44 14.56 

p= 0.00017 

However, students solved far fewer problems during practice with the adaptive 
tutor than with the non-adaptive tutor, and this difference was statistically significant 
(p < 0.05) - the minimum, maximum and average number of problems solved by the 
two groups during practice is listed in Table 7. Given that the improvement in 
learning was similar for both the groups, this supports our hypothesis that associative 
adaptation helps students learn with fewer practice problems. Our results are in 
accordance with earlier results in computer-aided testing, where adaptive systems 
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were shown to more accurately estimate a student’s knowledge, and with fewer 
questions than non-adaptive systems [2, 19]. For this evaluation, we did not consider 
the time spent by the students on practice since all the students were required to 
practice for 15 minutes with the non-adaptive (control) tutor.  

5   Conclusions 

We proposed an associative mechanism for adaptive generation of problems in web-
based intelligent tutors. Our evaluations show that: 

1. Associative adaptation targets concepts less well understood by students - the 
average pre-test score on the concepts targeted by adaptation is significantly 
lower than the average on the concepts not targeted by adaptation. 

2. A tutor with associative adaptation helps students learn with significantly fewer 
practice problems than a non-adaptive tutor.  

Associative adaptation is easier to build and is scalable. Unlike vector spaces [17] 
and learning spaces [10], there is no need to exhaustively enumerate and organize all 
the problem templates. New concepts and problem templates can be added to the tutor 
without affecting any existing templates and/or modifying the previously constructed 
vector/learning space. This feature permits incremental development of tutors, which 
is invaluable when developing tutors for large domains.  
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Zoë Lock1 and Daniel Kudenko2

1 QinetiQ, Malvern Technology Centre
St Andrews Road, Malvern, WR14 3PS, UK

zplock@qinetiq.com
2 Department of Computer Science, University of York

Heslington, York, YO10 5DD, UK
{kudenko, lock}@cs.york.ac.uk

Abstract. Despite the fact that stereotyping has been used many times
in recommender systems, little is known about why stereotyping is suc-
cessful for some users but unsuccessful for others. To begin to address this
issue, we conducted experiments in which stereotype-based user mod-
els were automatically constructed and the performance of overall user
models and individual stereotypes observed. We have shown how con-
cepts from data fusion, a previously unconnected field, can be applied
to illustrate why the performance of stereotyping varies between users.
Our study illustrates clearly that the interactions between stereotypes,
in terms of their ratings of items, is a major factor in overall user model
performance and that poor performance on the part of an individual
stereotype need not directly cause poor overall user model performance.

1 Introduction

Since it was first proposed by Rich in 1979, stereotyping has been used many
times in recommender systems. A stereotype represents a set of attributes that
hold for a set of users. In user modelling, the concept of a stereotype strongly
relates to its meaning in English — a body of default information about a set
of people which may or may not accurately reflect the similarities between the
people. Stereotyping has been used many times, mainly in the entertainment
domain, as the “exploitation of sociological stereotypes seems to be usual in the
mass-media world” [3]. The primary motivation for stereotyping is the new user
problem — a purely individualised or single-component user model cannot be
constructed until a user has provided some ratings of items. By appealing to
a pool of stereotypes, each one representing the interests of a set of users with
common socio-demographic attributes, and eliciting enough information from
the user to select a set of applicable stereotypes, these can be combined and
used to recommend items to the user.

In studying and comparing the performance of single-component and stereo-
type-basedusermodels in two real group settings,we found that the performance of
stereotype-based user models differed widely between users in both populations1.

1 Partly funded by the UK Ministry of Defence Corporate Research Programme.

V. Wade, H. Ashman, and B. Smyth (Eds.): AH 2006, LNCS 4018, pp. 172–181, 2006.
c© Springer-Verlag Berlin Heidelberg 2006



Interactions Between Stereotypes 173

This led to us investigating the reasons behind this and this paper presents some
of our findings.

The remainder of this paper is organised as follows. Section 2 presents an
overview of previous work in the two areas of stereotype-based user modelling
and data fusion. Section 3 briefly describes the two main data sets used in our
research. Section 4 details our approach to constructing stereotype-based user
models. Section 5 details our evaluation methodology. Section 6 presents our
experiment results and Section 7 gives our conclusions.

2 Related Work

Little comprehensive evaluation of stereotype-based user models has been re-
ported in the literature particularly with regards the relative performance of
individualised and stereotype-based models and the reasons why some stereo-
types combine to create good models while other do not. In their research into
stereotyping for TV program recommendation, Ardisonno et al. [1] found that
stereotyping performed poorly and attributed this to an incomplete stereotype
collection and unstereotypical users. However, this was not explored in detail at
the level of the individual user.

To date, stereotypes have been manually constructed by the system designer.
Not only is this time-consuming, but it can introduce bias into the system as
it is the designer’s perception of a group of people that guides stereotype con-
struction. Shapira et al. [7] differentiate between the behavioural (manual) and
mathematical (automatic) construction approaches. By using a mathematical
approach, as we have (see Section 4), alternative stereotype construction meth-
ods can easily be used and the relationship between the performance of individual
stereotypes and that of the entire model can be assessed.

Combining of multiple stereotypes is related to combining multiple informa-
tion retrieval (IR) systems, a topic that has been explored previously in a field
known as data fusion [2, 4, 8]. We therefore looked to this research to help explain
stereotype interaction. The motivation of data fusion is to derive an overall IR
system that outperforms any of its component systems.

Diamond (as cited by Vogt and Cottrell [8]) offered three reasons why fused
systems may perform better than individual ones:

– The Skimming Effect: If a set of individual IR approaches each retrieve
a unique set of relevant documents then the fused system will retrieve more
documents than any of the individuals and will therefore be more accurate.

– The Chorus Effect: If a document is correctly deemed relevant by a num-
ber of the individual approaches, then it will be ranked higher than those
documents deemed to be relevant by fewer approaches by the fused system
so it will outperform the individual ones.

– The Dark Horse Effect: By using a range of approaches, it is more likely
that one of them will perform extremely well for at least a subset of items
and its results will enhance the overall, fused ranking (if its voice can be
heard above the others).
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Until now, concepts from data fusion had not been applied to user modelling.
There is a critical but subtle difference between an IR system and a stereotype. In
systems in which many stereotypes may apply to an individual user, a stereotype
is implicitly interpreted as a partial model of a user’s interests from a single
perspective and all the stereotypes assigned to a user are required to construct
a complete model of the user’s interests taking all perspectives into account. An
IR system, on the other hand, is usually interpreted as a complete model of the
target concept and a set of IR systems are combined to derive a more accurate
complete model. This suggests that the Chorus and Dark Horse Effects may not
feature in stereotype-based recommender systems.

3 Data Sets Used

For our investigation we obtained two data sets, both from team-role settings
in which users belong to a set of teams and are assigned to roles within those
teams. Each data set consists of a set of text documents, the relevance feedback
on those documents provided by different users and the assignment of users to
stereotypes (which in our case correspond to teams and roles). Note that here
stereotype assignment is specified in advance rather than being triggered by
events (as in Grundy [6]) so users cannot be said to be unstereotypical as such.

The first data set was obtained from a military HQ team experiment setting
involving 2 teams of 5 officers, each with a single and defined military role
(the roles were mirrored across the two teams). This set therefore involves 7
stereotypes altogether — 2 team stereotypes and 5 roles stereotypes. The 10
users were each asked to rate 133 text documents which were provided to them
(though not all of them were read and rated by every user). These documents
corresponded to segments of background material about a simulated operation
e.g. the geographical features and political situation of the area in which the
simulated operation was set.

The second data set was derived from a civilian source. Members of a business
group at QinetiQ make use of an internal Wiki environment to store and share
textual information about ongoing and past projects as well as some aspects of
administration. Business group members belong to various project teams and
fulfil different functional roles. Feedback on 84 pages covering a wide range of
projects2 was obtained from 13 users in all, covering 6 complete project teams.
Within these teams, 4 functional roles were identified. This made 10 stereotypes
in all for the Wiki domain. In this domain, unlike the previous one, some users
assumed multiple roles across multiple teams.

4 Approach or Methodology

We have developed a tool called Germane which can automatically construct
both single-component and stereotype-based user models from the following
information:
2 No example pages are given here as they contain proprietary information.
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1. a set of textual information items — as separate plain text files;
2. relevance feedback from a set of users — in the form of XML fragments;
3. stereotype assignments of users — specified in a text file.

Germane’s user models can then be used capture the users’ interest levels in
the information items and to recommend new text items for users according to
how relevant they are. A single-component user model for a recommender system
is constructed as a classifier that can be used to rate a new item according to its
relevance to a user. A stereotype is constructed as a classifier that can be used
to rate a new item according to its relevance to a group of users.

There are many existing classification techniques that could be used for con-
structing single-component user models, including decision trees and artificial
neural networks. Germane currently uses three classification techniques that are
particularly popular in text classification: weighted feature vectors; k nearest
neighbour and Näıve Bayes. As we are only concerned here with the relative
performance of stereotypes and the overall model, only one is considered here.

A weighted feature vector is a simple linear classifier represented as two corre-
sponding vectors — one of features (words in this case) and one of their assigned
weights:

cf = f1, f2, ..., fn cw = w1, w2, ..., wn

where n is the number of features selected to represent the class. The features
used to represent the class are chosen from the complete set of unique features
in the set of text items that remain after stop words and punctuation marks are
removed and all text is converted to lower case. Then, the statistical measure
χ2(t, c) is used to measure the extent to which each feature indicates the pre-
classification of items. χ2(t, c) measures the lack of independence between a
term (i.e. a word) t and a relevance category c. Its value is 0 if the t and c are
independent. In this context, t is a word and c is either relevant or irrelevant. A
high value of χ2(t, c) indicates that t is strongly indicative of relevance category c.

χ(t, c)2 =
N × (AD − BC)2

(A + B) × (B + D) × (A + B) × (C + D)

where: N is the total number of documents rated, A is the number of times a
word t and c co-occur, B is the number of times t occurs without c, C is the
number of times c occurs without t and D is the number of times neither t or
c occurs. The n top scoring features are used for the initial group model. The
choice of n can be tuned by experimentation for most consistent performance
and in the experiments reported in this paper, n = 10. After feature scoring, the
top n scoring features are used to represent the class and their χ2(t, c) scores are
normalised to sum to one to form the corresponding weight vector. The selected
features and their normalised weights are stored in a file which constitutes the
user’s user model.

Once a class profile has been constructed then a new item is rated simply by
taking the inner or dot product of the class profile and the instance:
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Fc(d) =
n∑

i=1

p(fi, d) · wi

where p(f, d) = 1 if feature f is present in document d and 0 otherwise.
Whereas a single-component user model is trained using the relevance feed-

back of a single user, a stereotype is trained in the same way using the feed-
back of the set of users assigned to that stereotype. The stereotypes for a given
user are constructed independently from each other. The rating that an overall
stereotype-based user model assigns to a new text item is the weighted sum of
the ratings of the constituent stereotypes. Germane uses incremental gradient
descent [5] to train the stereotype weights based on the predictive errors made
by the stereotypes during training. In the experiments described in this paper,
stereotype weights are not a factor so the stereotypes are equally weighted.

Figure 1 illustrates Germane’s process model.
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Fig. 1. Germane’s overall process model

5 Evaluation Methodology

5.1 Cross-Validation

It is standard practise in machine learning, when assessing the prediction per-
formance of a model, to divide the data set into two subsets: a training set on
which a model can be constructed and a test set on which the model can be
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evaluated. Performance on the test set can provide an indication of the quality
of the model. To ensure that this performance measure is stable, we have used
k-fold cross-validation in which the relevance feedback data set for each user is
divided into k disjoint subsets. In turn, each of the k subsets is used as a test
set for an experiment while the remaining subsets are conjoined and used as the
training set. The average performance over the k experiment runs is calculated
to provide a more stable estimate of the quality of the model. To ensure that
all test sets contain the same proportion of relevant and irrelevant documents
(as rated by the user), the k test sets are stratified which means that each fold
is composed of the same proportion of relevant and irrelevant documents as the
overall data set [9].

5.2 Evaluation Metrics

The main metrics we have used for our investigation are the F-measure and
average precision. These are described briefly below.

The F-measure (F1) trades off the two metrics of precision and recall. Preci-
sion is the proportion of documents rated as relevant by the system that were
also rated as relevant by the user. In our experiments, items rated above 0 are
classified as relevant and all others as irrelevant. Precision measures how good
the system is at correctly distinguishing between relevant and irrelevant docu-
ments. Recall is the proportion of documents rated as relevant by the user that
the system also rates as relevant. Recall measures how good the system is at
retrieving relevant documents.

Precision =
TP

TP + FP
Recall =

TP

TP + FN
F1 =

2 ∗ precision × recall

precision + recall

where: TP is the number of documents rated as relevant by both the user and
the system (true positives), FP is the number of documents incorrectly rated as
relevant by the system as they are rated as irrelevant by the user (false positives)
and FN is the number of documents incorrectly rated as irrelevant by the system
as they are rated as relevant by the user (false negatives). We assume here than
precision and recall are of equal importance.

Uninterpolated Average Precision (AP) is used to assess how good a recommen-
dation system is at ranking relevant items higher than irrelevant ones. AP is cal-
culated by averaging the precision at each retrieved document (as shown below).

AP =
1
N

N∑
i=1

Pi

where Pi is the precision at relevant retrieved document i and N is the number
of relevant documents retrieved by the ranking algorithm (true positives). A
ranking in which all relevant items are scored above all irrelevant items would
be scored with AP = 1.0.



178 Z. Lock and D. Kudenko

According to precision, a ranking in which all relevant items are retrieved and
ranked below all retrieved irrelevant items would be scored the same as a ranking
in which all retrieved relevant items are ranked above the retrieved irrelevant
ones. The second ranking is clearly better from the point-of-view of a user of a
recommender system and would be scored higher by AP.

6 Results

For the purposes of this analysis, it is necessary to define the Skimming, Chorus
and Dark Horse effects in terms of the metrics we have used to assess user model
performance:

– Chorus Effect — occurs when there is high overlap between the ratings
of a set of stereotypes that all perform well and an overall AP higher than
that exhibited by any of the individual stereotypes. This is because the items
that are rated as relevant by multiple stereotypes are correctly rated higher
by the overall model than items that are rated by just one of the stereo-
types and this pushes up overall AP. Recall, and therefore, F1 need not be
affected.

– Dark Horse Effect — occurs when at least one of the individual stereo-
types performs well and causes the overall performance (AP and F1) to
be high. No other stereotype interferes, by offering a significant proportion
of false positives, to bring overall performance below that of the high per-
former(s).

– Skimming Effect — occurs when there is a low overlap between the rat-
ings of a set of stereotypes that all perform well and the overall F1 higher
than that exhibited by any of the individual stereotypes. This is because
each stereotype offers a unique subset of items that are indeed relevant to
the user and so overall recall, and therefore, F1 is pushed up. AP need not
be affected.

Given these definitions, tailored to the metrics used in our investigation, it is
possible to identify the users who benefit from these effects. Tables 1 and 2 pro-
vide a breakdown of the results of our experiments. For each user, the following
information is offered:

– the standalone performance of each of his individual stereotypes;
– the proportion of items each stereotype uniquely retrieves with respect to

every other stereotype in the model (U);
– the relevant overlap between each pair of stereotypes in the model (RO —

as defined below);
– the overall performance of the entire stereotype-based user model;
– an indication of whether the Chorus, Dark Horse of Skimming Effect is seen.
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RO(a, b) =
nrc × 2

nra + nrb

where nrc is the number of common relevant documents retrieved, nra is the
number of relevant documents retrieved by the IR system a and nrb is the
number of relevant documents retrieved by IR system b [4].

Table 1. Performance characteristics of SBMs (Military HQ)

User Stereotypes U RO between Overall Effect
AP F1 (S1, S2) AP F1 C D S

A2 Air 0.56 0.23 0.23 0.22 1.0 0.86 � �
Int 1.0 0.83 0.82

A3 Air 0.7 0.56 0.32 0.34 0.6 0.61 �
Plans 0.52 0.53 0.7

A4 Air 0.78 0.47 0.18 0.38 0.83 0.79 �
Logistics 0.79 0.68 0.66

AC Air 0.89 0.62 0.17 0.53 0.48 0.7 �
COS 0.38 0.66 0.57

AL Air 0.53 0.44 0.18 0.52 0.33 0.33
Liaison 0.22 0.32 0.56

G2 Land 0.27 0.19 0.78 0.11 0.88 0.87
Int 0.99 0.87 0.92

G3 Land 0.58 0.51 0.36 0.49 0.46 0.47
Plans 0.36 0.46 0.53

G4 Land 0.34 0.35 0.26 0.6 0.49 0.47
Logistics 0.6 0.49 0.46

GC Land 0.93 0.55 0.22 0.38 0.68 0.69 �
COS 0.58 0.66 0.73

GL Land 0.8 0.53 0.1 0.55 0.84 0.81 � �
Liaison 0.84 0.8 0.57

The Skimming Effect is clearly seen 12 out of 23 times in the results above
whereas the Chorus and Dark Horse Effects are each only seen once (given the
nature of stereotypes as stated in Section 2, each one typically characterising
only a part of a user’s set of interests, this is not surprising).

The data above shows that there are cases in which no stereotype particularly
performs well in terms of both AP and F1 but the overall performance is higher
than any of the individuals. The Skimming Effect in particular leads to good
stereotype-based user model performance. If a stereotype exhibits high perfor-
mance then, as long as a poor stereotype does not offer a high proportion of
unique retrieved items, overall performance will be higher than the component
stereotypes. For users with mediocre stereotypes, high overall performance can
be achieved if the overlap between them is low while they each retrieve a decent
proportion of unique items.
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Table 2. Performance characteristics of SBMs (Wiki)

User Stereotypes U RO between Overall Effect
AP F1 (S1, S2) AP F1 C D S

1 TA 0.68 0.54 0.15 0.65 (TA, TC), 0.29 (TA, TB) 0.73 0.73 �
TC 0.6 0.54 0.0 0.53 (TA, PM), 0.21 (TC, TB)
TB 0.73 0.53 0.46 0.71 (TC, PM), 0.24 (TB, PM)
PM 0.74 0.54 0.09

2 TD 0.78 0.63 0.31 0.69 (TD, Res) 0.72 0.6
Res 0.74 0.7 0.15

3 TA 0.88 0.68 0.06 0.65 (TA, TD), 0.8 (TA, Res) 0.85 0.73
TD 0.8 0.63 0.29 0.65 (TD, Res)
Res 0.97 0.8 0.0

4 TE 0.8 0.69 0.36 0.55 (TE, TA), 0.51 (TE, LR) 0.8 0.76 �
TA 0.81 0.59 0.14 0.51 (TE, Res), 0.63 (TA, LR)
LR 0.58 0.54 0.2 0.77 (TA, Res), 0.61 (LR, Res)
Res 0.89 0.68 0.06

5 LR 0.47 0.49 0.45 0.57 (LR, TE) 0.61 0.6 �
TE 0.65 0.59 0.39

6 TD 0.85 0.71 0.14 0.79 (TD, TC), 0.61 (TD, LR) 0.81 0.73
TC 0.89 0.73 0.14 0.55 (TC, LR)
LR 0.62 0.5 0.2

7 TB 0.71 0.42 0.8 0.16 (TB, Imp) 0.53 0.53 �
Imp 0.42 0.34 0.87

8 TD 0.98 0.78 0.22 0.71 (TD, TA), 0.71 (TD, LR) 0.97 0.86 �
TA 0.99 0.74 0.13 0.77 (TA, LR)
LR 0.99 0.65 0.16

9 TC 0.55 0.53 0.36 0.59 (TC, Imp) 0.53 0.48
Imp 0.41 0.42 0.1

10 TE 0.52 0.46 0.14 0.46 (TE, TD), 0.52 (TE, TC) 0.78 0.73 �
TD 0.84 0.69 0.14 0.57 (TE, Res), 0.48 (TE, PM)
TC 0.84 0.65 0.0 0.72 (TD, TC), 0.64 (TD, Res)
Res 0.63 0.47 0.05 0.51 (TD, PM), 0.58 (TC, Res)
PM 0.7 0.3 0.1 0.7 (TC, PM), 0.3 (Res, PM)

11 TF 0.64 0.68 0.05 0.97 (TF, TB), 0.13 (TF, Res) 0.35 0.35
TB 0.71 0.72 0.0 0.13 (TB, Res)
Res 0.0 0.0 0.89

12 TF 0.85 0.78 0.03 0.93 (TF, TB), 0.21 (TF, LR) 0.48 0.52
TB 0.87 0.77 0.0 0.15 (TB, LR)
LR 0.07 0.11 0.82

13 TA 0.87 0.72 0.12 0.82 (TA, Res) 0.8 0.67
Res 0.73 0.73 0.18

7 Conclusions

Our results clearly demonstrate that the performance of a stereotype-based ap-
proach depends as much on the interactions between stereotypes as the perfor-
mance of them as individuals. We have applied findings from the distinct field
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of data fusion to explain some of the behaviour of stereotype-based systems. In
particular, the Skimming Effect can be seen to cause good stereotype-based user
model performance despite relatively poor performance on the part of individual
stereotypes. It is necessary to apply our methodology to larger data sets in order
to further validate our conclusions.

Our research raises the question of whether the performance of stereotyping
can be predicted by designers from information about individual stereotypes.
Our research suggests that as the combination of stereotypes is a critical fac-
tor, performance of stereotype-based systems cannot be predicted without the
stereotype assignment and information about the relationship between stereo-
types (in terms of the overlaps between the parts of the item space they cover
— well or otherwise). In many domains, performance may be highly variable
between users. For this reason, we recommend the construction and use of single-
component models once relevance feedback has been collected. Stereotype-based
user models could be maintained for new users.
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Abstract. Adaptive surveys provide an efficient method for customiz-
ing questionnaires to the particular requirements of a study and specific
features of the respondent. Hypermedia can enhance the presentation
of questionnaires and enables interactive feedback. As comparability of
survey results is crucial, adaptation is constrained by the requirement of
cognitive equivalence. The scenario of a survey-based early warning sys-
tem for virtual enterprises supplies a context for the discussion of further
requirements concerning structure, markup, and adaptation of surveys.
An XML markup for adaptive surveys is proposed that is applied within
a survey system for virtual enterprises.

Keywords: survey adaptation, adaptive questionnaire, XML.

1 Introduction

Survey studies are a widely used, efficient and well understood scientific instru-
ment for the acquisition of data, especially in the context of social sciences.
After the initial investment in authoring and pre-tests they can be applied to
large target groups at low additional costs. An important issue is however the
payoff between generic applicability and therefore less specific or lengthy ques-
tionnaires on one side and the additional overhead of customization with all its
ramifications on the other. Manual customization of surveys to the intent of a
study, the applied distribution media, and to characteristic features of the target
group is a tedious task, likely to be error-prone and leading to more complex
distribution and evaluation processes.

Adaptive surveys offer a convenient way to avoid the horns of this dilemma by
providing means to describe questionnaires at a semantic level in a more general,
comprehensive way – and by defining rules that describe how and according to
which parameters the questionnaire is to be customized. Although higher initial
investments are required, this approach promises more versatile questionnaires
that are easier to re-use and to maintain. Customization can be applied with
low effort and without expertise in questionnaire authoring.

The intention of this paper is to point out basic requirements concerning adap-
tation, markup and presentation of surveys and to propose an XML markup
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language that emphasizes adaptation of presentation and interaction for differ-
ent kinds of presentation media. Section 2 introduces an application scenario,
providing the context for the description of requirements in Section 4. A brief
overview of relevant applications, markup standards and research with relevance
to adaptive surveys is given in Section 3 followed by a description of the pro-
posed markup language in Section 5. The prototype survey system that provides
the adaptation environment is introduced in Section 6.

2 Application Scenario

2.1 A Survey-Based Early Warning System for Virtual Enterprises

The concept of virtual enterprises (VE) depicts the cooperation of indepen-
dent economic and organizational entities that aggregate into fluid and dynamic
groups of interest for the purpose of pursuing a common goal. One goal of VE is
to reduce risks, e.g. by pooling resources, connections, and intelligence. But new
ones do arise due to the inherent challenges a cooperation between disparate
partners yields. Whilst many risks are equivalent to those conventional enter-
prises will encounter, it is of emphasized interest to identify and understand the
nature of those risks that arise from the cooperation itself.

The insights gained can be utilized to design an early warning system (EWS),
which will support the involved partners in the assessment of possible risks and
the selection of appropriate counter measures. Detailed research into this topic
is an interdisciplinary field comprising i. a. psychology, economics and personal
science in particular. Therefore efforts have been joined in the research project
@VirtU [1] targeting the development of a computer assisted EWS. The applied
scientific methods involve to a large extent the collection and analysis of data
obtained by surveys and interviews.

2.2 The Role of Adaptive Surveys within the EWS

The early warning system (EWS) comprises recurring Web-based screenings and
detailed surveys concerning mission critical aspects of virtual enterprises. Crucial
factors include e.g. team-motivation, performance and job-satisfaction [2]. When
implementing the EWS in a virtual organization aspects of the cooperation are
defined that will be monitored. At first a basic coarse screening is applied to
identify critical factors. Based on the results of this screening the supervisor
selects which factors should be further analyzed. If necessary a consecutive survey
is presented to the team to acquire more detailed information about identified
critical aspects. These processes are repeated at regular intervals with frequency
and level of detail depending on the result of prior surveys.

Due to the diversity of VE it is necessary to tailor surveys to the specific situ-
ation at hand. Surveys adapted to the needs of the investigations performed can
be expected to be more efficient than a “one-size-fits-all”-approach. Adapted and
therefore smaller and more appropriate questionnaires which take significantly
less time to answer should also improve the compliance of the target group and
yield a higher rate of return.
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Although the focus of the chosen application scenario is on improving the
cooperation in VE, the spectrum of possible applications for adaptive survey
technologies is naturally much broader. In general these technologies will be
useful in scenarios where:

1. Diversities within the target group can be anticipated and questionnaires
shall go into more detail on topics concerning only parts of the target group.

2. Facts about the target group are already known and either the re-acquisition
of these facts shall be avoided or more detailed feedback is required.

3 Related Work

Albeit a number of highly professional questionnaire systems, e.g. OPST from
Globalpark1 or the QEDML-products from Philology2 exist, no known prod-
uct covers the full scope of adaptation required in the scenario of Section 2. A
comprehensive overview of available technologies is given at the website of the
Association for Survey Computing3.

Existing standards for questionnaire markup tend to be proprietary, viz. app-
lication-specific, hence lacking interoperability and extensibility toward adap-
tation. QEDML [3] rises the claim to be a universal markup standard for the
interchange of cross-media surveys but is currently not open to the research
community. Other attempts to establish generally accepted markup standards,
e.g. IQML XML [4] or AskML, are not widely used by now. A well estab-
lished and open standard for the markup and interchange of survey data and
meta data is Triple-S [5]. However the strengths of Triple-S lie in providing
interoperability for questionnaire results and not in the markup of the survey
itself.

In scientific research one major application area of adaptive questionnaires is
conjoint analysis. The works of Toubia et al. [6] and Abernethy et al. [7] aim
at the development and evaluation of adaptation models for the optimization
of questionaire design in this field. Lobach et al. [8] utilize adaptation for col-
lecting clinical information from patients by customizing data acquisition to the
respondent’s native language, reading literacy and computer skills. In educa-
tional training and assessment Kurhila et al. [9] and Desmarais et al. [10] apply
adaptation to match tasks to the skills of learners and to shorten assessment
tests to the necessary minimum of questions required for obtaining the desired
information, e.g. by omitting parts of the test when the score of the respondent
can be determined with sufficient confidence.

The works mentioned above resemble only a small fraction of research areas
where adaptive surveys are applied. However, there remains a conceptual gap
between the presented application-specific solutions and more abstract, general
and versatile means for providing survey adaptation.

1 http://www.globalpark.de
2 http://www.philology.com.au
3 http://www.asc.org.uk
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4 Requirements

To identify requirements it is necessary to examine the structure of question-
naires, the basic patterns of adaptation that apply to individual parts, and the
constraints that arise from the composition of these parts with adaptation in
mind.

Three distinct roles exist in the survey process. Authors develop and test
questionnaires and define procedures for the evaluation. Supervisors select ques-
tionnaires, provide parameters for adaptation, conduct the actual survey and
perform evaluation. Respondents fill out questionnaires.

4.1 Structural Requirements

Surveys mainly consist of a number of items, thus representing questions or
statements. Respondents are expected to provide feedback in form of either ar-
bitrary text, structured text (e.g. dates or numbers) or by selecting one or more
given alternatives. The number of distinguishable item types varies depending
on the applied classification scheme – McDonald [11] classifies nine conceptu-
ally different types. If variations in layout and presentation of items are to be
taken into account a much larger number exists. However, to limit the complex-
ity of adaptation, an efficient markup language has to provide a small number
of basic components that are capable of describing a large variety of differ-
ent items by combination and configuration. For highly specialized items that
can not be described by these components an extension mechanism has to be
provided.

The actual way of presenting items can differ. One constant concept of items
is that respondents do assign values to variables defined within the item. These
values can be constrained by predefined conditions and are possibly quantifiable
or may require a manual expert rating for quantification.

In the evaluation process quantified items can be aggregated to dimensions,
representing certain aspects of a psychological constructs, which are the top
unit of aggregation. The necessary algorithms are to be defined by the author.
Aggregation is not always required or intended. Therefore an additional concept
for containment of arbitrary items that should be acquired together has to be
provided. This will be referred to as collections.

4.2 Adaptation and Constraints

The comparability of survey results is the most crucial requirement for surveys
to be a reliable instrument for data acquisition. Therefore adaptation can only
be applied in a way that ensures cognitive equivalence. That is, the respondent
should provide the same return values for variables, regardless of presentation
media and composition of content. Indication exists, that the results of paper-
pencil-surveys are equivalent to Web-based surveys [12]. Nevertheless, adapta-
tion should be applied with caution to retain construct validity. Initially only
established procedures for customizing paper-pencil-surveys will be applied to
adaptive surveys. Customization is currently done by combining the acquisition
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of different constructs into one single questionnaire, by omitting inappropriate
items, by adjusting wording to specifics of the target group, and by translating
surveys into other languages.

Since altering the presentation of surveys beyond the scope of the established
procedures is out of question, the following adaptation technologies according
to Brusilovsky’s taxonomy [13] are applicable: Natural language adaptation, In-
serting/removing fragments and Altering fragments. Especially the latter is re-
stricted by the requirement of cognitive equivalence. Authors usually have a
particular notion about appearance, sequence, and grouping of items. But often
they do not know or care about the ramifications of adaptation in detail. There-
fore the markup language should provide a semantic concept of describing the
authors ideas, leading to adapted documents that reflect the authors intentions
as close as possible in any media. It is generally a bad idea to force authors to
provide information and meta data. Therefore the amount of mandatory data to
be specified has to be kept to a necessary minimum. As authoring is an iterative
process, optional information, e.g. media-specific markup, can be supplied at a
later stage to fine-tune the presentation.

Since e.g. print media provides no interactivity at all, interactive behavior
has to be adapted to the capabilities of the presentation media. It is not sur-
prising that there are interdependencies between the adaptation of content and
presentation. Layout constraints and the media-dependent availability of presen-
tation and interaction techniques require the presentation of alternative content
or interaction elements.

5 An XML-Based Markup Language for Modular and
Adaptive Surveys

For the specification of an appropriate XML-based markup language different
surveys and their elements have been analyzed to determine the consequences
that adaptation to selected presentation media implies. The scope of media adap-
tation considered shall be limited to rich-media HTML with client-side interac-
tion (JavaScript) enabled, non-interactive HTML, accessibility-enhanced HTML
and print media for paper-pencil-surveys. This limitation is not to affect the ap-
plicability of the underlying concepts, thus allowing to use adaptation in applica-
tion scenarios e.g. comprising the use of cHTML for mobile devices or arbitrary
media like audio-only for automated phone-interviews. In the following subsec-
tions the structure and the structural elements of adaptive questionnaires shall
be depicted.

5.1 Overall Structure

The questionnaire markup language comprises four major sections with different
semantic focus:

– General information about the questionnaire, e.g. version and authors, as
well as background information for respondents that is to be presented before
and after the presentation of actual content, viz. preamble and epilogue.
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– The description of individual items, including one or more response-variables
per item, value-constraints, presentation conditions, alternative content for
different media and specific feedback that is given to the respondent in case
of unmatched constraints. Items are encapsulated within blocks to define
items that are to be presented together. Blocks contain additional markup
that enables separation into sub-units of presentation, e.g. by defining page
breaks or locations where content can be split into adjacent HTML forms.

– Markup of constructs, dimensions and collections with references to the as-
sociated items.

– The description of arbitrary parameters that can be referenced within the
questionnaire definition but have to be provided by the runtime-environment
that actually performs the adaptation. This includes parameters that deter-
mine if certain items are to be presented or if additional instructions are to
be given.

5.2 Supported Response Types

Return variables within each item are typed according to the kind of question
an item constitutes. In most cases one variable per item is sufficient, however
items can be composed by specifying any number of return variables thus pro-
viding means to define more complex items. The following response types are
supported:

ShortText. This response type is to denote short entries of arbitrary text that
can be constrained by certain conventions (see Subsection 5.4). It is generally
used to acquire explicit facts like names, dates, mail addresses etc.

LongText. When a more detailed feedback in the form of complete sentences is
required long text items are applied. The only restrictions that exist concern
size and presentation, allowing for arbitrary content.

SinglePunch. The respondent is expected to choose exactly one of several op-
tions provided.

MultiPunch. These items are a way to provide checklists where multiple op-
tions can be selected. The return value of multi punch questions is a set
indicating the chosen options. Restrictions can apply to the minimum and
maximum number of items that are to be selected.

Rating. Ratings contain a number of options that are attributed a natural
order. They are often referred to as Likert scales which merely constitute
a specific subset of rating scales. They are generally used to acquire the
respondent’s level of agreement to a given statement or to select a value
that lies between two opposite poles.

5.3 Matrix Questions

Matrix questions provide a unit of containment for items that share response
variables of the same types, thus permitting a condensed presentation by ar-
ranging questions and answers into a table. One row can contain one or more
response variables of different type which can be constrained independently. To
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avoid errors in markup a grouping mechanism is applied that affixes response
variables to a column set that determines the response type. If accessibility is to
be granted, matrix question can easily be deconstructed into single items.

5.4 Markup for Adaptation

A detailed analysis of presentation and interaction techniques for the items above
has been performed. From this work a specification of meta information that an
author has to provide to enable an optimal presentation could be derived. The
following comprises the functionality of the most commonly used features of the
markup language:

All kinds of text elements and images contain attributes indicating the lan-
guage of their content and the applicability for different presentation media.
Additional text and images can be defined that are to be provided by the adap-
tation environment.

Optional conditions can be inserted at the level of blocks, items and indi-
vidual response variables. Conditions are described as boolean expressions and
determine if the associated element is to be presented. The free variables of these
expressions do refer either to external parameters or to return values of items
defined in preceding items.

If conditions refer to the values of prior items, non-interactive media require
additional instructions to be given to the respondent, i. e. “Please fill in the
following fields if . . . ”.

Short text responses can be attributed with value constraints comprising ei-
ther pre-defined types (date, integer, etc.) or regular expressions. The latter
require the definition of specific feedback to be given to the respondent in case
of erroneous input. For pre-defined types standardized feedback information is
provided. Non-interactive media however need explicit instructions clarifying the
desired input. In interactive media three levels of modality can be specified that
defines if a user may leave the current unit of presentation or can even finish the
questionnaire with erroneous input remaining.

For each item, or more precisely for each return variable, layout and presen-
tation preferences can be defined by authors. In some cases, e.g. single punch
questions, it can be defined which of several alternative interaction elements is
to be used for a specific medium. More specific configuration parameters depend
on the return type and the selected interaction element. Parameters include the
alignment and arrangement of single and multi punch options and their corre-
sponding labels or images, default content for text fields that can be used to
illustrate the desired input format or the number of visible items for certain
HTML form elements.

The following Example describes the configuration of the ShortText response
that is used in Figure 1 for the date field. A restriction is applied to constrain
the response to a date format and error feedback is provided for presentation
in German and English. Example input text is provided as default value for the
form field.
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Please enter your 6-digit individual memo code (IMC)!
1. First letter of your mother's first name
2. Last letter of your father's first name
3. Month of your mother's birthday (01-12)
4. Month of your father's birthday (01-12)

- - -

Teamcode:

Age:

younger than 20

21-30

31-40

41-50

51-60

older than 61

Please specify your core competencies.

How long have you been working in … Fill in month and year (i.e. 04/2006).

... this job ('AH2006 Author')?

... this team ('MMT Group')?

... this organisation ('Dresden University')?

2

Fig. 1. Equivalent items presented as HTML-form and PDF document. Job descrip-
tion, team name and organization name have been adapted to the respondent.

<ResponseType>
<ShortText visibleLength="7">
<Restriction>
<Date format="mm/yyyy"/>

<RestrictInstruction>
<Text lang="de" medium="all">Angaben in Monat und Jahr (z. B. 04/2006).</Text>
<Text lang="en" medium="all">Fill in month and year (i.e. 04/2006).</Text>

</RestrictInstruction>
<RestrictError>

<Text lang="de" medium="online">Bitte Eingabeformat MM/JJJJ beachten.</Text>
<Text lang="en" medium="online">Incorrect format! Please use mm/yyyy.</Text>

</RestrictError>
</Restriction>
<ExampleInputText>

<Text lang="de">MM/JJJJ</Text>
<Text lang="en">mm/yyyy</Text>

</ExampleInputText>
</ShortText>

</ResponseType>

6 Survey System Prototype

The described XML schema has been applied to mark-up several surveys used
in the context of the @VirtU project. The Apache Cocoon Web development
framework4 is employed to construct a Web-based survey system acting as adap-
tation environment. Adaptation is performed by XSLT stylesheets, generating
an on-line version consisting of multiple HTML forms connected by navigation
elements and XSL-FO for PDF output.

4 http://cocoon.apache.org/
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The survey system is administered via a Web-based user interface. After a
supervisor logs in to the system, he is presented a view consisting of team areas.
Each team area is associated with a group of respondents, e.g. a project team of
a virtual organization. The supervisor can add a questionnaire to a team area by
selecting a survey definition from a library. In the next step a list of constructs
and collections that can be acquired by the selected survey is presented. After
choosing the desired elements from this list, the adaptation parameters have to
be specified, e.g. the name of the project team and the desired language. The
supervisor’s view of the team area now contains links to the on-line version of the
questionnaire and to a PDF document containing the print version. The actual
adaptation of the survey and the generation of Web-pages or PDF documents is
an automated process that requires no further manual intervention. It is initiated
by the first access to the print version and every time a page of the on-line version
is requested. The supervisor can either distribute the print version or grant access
to respondents by generating a link.

When a respondent follows the supplied link, the preamble of the on-line ver-
sion and a navigation bar is presented. Each time the respondent navigates to
another page, the content of the form elements is submitted. The survey systems
adds the content to a temporary user model and checks it against the constraints
of the survey definition. Before presenting a page, adaptation to previously en-
tered response values is performed. This includes the insertion of these values
into form fields and showing/hiding elements that are constrained by a condition-
node. If necessary, error-feedback is inserted as well. After completing all forms
the respondent can submit the questionnaire. All submitted questionnaires are
added to the supervisor’s view of the team area. Since evaluation support is still
an open issue, merely export functionality for acquired data is provided.

7 Conclusion and Future Work

Manual customization of questionnaires to specific features of the intended tar-
get group and to different distribution media is a tedious and error-prone task.
The concept of adaptive surveys described in this paper can lower the effort
for customization, re-use and maintenance of surveys. A conceptual gap exist
between existing solutions and abstract, general, and versatile means for survey
adaptation. Therefore requirements concerning structure and adaptation of sur-
veys have been discussed, leading to the proposal of an XML markup language
for adaptive surveys. This markup language has been used to describe surveys
within the context of the interdisciplinary research project @VirtU. Adaptation
of these surveys is provided by a prototype survey system, capable of generating
paper-pencil-surveys as well as providing Web-based questionnaires.

Future work comprises extensive tests of the survey system as well as the in-
tegration of evaluation into the XML markup language and the survey system.
The sustainability of the developed concept is to be proven by integrating more
elaborate item types, by extending the existing stylesheets for generating acces-
sibility enhanced HTML output and by conducting studies concerning cognitive
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equivalence of adapted questionnaires. Another targeted issue is the support
of authoring by a Web-based authoring system to reduce the initial effort for
providing survey adaptation.

The author would like to gratefully acknowledge the funding of the @VirtU
project by the German Federal Ministry of Education and Research and the
support from numerous colleagues and students contributing to this project.
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Abstract. Intelligent tutoring systems achieve much of their success by 
adapting to individual students. One potential avenue for personalization is 
feedback generality. This paper presents two evaluation studies that measure the 
effects of modifying feedback generality in a web-based Intelligent Tutoring 
System (ITS) based on the analysis of student models. The object of the 
experiments was to measure the effectiveness of varying feedback generality, 
and to determine whether this could be performed en masse or if 
personalization is needed. In an initial trial with a web-based ITS it appeared 
that it is feasible to use a mass approach to select appropriate concepts for 
generalizing feedback. A second study gave conflicting results and showed a 
relationship between generality and ability, highlighting the need for feedback 
to be personalized to individual students’ needs. 

1   Introduction 

Intelligent tutoring systems (ITS) achieve much of their success by adapting to 
individual students. One potential avenue for personalization is feedback generality. 
Feedback in ITS is usually very specific. However, in some domains there may be 
low-level generalizations that can be made where the generalized concept is more 
likely to be what the student is learning. For example, Koedinger and Mathan [2] 
suggest that for their Excel Tutor (one of the cognitive tutors [1]), the concept of 
relative versus fixed indexing is independent of the direction the information is 
copied; this is a generalization of two concepts, namely horizontal versus vertical 
indexing. We hypothesized that this might be the case for our web-based tutor (SQL-
Tutor). For example, an analysis of the feedback messages found that often they are 
nearly the same for some groups of concepts. Other concepts may differ only by the 
clause of the SQL query in which they occur (for example, the WHERE and 
HAVING clauses of an SQL query have substantially similar concepts). 

Some systems use Bayesian student models to represent students' knowledge at 
various levels (e.g. [8]) and so theoretically they can dynamically determine the best 
level to provide feedback, but this is difficult and potentially error-prone: building 
Bayesian belief networks requires the large task of specifying the prior and 
conditional probabilities. We were interested in whether it was possible to infer a set 
of high-level concepts that generally represent those being learned while avoiding the 
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difficulty of building a belief network, by analyzing past student model data to 
determine significant subgroups of knowledge units that represent such general 
concepts. Feedback can then also be attached to these more general concepts and 
selected according to students’ needs. 

One method of analyzing knowledge units is to plot learning curves: if the objects 
being measured relate to the actual concepts being learned, we expect to see a “power 
law” between the number of times the object is relevant and the proportion of times it 
is used incorrectly [6]. Learning curves can be plotted for all knowledge units of a 
system to measure its overall performance. They can also be used to analyze groups 
of objects within a system, or to “mine” the student models for further information. 
We used this latter approach to try to determine which groups of domain knowledge 
units appear to perform well when treated as a single concept. To decide which ones 
to group, we used a (man-made) taxonomy of the learning domain [3], and grouped 
knowledge units according to each node of the taxonomy. This enabled us to measure 
how well these units, when combined into more general ones of increasing generality, 
still exhibited power laws and hence represented a single concept that the students 
were learning. We then used this information as the basis for building a new version 
of the domain model that gave more general feedback.  

In the next section we describe the system we used in the study. In Section 3 we 
present our hypotheses and discuss how we used the student models to predict the 
performance of groups of knowledge units. We then give the results for an initial 
experiment that tested a new feedback scheme based on these general concepts. 
Section 4 describes a second study, in which we modified the delivery of the 
generalized feedback, with some surprising results.  Section 5 then discusses 
differences between the results of the two studies, while the conclusions are given in 
Section 6. 

2   SQL-Tutor 

The initial goal of this research was to investigate whether we can predict the 
effectiveness of different levels of feedback by observing how well the underlying 
group of knowledge units appears to measure a single concept being learned. We 
performed an experiment in the context of SQL-Tutor, a web-based intelligent 
tutoring system that teaches the SQL database language to university-level students. 
For a detailed discussion of the system, see [4, 5]; here we present only some of its 
features. SQL-Tutor consists of an interface, a pedagogical module—which 
determines the timing and content of pedagogical actions—and a student modeler, 
which analyses student answers. The system contains definitions of several databases 
and a set of problems and their ideal solutions. SQL-Tutor contains no problem 
solver: to check the correctness of the student’s solution, SQL-Tutor compares it to an 
example of a correct solution using domain knowledge represented in the form of 
more than 650 constraints. It uses Constraint-Based Modeling (CBM) [7] for both 
domain and student models.  

Feedback in SQL-Tutor is attached directly to the knowledge units, or “cons-
traints”, which make up the domain model. An example of a constraint is: 
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(147
; feedback message 
"You have used some names in the WHERE clause that are not from 
this database." 

; relevance condition 
 (match SS WHERE (?* (^name ?n) ?*))      

; satisfaction condition 
 (or  (test SS (^valid-table (?n ?t)) 

(test SS (^attribute-p (?n ?a ?t)))) 

"WHERE")

Constraints are used to critique the students' solutions by checking that the concept 
they represent is being correctly applied. The relevance condition first tests whether 
or not this concept is relevant to the problem and current solution attempt. If so, the 
satisfaction condition is checked to ascertain whether or not the student has applied 
this concept correctly. If the satisfaction condition is met, no action is taken; if it fails, 
the feedback message is presented to the student. The student model consists of the 
set of constraints, along with information about whether or not it has been 
successfully applied, for each attempt where it is relevant. Thus the student model is a 
trace of the performance of each individual constraint over time. Constraints may be 
grouped together, giving the average performance of the constraint set as a whole 
over time, for which a learning curve can then be plotted. Figure 2 shows the learning 
curves for the two groups of the first study, for all students and all constraints. This is 
achieved by considering every constraint, for every student, and calculating the 
proportion of constraint/student instances for which the constraint was violated for the 
first problem in which it was relevant, giving the first data point. This process is then 
repeated for the second problem each constraint was used for, and so on. Both curves 
in Figure 2 (Section 3) show an excellent power law fit (R2 > 0.92). Note that learning 
curves tend to deteriorate as n becomes large, because the number of participating 
constraints reduces. 

3   Study 1: Does Feedback Generality Have an Effect? 

We hypothesized that some groupings of constraints would represent the concepts the 
student was learning better than the (highly specialized) constraints themselves. We 
then further hypothesized that for such a grouping, learning might be more effective if 
students were given feedback about the general concept, rather than more specialized 
feedback about the specific context in which the concept appeared (represented by the 
original constraint). To evaluate the first hypothesis, we analyzed data from a previous 
study of SQL-Tutor on a similar population, namely second year students from a 
database course at the University of Canterbury, New Zealand. To decide which 
constraints to group together, we used a taxonomy of the SQL-Tutor domain model 
that we had previously defined [3]. This taxonomy is very fine-grained, consisting of 
530 nodes to cover the 650 constraints, although many nodes only cover a single 
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constraint. The deepest path in the tree is eight nodes, with most paths being five or six 
nodes deep. Figure 1 shows the sub tree for the concept “Correct tables present”. 

We grouped constraints according to each node in the taxonomy, and rebuilt the 
student models as though these were real constraints that the system had been 
tracking. For example, if a node N1 in the taxonomy covers constraints 1 and 2, and 
the student has applied constraint 1 incorrectly, then 2 incorrectly, then 1 incorrectly 
again, then 2 correctly, the original model would be: 

(1 FAIL FAIL) 
(2 FAIL SUCCEED) 

while the entry for the new constraint is: 

(N1 FAIL FAIL FAIL SUCCEED) 

Note that several constraints from N1 might be applied for the same problem. In 
this case we calculated the proportion of such constraints that were violated. We 
performed this operation for all non-trivial nodes in the hierarchy (i.e. those covering 
more than one constraint) and plotted learning curves for each of the resulting 304 
generalized constraints. We then compared each curve to a curve obtained by 
averaging the results for the participating constraints, based on their individual 
models. Note that these curves were for the first four problems only: the volume of 
data in each case is low, so the curves deteriorate relatively quickly after that. Overall 
the results showed that the more general the grouping is, the worse the learning curve 
(either a poorer fit or a lower slope), which is what we might expect. However, there 
were eight cases for which the generalized constraint had superior power law fit and 
slope compared to the average for the individual constraints, and thus appeared to  

All present None extra All referenced

FROM WHERE FROM WHERE

Nesting in 
Ideal solution

No nesting in
Ideal solution

Nesting in 
Ideal solution

No nesting in
Ideal solution

Tables Present

Fig. 1. Example sub tree from the SQL –Tutor domain taxonomy 
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better represent the concept being learned, and a further eight that were comparable. 
From this result we tentatively concluded that some of our constraints might be at a 
lower level than the concept that is actually being learned, because it appears that 
there is “crossover” between constraints in a group. In the example above, this means 
that exposure to constraint 1 appears to lead to some learning of constraint 2, and vice 
versa. This supports our first hypothesis. 

We then tested our second hypothesis: that providing feedback at the more general 
level would improve learning for those high-level constraints that exhibited superior 
learning curves. Based on the original analysis we produced a set of 63 new constraints 
that were one or two levels up the taxonomy from the individual constraints. This new 
constraint set covered 468 of the original 650 constraints, with membership of each 
generalized constraint varying between 2 and 32, and an average of 7 members 
(SD=6). For each new constraint, we produced a tuple that described its membership, 
and included the feedback message that would be substituted in the experimental 
system for that of the original constraint. An example of such an entry is: 

(N5 "Check that you are using the right operators in numeric 
comparisons." (462 463 426 46 461 427 444 517 445 518 446 
519 447 520 404 521 405 522)) 

This generalized constraint covers all individual constraints that perform some kind 
of check for the presence of a particular numeric operator. Students for the 
experimental group thus received this feedback, while those in the control group were 
presented with the more specific feedback from each original constraint concerning 
the particular operator. 

To evaluate this second hypothesis we performed an experiment with the students 
enrolled in an introductory database course at the University of Canterbury. 
Participation in the experiment was voluntary. Prior to the study, students attended six 
lectures on SQL and had two laboratories on the Oracle RDBMS. SQL-Tutor was 
demonstrated to students in a lecture on September 20, 2004. The experiment was 
performed in scheduled laboratories during the same week. The experiment required 
the students to sit a pre-test, which was administered online the first time students 
accessed SQL-Tutor. The pre-test consisted of four multi-choice questions, which 
required the student to identify correct definitions of concepts in the domain, or to 
specify whether a given SQL statement is appropriate for the given context. 

The students were randomly allocated to one of the two versions of the system. 
The course involved a test on SQL on October 14, 2004, which provided additional 
motivation for students to practice with SQL-Tutor. A post-test was administered at 
the conclusion of a two-hour session with the tutor, and consisted of four questions of 
similar nature and complexity as the questions in the pre-test. The maximum mark for 
the pre/post tests was 4. 

Of the 124 students enrolled in the course, 100 students logged on to SQL-Tutor at 
least once. However, some students looked at the system only briefly. We therefore 
excluded the logs of students who did not attempt any problems. The logs of the 
remaining 78 students (41 in the control, and 37 in the experimental group) were then 
analyzed. The mean score for the pre-test for all students was 2.17 out of 4 
(SD=1.01). The students were randomly allocated to one of the two versions of the  
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system. A t-test showed no significant differences between the pre-test scores for the 
two groups (mean=2.10 and 2.24 for the control and experimental groups 
respectively, standard deviation for both=1.01, p=0.53). 

Figure 2 plots the learning curves for the control and experimental groups. Note 
that the unit measured for both groups is the original constraints, because this ensures 
there are no differences in the unit being measured, which might alter the curves and 
prevent their being directly compared. Only those constraints that belong to one or 
more generalized concepts were included.  The curves in Figure 2 are comparable 
over the range of ten problems, and give similar power curves, with the experimental 
group being slightly worse (control slope = -0.86, R2 = .94; experiment slope = -0.57, 
R2 = 0.93). 

Although the generalized constraints used were loosely based on the results of the 
initial analysis, they also contained generalizations that appeared feasible, but for 
which we had no evidence that they would necessarily be superior to their individual 
counterparts. The experimental system might therefore contain a mixture of good and 
bad generalizations. We measured this by plotting, for the control group, individual 
learning curves for the generalized constraints and comparing them to the average 
performance of the member constraints, the same as was performed for the a priori
analysis. The cut-off point for these graphs was at n=4, because the volume of data is 
low and so the curves rapidly degenerate, and because the analysis already performed 
suggested that differences were only likely to appear early in the constraint histories. 
Of the 63 generalized constraints, six appeared to clearly be superior to the individual 
constraints, a further three appeared to be equivalent, and eight appeared to be 
significantly worse. There was insufficient data about the remaining 46 to draw 
conclusions. We then plotted curves for two subsets of the constraints: those that were 
members of the generalized constraints classified as better, same or 'no data' (labeled 
“acceptable”), and those classed as worse or 'no data' (labeled “poor”). Figure 3 
shows the curves for these two groups. 
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Fig. 3. Power curves based on predictions of goodness 

For the “acceptable” generalized constraints, the experimental group appears to 
perform considerably better for the first three problems, but then plateaus; for the 
“poor” generalized constraints the experimental group performs better for the first two 
problems only. In other words, for the “acceptable” generalizations the feedback is 
more helpful than the standard feedback during the solving of the first two problems 
in which it is encountered (and so students do better on the second and third one) but 
is less helpful after that; for the “poor” group this is true for the first problem only. 
We tested the significance of this result by computing the error reduction between 
n=1 and n=3 for each student and comparing the means. The experimental group had 
a mean error reduction of 0.058 (SD=0.027), compared to 0.035 (SD=0.030) for the 
control group. The difference was significant at p=0.01. In contrast, there was no 
significant difference in the means of error reduction for the “poor” group 
(experimental mean=0.050 (SD=0.035), control mean=0.041 (SD=0.028), p>0.3). 
This result again suggests that the individual learning curves do indeed predict to 
some extent whether generalized feedback at this level will be effective. It also 
suggested that personalization may not be necessary; simply applying the same 
feedback to all students appeared to (initially at least) improve learning performance. 

4   Study 2: Does Generalization Help? 

Based on the results of the 2004 study, we concluded that generalized feedback 
seemed to work well initially but if feedback is needed too many times there reaches a 
point where it no longer helps the student. We hypothesized therefore that starting 
with more general feedback and later switching to specific feedback might yield the 
best results. We modified the experimental system to behave in this way: students in 
the experiment group received general feedback the first two times a constraint was  
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violated, then the same feedback as the control group (i.e. specific) thereafter. We 
included only those generalizations deemed “acceptable” in the previous study. If our 
hypothesis were correct we would expect the curve for the experimental group to be 
steeper at the beginning than the control, and then the same once the feedback has 
reverted to the same feedback as the control. Overall the experimental group should 
learn faster. 

The experiment was run in October 2005, again using students from a year 2 
database course at the University of Canterbury, New Zealand. The number of 
students participating in the experiment was lower this time; after we excluded those 
students who did not attempt any problems there were 21 students in the control 
group and 25 in the experimental group. The mean score for the pre-test for all 
students was slightly lower than in 2004: 2.02 out of 4 (SD=0.98) compared to 2.14 
(SD=1.01) in 2004. The students were randomly allocated to one of the two versions 
of the system. The experimental group had a higher average than the control group 
(2.22, SD=1.04 Compared to 1.81, SD=0.87), although in an independent-samples T-
test the result was not statistically significant (p=0.2). 

Figure 4 again plots the learning curves for the control and experimental groups, 
for the first 10 problems that each knowledge unit was relevant. This time the 
experimental group performed much more poorly than the control; the control group 
reduced their error by 64% on average after receiving (specific) feedback for two 
problems, whereas the experimental group only reduced their error by 8% after 
receiving the more general messages. Further, on average they increased their error 
by 16% between the first and second problem. This result directly contradicts the 
previous experiment. 
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5   Discussion 

At first glance the second study suggests that the method used to determine which 
concepts to make more general is not robust. However, another possibility is that 
feedback generality is not something that can be applied en masse to all students. 
Figure 5 plots error reduction over the first two problems versus pre-test score for the 
experimental group. Error reduction for this group is quite strongly correlated with 
pre-test score (slope = 23, R2 = 0.67), indicating that poorer students may have 
difficulty understanding more general feedback. This trend was also observed for the 
2004 study, although the effect was much weaker (slope = 3, R2= 0.016). In contrast, 
for the control groups in both years error reduction is slightly negatively correlated: 
poorer students reduce their error more. The results for the control group for both 
years were nearly identical (slope = -4, R2 = 0.015). This suggests that the system 
may need to adapt generality to the ability level of the student, perhaps varying the 
level over time as the student gains proficiency. 

A difference in the experimental groups’ experiences is that in 2004 the students 
received general feedback for the same subset of concepts all of the time, whereas in 
2005 feedback switched back to specific messages after the general message had been 
shown twice. Perhaps this led to confusion; the student might have thought they had 
corrected an error because the feedback changed, and were now looking for a 
different error to fix; the error messages did not reference each other, so the student 
might quite reasonably infer that they referred to two different problems. For 
example, “Check whether you have specified all the correct comparisons with integer 
constants” might change to “Check the constants you specified in WHERE!” In
particular, the second feedback message does not specify the type of constant (integer) 
whereas the first message does, so might equally apply to string constants for 
example. Less able students may have suffered this misconception, whereas the better 
students did not. 

y = 23.331x - 38.685
R2 = 0.6679
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6   Conclusions 

In this experiment we researched the effect of feedback generality on learning 
performance. We initially used past student model data for predicting the behavior 
of generalized feedback. We developed a more general feedback set that mapped to 
groups of underlying knowledge units, and found in an initial experiment that for 
some of these concepts learning performance appeared to improve, although only 
for the first two problems, after which it deteriorated. For other generalizations 
performance was worse. We also showed that we could predict to some extent 
which generalized constraints would produce better performance by analyzing their 
apparent performance in the control group. A second study contradicted the first; 
students given more general feedback initially exhibited worse performance. 
However, the experimental system differed between the two studies: in the first 
study generalized feedback was given all the time for selected concepts, while in 
the second it was only given initially and then the system reverted to giving 
specialized feedback. 

In the second study the effect of the generalized feedback differed between 
students, with a strong trend indicating that less able students failed to cope with the 
feedback given. Since this trend was not observed in the first study, it also suggests 
that the less able students may have been confused when the feedback level changed.
The problems observed with the second study might possibly have been obviated if it 
was made clear to the student that the feedback was still referring to the same error,
e.g. if the later feedback included both messages, rather than switching from one to 
another.  

The two studies show that feedback generality has a measurable effect on learning 
ability. Between them they also give hope that the general concepts can be inferred 
from past student model data, and indicate that the level of generality needs to be 
tailored to individual students. This motivates us to continue to explore how we can 
best personalize feedback to maximize student performance. 
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Abstract. This paper describes Test Editor, an authoring tool for building both 
mobile adaptable tests and web-based adaptive or classic tests. This tool facili-
tates the development and maintenance of different types of XML-based multi-
ple-choice tests for using in web-based education systems and wireless devices. 
We have integrated Test Editor into the AHA! system, but it can be used in 
other web-based systems as well. We have also created several test execution 
engines in Java language in order to be executed in different devices such as PC 
and mobile phones. In order to test them, we have carried out two experiments 
with students to determine the usefulness of adaptive tests and mobile tests. 

1   Introduction 

Computerized tests or quizzes are among the most widely used and well-developed 
tools in web-based education [7]. There are different types of computerized tests, 
depending on the type of items or questions (yes/no questions, multiple-choice/single-
answer questions, fill-in questions, etc.) and there are two main types of control algo-
rithms: classic or linear tests and adaptive tests [20]. The main advantage of comput-
erized adaptive tests (CAT) is that each examinee usually receives different questions 
and their number is usually smaller than the number of questions needed in a classic 
test. Currently, there are several well-known commercial and free tools for developing 
adaptive and classic computerized test such as: QuestionMark [14], Webassesor [19], 
MicroCAT and FastTEST [2], SIETTE [1], Test++ [5], etc. Most of them are based 
on XML to record the information about assessments and some use the IMS Question 
and Test Interoperatiblity (QTI) international specification [4]. On the other hand, m-
learning (mobile learning) and u-learning (ubiquitous learning) have started to emerge 
as potential educational environments [11]. In fact, there are nowadays several quiz 
systems [10] oriented to be used not only for PC users, but also for PDA and mobile 
phone users; and there are some interactive tests [12] specifically developed only for 
being used in mobiles phones. There are also several commercial tools such as Mobile 
EMT-B quiz [13], oriented to PDA devices and others such as Go Test Go’s [9] ori-
ented to be used in Java mobile phones. With the Test Editor described in this paper it 
is possible to author once and deliver on both mobile and Web-based platforms. 
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2   Test Editor Author Tool 

In order to facilitate computer tests creation and maintenance, we have developed the 
Test Editor tool for building computerized tests [16]. Currently, we have integrated it 
in the AHA! system [8] because that is a well-known adaptive hypermedia architec-
ture used to build web-based courses, and because it uses the Java and XML lan-
guages. Test Editor is a (signed) Java Applet, just like other AHA! authoring tools: 
Form Editor, Concept Editor and Graph Editor. 

As the first step for developing a test with Test Editor, the examiner has to create 
one or several (XML) items files. An item consists of a single question about a single 
concept (from an AHA! application or course), the answers (right and wrong) and 
explanations for the wrong answers. Several items/questions about the same concept 
can be grouped together into one items file. Figure 1 shows how to add questions to 
the items file, one by one. The examiner must also specify some required parameters 
(the enunciate flag, and for each answer a flag to indicate whether the answer is cor-
rect) and can add some optional parameters (an illustrative image, explanations and 
Item Response Theory (IRT) parameters [20]: item difficulty, discrimination and 
guessing). Using the Test Editor items can be added, modified or deleted. They can be  
imported/exported to/from other tests systems (currently only AHA! 1.0 and AHA! 
3.0). Questions can thus be re-used from other test environments without needing to 
enter them again. 

Fig. 1. Test Editor: Windows to introduce the obligatory parameters of an item 
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The second step is to build tests out of items. The examiner decides on the test type 
(classic test or adaptive test) he wants and whether to use just one or several items 
files. If the test evaluates only one concept, we consider it to be an “activity”. If the 
test evaluates several concepts, it will be an “exam”, about a chapter or perhaps a 
whole course. Next, the examiner can use different methods to select what specific 
items from these items files will be used in the test (the selection can be done manu-
ally, randomly or randomly with some restrictions). Then he sets presentation parame-
ters (see Figure 2) about how questions are shown to examinees: the order in which 
questions and answers are shown, whether to show or hide explanations of the an-
swers (through the “verbose” flag), the maximum time to respond, whether to show 
the correct answer or just a score, etc. In addition to these there are also parameters 
about evaluation: to penalize incorrect answers, to penalize unanswered questions and 
what percentage of knowledge the final score represents in the associated con-
cept/concepts. If the test is adaptive, the examiner also has to set the adaptive algo-
rithm parameters (questions selection procedure and termination criterion). Each test 
is stored in an XML file and that is exactly the same for both versions (PC and mo-
bile). But for the mobile devices it also is necessary to create a .jar and .jad file [21] 
that includes both the multiple-choice test code (a Java Midlet test engine) as well as 
the questions and parameters (XML file). 

The generated test can be downloaded (the .jar file) into a mobile phone and/or can 
be used directly (through a browser) in an AHA! course [8]. When used with AHA! a 
test is presented in an Java Applet, with a look and feel that is similar to the Java  

Fig. 2. Test Editor: Windows to select the questions presentation parameters 
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Midlet version. The results of tests are logged on the server. After a large number of 
examinees performed some tests, examiners can examine statistical information in the 
Test Editor (success rate per question, mean times to answer the questions, questions 
usage percentage, etc.) and use that information for maintenance/improvements to the 
tests. The examiner may decide to modify or delete bad items, add new items, but he 
can also modify the test configuration. Test Editor also can do items calibration [3], in 
order to transform a classic test into an adaptive one, or to optimize the IRT parameter 
of an adaptive test. 

3   The Web-Based Adaptive and Classic Tests Engine 

Our web-based tests engine is a signed Java Applet that uses Java Servlets to commu-
nicate with AHA! [8]. It can execute both classic and adaptive computerized tests 
with multiple-choice items [16]. A conventional (classic) test is a sequence of simple 
questions and normally the same questions are shown to all examinees. The algorithm 
to control the execution of a classic test is very simple: it shows a sequence of ques-
tions until either there are no more questions or the examinee has used up the maxi-
mum allowed time. On the other hand, a CAT [18] is a computer-based test where the 
decision about presenting a question or item and finishing the test is made depending 
on the examinee’s performance in previous answers. The general adaptive tests algo-
rithm (see Figure 3) consists of three main procedures: question selection, based on 
the most informative item for each student; proficiency estimation of each student; 
and checking the finalization criteria (maximum number of questions, maximum 
spent time or if the proficiency level has passed a confidence value). 

Presentation
of the first

item

Examinee
answer

New
proficiency
estimation

No

End?
Yes

Final
proficiency
estimation

Selection and
presentation of
the next item

Fig. 3. Adaptive tests control algorithm 

When a student starts a test (clicking on the test link), the engine connects to the 
server in order to obtain all the test information and to check if the student is allowed 
to take the test (or repeat it). If the test has “starting information” the engine will show 
it, and it will then start to show questions. The student has to select what the hopefully 
correct answer is (possibly more than one) and then presses the “Correct The Ques-
tion” button (see Figure 4). This has to happen before the maximum response time has 
elapsed. The student can see if the submitted answer was correct or incorrect, if the 
author has set the parameter to show this. Finally, after the student replies to the last 
question he will see the obtained score and the total time spent. 
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Fig. 4. Web-based tests execution engine interface with a question

4   Mobile Adaptable Tests Engine 

Our mobile adaptable tests engine is a Java Midlet [21] with a specific tests interface 
designed for small wireless devices. Java Midlets are small applications that can be 
executed in the mobile phone. They have important advantages compared to WAP 
(Wireless Application Protocol) and browser based applications. For example, they 
can be used offline without connection cost, they have a more responsive and interac-
tive interface and they are popular thanks to Java games [12]. Functionally, our mo-
bile engine can read (XML) test files, present questions, check answers and send the 
score back to AHA! [8]. The user can download and install the .jar file (generated by 
the Test Editor) in the mobile device directly from Internet (by connecting to the .jad
file), or he can download the .jar file to a PC first and then send it to the mobile using 
Bluetooth, Infrared, serial bus, etc. After installing, the execution of the test is totally 
off-line and it works as shown in Figure 5: the questions are shown on the mobile’s 
screen in a linear or random order (depending on the test parameters), the answers 
have to be selected by the user with the phone keys and when the test ends the scores 
obtained and the used time are shown. 

Mobile tests engine has some personalization characteristics for individualised 
execution [6]: 

− When the user starts the application he/she has to identify himself/herself by intro-
ducing his/her personal login and password (the same as used in AHA!).  



208 C. Romero et al. 

− When the user finishes the test execution the scores are physically stored in the 
mobile memory card by using RMS (Record Management System). 

− If the user executes an exam, then the elapsed time in each question is shown. 
− The user can send the obtained score to AHA! (in order to update his/her AHA! 

profile) through a GPRS (General Packet Radio Service) connection. 
− Activities can be repeated several times by the same users, but exams cannot. The 

user cannot easily hack the downloaded .jar exam (for example, he can try to do it 
by uninstalling and installing the application again) because when an exam starts 
the application connects to AHA! in order to check that the user has never taken 
that exam before. 

Fig. 5. Mobile tests execution interface with a question and the final score

Mobile tests engine also has some adaptable characteristics in the interface. The 
difference between adaptive and adaptable refers to the extent to which users can 
exert influence on the individualization process of a system [17]. Adaptable systems 
are customized by the users themselves. In our mobile tests application, the user can 
select the following preferences from the main menu (see Figure 6 at the left): 

− The user can choose between different font types (see Figure 6 in the middle) and 
sizes, in order to improve the readability of the text of the questions.  

− The user can choose to show questions and answers together on the same screen 
(see Figure 6 at the right) if he/she prefers to scroll, or to show them on two differ-
ent screens (see Figure 5 at the left and in the middle) if he/she prefers to see the 
question on one screen and the answers on another. 

− The user can choose to show the associated images that some questions have, if 
he/she has a screen big enough to show them, or not to show them if he/she has a 
small screen. 
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Fig. 6. Mobile tests main menu interface and preferences

5   Experimental Results 

We have carried out two experiments to determine the usability of both adaptive tests 
(a calibrated version versus a non-calibrated version) and mobile tests (a PC version 
versus a Mobile version), using two different tests about the Java and CLIPS lan-
guages respectively.  

In the Java Language test we compare the results students obtain when they use the 
same PC test but with adaptively calibrated items and with non-calibrated items. Each 
test has been carried out by a different group of 60 computer science engineering 
students at the Cordoba University, with a similar age, knowledge and experience. 
Both tests consisted of the same 27 items with 4 possible answers on which one an-
swer was correct, and the same finalization conditions (if the standard error became 
lower than 0.33 or if all 27 questions were presented). The difference is that initially 
the IRT two-parameters (difficulty and discrimination) of the non-calibrated items are 
set manually by experts in Java, and after one group of students executes the test then 
the IRT two-parameters are calibrated using the maximum likelihood estimation esti-
mator [3] to be used with the other group of students. 

Table 1. Students tests execution results: adaptive non-calibrated versus calibrated test 

Time taken Number  
of Items 

Proficiency 
estimation 

Standard 
error

Non-Calibrated Test 434.6±88.8 26.9±1.6 -1.3±0.3 0.6±0.1 
Calibrated  Test 182.4±81.2 11.5±2.6 -2.2±0.3 0.4±0.1 
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In the Table 1, we show the mean value and the confidence interval (95%) of the 
time taken (in seconds) to complete the test, the number of items attempted, the profi-
ciency estimated and the standard error. We can see in the first table row, there was a 
reduction in the total number of questions used in the calibrated version versus the 
non-calibrated version. Secondly, we can see a reduction of the time needed to com-
plete the test in the calibrated version precisely due to the reduction of questions. 
Finally, the estimated proficiency obtained in the calibrated version is lower than the 
non-calibrated version but the standard error is higher. It shows that the precision 
obtained in the calibrated version is higher, and the student’s estimated proficiency is 
more accurate, as was expected. 

On other hand, in the CLIPS Language test we compare the results students obtain 
when they execute the same test but on the PC or by the mobile phone. Each test has 
been carried out by a different group of 80 and 20 computer science engineering stu-
dents (with Java mobile) at the Cordoba University, all with similar age, knowledge 
and experience. Both tests consist of the same 40 items with 3 possible answers of 
which one was correct. The questions were shown in random order. 

Table 2. Students tests execution results: web-based classic test versus mobile test 

Time taken Number of 
correct items 

Number of 
incorrect items 

Number of items  
without answer 

PC Test 1157.8±75.2 19.8±0.8 6.3±0.6 3.8±0.5 
Mobile Test 635.1±58.7 20±1.5 5.4±1.2 4.8±1.1 

In the Table 2, we show the mean value and the confidence interval (95%) of the 
time taken (in seconds) to complete test, the number of correct items, number of in-
correct items and the number of items without answer. We can see that the execution 
of the mobile test is much quicker than the PC test: students with the mobile test used 
only about half of the time that students with a PC needed. This can be because the 
user interface and input methods of this technology are simple and efficient (some 
examples are Java games and SMS applications) and so, the students show a great 
proficiency in using them (fast browsing through mobile interfaces). And the final 
scores were very similar in both versions with only small differences. 

Finally, we have also carried out a survey among all the students of the CLIPS test 
in order to learn what their opinions are about the two versions of the test. The ques-
tionnaire had five questions (1.How much do you prefer it?, 2.How useful is it?, 3.How 
easy to use is it?, 4.How much do you like the user interface? and 5.How much do you 
like the data entry method?) that students have to answer with a range between 1 (a 
little) and 5 (much) for each version, and they can also write some comments. 

Table 3. Student’s opinion questionnaire: web-based classic versus mobile test 

More    
preferable

More  use-
ful 

More easy 
to use 

Best user  
Interface 

Best data  
entry method 

PC Test 3.57±0.34 3.78±0.55 4.78±0.18 4.05±0.23 4.36±0.37 
Mobile Test 3.89±0.39 4.26±0.36 4.47±0.31 3.68±0.33 4.01±0.39 
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In the Table 3, we show the mean value and the confidence interval (95%) of the 
rating for preference, usefulness and ease of use of the test, and the rate of acceptance 
of the user’s interface and the data entry method. We can see that the mobile test is 
more preferable and useful than the PC test, although the PC test is easier to use and it 
has a better user interface and data entry method. This can be because students are 
still more familiar with PC interfaces and their data entry methods for this type of 
applications. But, in general, students liked the experience to use a mobile application 
to execute tests that can evaluate their knowledge in a specific area. About the com-
ments, students think that the main weaknesses of mobile phones are:  

− Small screen size. In general, all students would prefer to be able to see questions, 
question and answer on the same screen and without needing to scroll although 
they are long, as they are written with the size of a PC screen in mind. 

− Very expensive. Almost all the students think that Java mobile phones are very 
expensive at the moment, and it is necessary that they become cheaper in order for 
most of the students to be able to afford them. Once affordable the mobile tests and 
other m-learning tools will become really useful and usable in real life. 

− Difficult input method. Some students with big fingers had some problems to press 
the correct button each time and they would like that mobile could have bigger but-
tons or some other alternative input method. 

6   Conclusions and Future Work 

In this paper we have described Test Editor, an authoring tool for building computer-
ized tests. The main advantages of Test Editor in relation to other test tools are: 
modular (concepts, items and tests are clearly separated), easy to use (it has a friendly 
Java Swing graphical user interface); it facilitates the maintenance (it has statistical 
information and item calibration based on examinees’ usage information), standard 
format (it uses XML files) and multi-device execution (it has several Java engines for 
executing tests on a PC and on wireless devices). We have resolved the problem of 
authoring once for delivery on two very different platforms using XML for storing 
test information and Java for developing the different test execution engines. Al-
though we have integrated it within the AHA! system [8], it can be also used in other 
web-based educational systems that support the Java and XML languages. After the 
experimentation, the first impression is that students are generally highly motivated to 
use mobile technologies for testing and it can be possible and useful to use mobile 
devices for testing despite some limited possibilities of J2ME (Java 2 Micro Edition) 
such as small screen size, limited application size and no support for floating point 
numbers. But we have developed a user interface with preferences; we have tried to 
reduce the number of lines of code and we have used a Java floating point emulation 
library for J2ME [15].  

Currently we are working on extending the interoperability with other tests for-
mats. We want to allow import/export questions and tests to/from others computer-
ized tests systems and standards such as IMS QTI [4], QuestionMark [14], SIETTE 
[1], etc. In the future, we want to add more adaptable characteristics and to develop an 
adaptive tests control algorithm for the test mobile engine.  
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Abstract. In this work we propose a general purpose architecture for adaptation 
and meta-adaptation in hypermedia systems, using the Adaptive Semantic 
Hypermedia Design Model together with the Hypermedia Development 
Environment, extended to include adaptation. This architecture is model-driven 
and ontology-based, so data and model may be handled in the same way. 

1   Introduction 

Adaptive applications are able to alter some of their characteristics, such as their 
navigation model (NM) or presentation model (PM), according to the adaptation 
context. This context may include information about the user, such as his/her 
preferences, navigation history, etc., and about the execution environment, such as 
access device, bandwidth, etc. This occurs at document-level. Meta-adaptive 
applications are able to alter both its models and its adaptation process according to 
the adaptation context. The need for meta-adaptation is spurred by the observation 
that some adaptation techniques are more (or less) efficient depending on the context. 

The proposed architecture is model-driven, allowing direct manipulation of its 
metamodels and generated models, as well as the relations between them, thus 
making meta-adaptation easy. This architecture extends the metamodel used by the 
Hypermedia Development Environment (HyperDE) [11] with the Adaptive Semantic 
Hypermedia Design Model (ASHDM). 

2   ASHDM 

The initial idea of ASHDM is based on the Reference Metamodel for Adaptive 
Hypermedia Systems [1,2], which considers the separation of conceptual, navigational 
and presentation concepts proposed by OOHDM (Object Oriented Hypermedia Design 
Method) [12] enriched with the three models: Domain Model (DM), User Model (UM) 
and Adaptation Model (AM) proposed by AHAM (Adaptive Hypermedia Application 
Model) [4]. The resulting  metamodel is composed by Domain, User, Adaptation, 
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Navigation, Presentation, Integration (to integrate domains) and User Context1 models, 
providing a framework for comparison between Adaptive Hypermedia Systems 
(AHSs) , analyzing what is adapted, based on what the adaptation occurs (including the 
granularity of time), and how the adaptation is achieved. 

In order to enable the use for a common language both for describing data and 
models, the approach used in SHDM (Semantic Hypermedia Design Method) [13] is 
applied to the reference metamodel proposed in [1,2]. Next we present an overview of 
each model that composes the ASHDM proposal. We observe that, with respect to the 
reference metamodels, the terminology Domain and Presentation is substituted, 
respectively, by Conceptual and Interface, to maintain the consistency with SHDM. 
The Integration Model is not defined because we consider that the integration of 
domains can be done through the Navigation Model. The Adaptation Context Model 
(ACM) generalizes the idea of User Model and User Context Model. 

2.1   Conceptual Model 

The Conceptual Model is considered to be any ontology defined for the Semantic 
Web that uses concepts and relationships between them to represent the real world. 
This representation is supposed to be application-independent, and it may overlap 
with the UM (see section 2.4.1). Since it is a representation it will not be adapted 
itself; specific views are achieved through the navigation model. 

2.2   Navigation Model 

Navigational objects are considered to be views over conceptual objects. These views 
are based on user’s tasks and user’s profile. The Navigation Model can be understood 
as an Integration Model in the sense that navigational views can be constructed over 
conceptual ontologies defined for different domains. 

The Navigation Model is specified by an ontology-based vocabulary that defines 
navigational classes, links, navigational contexts, access structures and landmarks. 
Views are defined by mapping a conceptual ontology into this navigational ontology. 

Some types of adaptation that may occur are: in the mapping from conceptual to 
navigational; in the definition of the attributes which define the navigational class and 
in attributing values to them; in the definition of links; in the selection of the nodes 
that will compose a context and how they can be navigated; and in the definition of 
access structures. 

2.3   Interface Model 

The Interface Model (IM) represents the interaction between users and system 
through Abstract and Concrete Widgets Ontologies, and the mapping from abstract to 
concrete as proposed by [10]. Essentially, this interaction occurs through events 
which can be “activators” (Button/Link); “exhibitors” (Image/Label) and “capturers” 
(widgets such as CheckBox, ComboBox, RadioButton or an element composed by 
Link). This mapping may be adapted, as well as the CSS used to render nodes.  

1 This terminology is obsolete. In reality, the context represents the situation in which the 
application is used, and is not only related to the user. 
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2.4   Adaptation Context Model 

Usually, AHSs are used for domains where the user exists as an individual and is 
typically modeled by a class in the domain model. So the UM contains an overlay 
model representing the relationship between the user and the domain concepts. An 
example is in the e-learning domain, to represent what the user (i.e., student) knows 
about the subject. In the e-commerce domain this relationship may represent if the 
user (i.e., customer) already bought a given product. In these cases, the adaptation 
depends on the domain user or simply, user. In the examples above, user is modeled 
by the “student” or “customer” classes in the domain model. 

Sometimes, however, there is no need to consider the user as an individual for 
adaptation purposes. If the adaptation is based on the bandwidth, on display size, on 
the place where it occurs and so on, the result of the adaptation is the same for every 
adaptation user or meta-user.

We consider that the meta-user is represented by a UM which is a component of a 
general adaptation context. A User Representation (UR) is used to model the 
representation of the user in the domain (e.g., “student” or “customer”), and may be 
related to other domain concepts. Figure 1 (a) shows the relationship between these 
models and how they influence the Navigation and Interface Models. 

ACM

UM UR

DM

NM IM

Adaptation Layer

ACM

UM
UR

DM

NM IM

Adaptation Layer

Fig. 1. (a) User relationship w/ respect to ACM, DM and other models. (b) UM/UR unification. 

To avoid redundancy, we need to unify the data in the UM and in the UR. A simple 
way of doing this is by inheritance. In ASHDM the UR is defined as a subclass of the 
UM metaclass. Thus the UR may have its own attributes as well as the attributes 
inherited from UM. Figure 1 (b) shows the user unification schema. 

The unified user information has to be integrated with other context and domain 
data. We use the notion of view to create a virtual context with all needed information.  

Figure 2 shows an example of a virtual museum with a class User which has five 
attributes: ID (identifier), name, address, birthday and favorites (to record the 
rooms selected by the user). The ACM contains the attribute display, the UM also 
stores ID and name, together with cognitive style and presentation
preferences. The overlay attribute history represents rooms already visited by 
the user. For adaptation, the Context View has the attributes: age, interest
categories, history and display. The interest category could be inferred 
from age, for example. 
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ACM

UM UR

DM

NM IM

Adaptation Layer

ID, 
name, 
address, 
birthday, 
favorites

ID, name, 
cognitive 
style, 
presentation 
preferences 

history 

display

ACM
DM

NM IM

Adaptation Layer

View 

age, 
interest 
categories, 
history, 
display 

Fig. 2. Example of Adaptation Context View 

2.4.1   User Model Schema 
Research in user modeling area states that the User Model should be independent 
from AHSs, facilitating the tasks of constructing and maintaining the UM and 
enabling the reuse of the model. Application from the same domain or from similar 
domains could cooperate using the same part of the UM [9]. The semantics of a UM 
must be known, and the identification of which part is domain-independent and which 
one is common for all domains must be done  in order to share a UM [9] 

1. Domain-independent Information
1.1. Static 

1.1.1. Contact 
Full Name (Family Name, First 
Name,Middle Names) 
Address (Street, Number, Postal 
code,City, State, Country) 
Telephone (Home, Office, Mobile, 
Fax) 
Web (E-mail, Homepage) 

1.1.2. Demographics (Gender, 
Birthday, Birthplace) 

1.1.3. Personality 
1.1.4 Disabilities 

1.2. Dynamic 
1.2.1. Preferences 

Preferential Input Device 
Preferential Output Device 
First Language 
Second Language 

1.2.2. Emotional State 
1.2.3. Physiological State 
1.2.4. Mental State 
1.2.5. Abilities (Typing skills, 

Reading skills, Writing 
skills, Speaking skills) 

2. Overlay Model  

3. Domain-dependent Information

Fig. 3. User Model Structure: Domain-independent Information 

The use of ontologies helps to structure the UM, but which information should be 
represented in the UM, and which one in the DM is an open question. As far as the 
adaptation mechanism is concerned, it actually makes no difference where (UM or 
DM) the data is stored, because the adaptation context view joins all this information. 
However, structuring user-related data independently from the domain may enable 
reuse across domains and applications. 

We consider that information useful for any application independently from the 
domain-specific semantic, such as preferred input device, should be stored in the UM, 
whilst others, such as learning style, in the DM. However, since the domain ontology 
may be arbitrary, it must be considered that some user information may be 
represented in the domain ontology. For example, IMS LIP [7], a typical UR used in 
the DM of educational applications, stores user identification information, which in 
principle should be in the UM. 
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We propose a modular structure for the UM divided in three main categories: 
Domain-independent data; Overlay model, and Domain-dependent data. The general 
idea is based on GUMO (General User Model Ontology) [6]. The proposal, presented 
in Figure 3, is only a core structure. New information may be added as needed, and 
some information may be ignored in some applications. 

In the proposed structure, static information is used for customization, as it does 
not change during system use. Contact information is mostly used for administrative 
tasks. Demographic and Personality are information suitable for most domains, 
although not all applications have mechanisms to deal with it. 

Whereas GUMO models the five senses and the ability to walk and speak, we 
assume them as default. The absence of one or more of them is modeled as a 
deficiency. Information about emotional, physiological and mental states as well as 
some abilities is theoretically suited for all domains, although only specific 
applications deal with it. Furthermore, such user characteristics are difficult, if not 
impossible, to extract automatically, making them less likely to be used in most 
applications. We include them only for completeness. 

In many domains, adaptation is based not only on user and environment 
characteristics, but also on relations between the user model and the domain model. 
The existence of a relationship between the user model and the domain concepts is 
represented in an Overlay Model. This relationship is in the sense of knowing or 
having a previous experience with the modeled concept. This model is not mandatory; 
even in e-learning the designer could state that the content must always be seen and 
the adaptation may be based on other parameters. 

Preferences and data about the user which do not make sense for all domains – 
such as performance, preferred musical style, salary and so on – are classified as 
Domain-dependent information. They can be obtained from known ontologies like 
IMS LIP by eliminating all user-related classes that do not have a “knowledge 
meaning”. This is possible because the use of metamodels and ontologies enable the 
definition of a metarule that queries the ontology definition e.g., “retrieve all 
resources whose domain belongs to user-class and whose property is not ‘knows‘”. 

This schema proposes a way to organize the UM so that the UM core together with 
some modules could be shared between applications of the same kind and same 
domain. This structure also allows the definition of metarules which select rules 
according to the model properties. For example, “if the UM has the property 
nationality, include news about the user’s country”.

This modular structure satisfies the requirements proposed by [8]: (a) different 
views of the UM may be available for each adaptive application, which will define 
only the UM components it needs; (b) a user may define which parts of the UM will 
be available to which applications; (c) users may want to have their personal data 
stored locally and may choose which data will be outside his/her direct control. 

We consider the proposed UM as a task ontology that can be integrated with the 
application domain ontology. According to [3], “task ontology” defines a vocabulary 
for modeling a structure inherent to problem solutions for all tasks in a domain- 
independent way whereas the vocabulary defined for “domain ontology” specifies 
object classes and relationships that exist in certain domains. 
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2.5   Adaptation Model 

The Adaptation Model uses rules following PRML (Personalization Rules Modeling 
Language) [5], where <body> may represent an action, or an action associated to a 
condition: 

When event do 
 <body>
endWhen

When event do 
action

endWhen

When event do 
 If condition then action
endWhen

In ASHDM, events are interactions between users and systems, represented in the 
Interface Model. Actions may adapt the content, navigation or presentation and may 
also update the ACM, including the UM. Conditions refer to the parameters for 
adaptation (based on what the adaptation occurs). 

2.5.1   Execution Model 
Events captured by the IM trigger the adaptation process. ACM and data that may be 
inferred as the system is used (such as navigation and interaction history) are used to 
select the set of rules that will be used. Then either the actions are applied to all 
required models, interface events are interpreted in the updated models and the cycle 
begins again, or updates in one model trigger adaptation in others, and the adaptation 
process is triggered every time the IM is activated. 

Navigation and Content Adaptation  M odule

N avigation M odelIn terface event Adapted  Page

Presentation  Adaptation M odule

Interface M odel

Conceptual O nto logy Ab stract Interface Instance
Adaptation  Context M odel

Fig. 4. Example of a possible Execution Flow 

Figure 4 shows an example of the Execution Flow that represents the maximum 
granularity in a chain adaptation process, where the adaptation process is triggered by 
every click and the adaptation is done step by step. Note that, in ASHDM, content 
adaptation is considered to adapt the actual content (attribute values) defined in the 
NM. Hence rules for content and navigation adaptation are represented in the same 
module that interacts with the NM. This is one possible way of representing the 
Execution Model; rules could also be grouped all in the same module adapting the 
page in one single step. 

2.6   Meta-adaptation 

The selection of the Adaptation Model to be used, including the Execution Model, can 
be made based on user’s role, goals and tasks, thus characterizing a kind of meta-
adaptation. The adaptation strategy can be chosen based on a navigation pattern (e.g., 
the user browses repeatedly the same concept), for example. In educational domain, 
the choice could be based on learning style and/or on the user’s goals (learning or 



 ASHDM – Model-Driven Adaptation and Meta-adaptation 219 

 

referencing). The decision whether the presentation is adapted only the first time a 
concept is presented or at every session is another example of meta-adaptation. 

Another kind of meta-adaptation is when models are adapted. The model-driven 
architecture allows the testing of conditions over a set of RDF triples, for example, as 
well as including or excluding triples from each of the models. In particular, since the 
model itself is represented as RDF, rules can easily change the model itself, exactly as 
they can also change the actual data values. The exhibition of a security-alert the first 
time the user accesses a concept, for example, may be implemented by presentation-
adaptation rules (a heavier font the first time), by content-adaptation rules (exhibition 
only the first time) or by not including adaptation rules (exhibition always) according 
to the user profile. Even the choice about the triples to be included in the UM could 
be made according to user’s goals. 

3   Implementation Architecture 

The HyperDE extended with adaptation mechanisms was chosen to implement the 
ASHDM, since it is a framework and development environment for hypermedia 
application, driven by ontologies. Figure 5 shows the general HyperDE architecture. 

 

Fig. 5. HyperDE General Architecture 

HyperDE allows program code to be passed as function parameter (closure). Thus, 
hooks may be defined to associate adaptation rules to the control, model or view 
layers, according to the desired adaptation type. PRML rules conditions usually test 
attribute values according to aspects on which the adaptation is based, whereas 
actions alter content, navigation or presentation and may also update the models. 

HyperDE’s navigation model layer provides SHDM primitives: navigational 
classes with its attributes and operations; links; (navigational) contexts; indexes with 
its attributes; landmarks and nodes with its relationships. These primitives are handled 
by object classes defined according to SHDM’s Metamodel. The application 
navigation model is built by instantiating these generated classes. Thus a navigational 
class User, for example, is an instance of the metaclass NavClass composed by the 
metaclass NavAttribute whose instances could be ID, name, and birthday.  
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Fig. 6. Extended HyperDE Metamodel including Adaptation Model according to ASHDM 

Figure 6 shows the HyperDE Adaptation Model, the extension of HyperDE 
Metamodel according to ASHDM principles. The AdaptationContext metaclass 
implements the ACM, and HyperDEUser is one of its components. If a UR exists (for 
example, Customer or Student), it should be declared as subclass of 
HyperDEUser. A navigational context is composed by a set of nodes (represented by 
the aggregation relationship between Context and Node metaclasses). A 
navigational class (NavClass) is composed by attributes (NavAttribute), Links 
between classes and operations (NavOperation). There is a “subclass of” 
relationship between navigational classes. The AdaptationContext provides data 
requested by the adaptation rules to create an adapted application navigation model 
based on the instantiation of Node, NodeAttribute, NavOperation, Link, 
Landmark, Index and Context. Since adaptation occurs at runtime, there is no 
direct adaptation of NavClass and NavAttribute. Instead, the adaptation occurs in 
the instantiation of its subclasses, respectively, Node and NodeAttribute. 

The presentation adaptation as proposed by ASHDM has not yet been 
implemented, since HyperDE currently does not use the abstract and concrete 
ontologies proposed by [10]. Instead, it provides generic views for navigation. 
Personalized views (templates) may be defined and associated to navigational 
templates, overriding generic views. At runtime, the appropriate view is selected. The 
template sources use style sheets to format its elements, and use helper functions 
(provided by HyperDE) for accessing the primitives, thus achieving a similar result as 
the abstract interface definition. Presentation adaptation may occur both in the 
selection of the appropriate view, or at CSS level, by changing the applicable style 
sheet definition dynamically. 

HyperDE is suitable for meta-adaptation since it uses a semantic database based on 
RDF and RDFS, which stores application data, the SHDM metamodel and the 
metadata that describes the application navigational model. Both vocabulary and 
instances are treated in the same way. 
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3.1   Execution Flow 

Whereas events from PRML rules are captured by the IM in the ASHDM Adaptation 
Model, in HyperDE they are captured by the control layer. When a user triggers an 
event (clicking on an anchor), the control layer is activated. Usually, this event 
represents the selection of an anchor that points to an access structure (index) or to an 
element in a navigational context. If rules are associated to the selected index or 
context element, they are executed. Then the control layer triggers events at the model 
layer (which is built over SHDM primitives) passing the parameters needed to 
instantiate the models, i.e., which metaclass will be instantiated and with which 
values. If the metaclass has associated rules, they will be executed (conditional 
instantiation) and the result is the adapted application navigation model. Next, the 
control layer activates (selects) the view to render the application. This selection may 
be conditional and the CSS code associated to the view may change if existing 
associated rules alter them. The adapted page is then presented to the user. 

We exemplify this process by considering a metaclass Publication with three 
attributes (abstract, short_abstract and extended_abstract)and one rule 
(Rule1) associated with abstract. When the user clicks on an anchor pointing to a 
specific publication, the control layer is activated and triggers the model layer passing 
the instance of Publication that was selected. Rule1 is executed and the value of 
abstract will be the content of short_abstract or of extended_abstract
according to user’s expertise. The Domain Specific Languages (DSL) used looks like: 

Classes:
 Publication: 
  attrs: 
   abstract: 
    rule1: 
     hook: pre 
     value: if AdaptationContext.current.user.expertise == "novice" 
       attr_name = "short_abstract" 
      else 
       attr_name = "extended_abstract" 
      end 

Notice that this rule actually changes the abstract attribute definition, turning it 
into a façade for the other two attributes, short_abstract and extended_ 
abstract. The pre hook specification indicates that the adaptation rule is 
evaluated before accessing the attribute. Alternatively, a post hook would change the 
attribute value to be the desired one depending on the user’s expertise. 

4   Conclusions 

This paper presents a proposal of a general architecture for adaptation and meta-
adaptation in hypermedia systems. Being completely driven by models and 
ontologies, this architecture allows handling data and model in the same way thus 
facilitating meta-adaptation. The concern of a UM as a component of a general ACM 
is also discussed and a structure for a modular UM is presented.  
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5   Future Work 

The mechanisms used to integrate domains through NM should be elaborated. The 
HyperDE should be extended to adapt the Interface Model as proposed by ASHDM. 
There is also the need to implement a complete case study in order to evaluate the 
results obtained with the several adaptation and meta-adaptation techniques available. 
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Abstract. A hard challenge facing developers of online communities is 
attaining a critical mass of members and subsequently sustaining their 
participation.  We propose a new mechanism for motivating participation in 
interest-based online communities, which engages non-contributing members 
(lurkers) by modeling and visualizing the asymmetrical relations formed when 
reading, evaluating, or commenting other community members’ contributions. 
The mechanism is based on ideas from open user modeling, a new concept of 
“community energy,” with a mechanism of rating contributions and visualizing 
the rank of contributions in the community interface. 

1   Introduction 

An online community is a virtual social space where people can meet and interact [1].  
The purposes of such interactions are diverse and may include exchanging 
information or social support [2], fostering social ties [3], supporting learning [4], 
extending real-world relationships/communities [5], or a combination of these.  The 
crux of building successful online communities is on managing to entangle people 
together around a common purpose that is usually reflected in the developer’s agenda.     

It is a well-known dilemma that a certain amount of interaction/contribution must 
occur in an online community before members start perceiving the benefits of the 
system and become active participants themselves.  This problem is especially acute 
and frustrating for developers who must reconcile that the majority of their 
membership (45-90%) never participates [6] within systems understood to be gift 
economies [7;8].  In a gift economy, information is exchanged for the benefit of the 
whole community with the generalized understanding that the contributing individuals 
will receive some benefit from others later on.  Hidden, non-participating members 
(lurkers) do not reciprocate the benefits they have received and have been generally 
seen as destructive to the health of online communities [8].  However, more recent 
research [9;10] has shown that this is not the case.  Lurkers were interviewed [9] and 
reported feeling a sense of belonging to the community even though they had lower 
satisfaction with the community than participating members.  The interviewed 
participating members viewed lurkers as legitimate members of the community (akin 
to the importance of having an audience in theater performances).  It was suggested 
that “lurking should be recognized as a bona fide activity and supported more 
effectively” [9] (p 216).  

However, in the early stages of a developing an online community, participation is 
needed and motivating lurkers (and the membership at large) to become active 
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contributors is crucial.  We propose a mechanism to motivate participation through 
making explicit and visible the process of developing networks of interpersonal 
relationships among the community members (both active participants and lurkers) 
aiming to “weave” in lurkers with participant members.  The resulting visualizations 
of relationships should be applicable in a wide range of online communities.     

2   Related Research 

The question of what motivates or triggers individuals to join and participate in online 
communities and how to design the technical features of the community software 
accordingly rests on the particular rationale from a wide range of perspectives.  
Preece et al. [11] identifies research in social psychology, sociology, communication 
studies, computer-supported cooperative work (CSCW) and human-computer 
interaction as main areas which can help inform designers about how and why people 
interact in online communities.  Consequently, there are many guiding directions on 
which interactions to support and how to support them. The variety of online 
communities with their own specific sets of interactions (e.g. a mailing list for cancer-
sufferers vs. an interactive, educational website for teens) and specific purposes 
makes it very hard to choose appropriate guidelines for interaction design.   

An area dealing with social issues in interaction design is CSCW and its 
application of theories from social psychology to the problems of group work [12].  
Collective effort, social identity, and social categorization [13] are all theories which 
have provided direction in the design and evaluation of technical features to support 
the work of groups [14].  These theories have also been used in the design and study 
of online communities [15;16].  For example, earlier research from our lab [17] 
suggested awarding or revoking social status based on contribution levels would 
motivate higher levels of contribution because people would be motivated by social 
comparison (i.e. their status in the community) and would fear losing their current 
standing within the community if they did not continue participating.   

However, there is no unified theory in social psychology and most theories are 
“mid-level,” i.e. only the behaviour of individuals within groups is explained.  Also, 
online groups have only recently received attention from social psychologists, and it 
is not completely clear what similarities and differences exist between face-to-face 
and online groups [13].  Finally, the CSCW agenda is one of supporting groups that 
primarily exist to achieve specific work-related goals (typically relatively short term, 
requiring close collaboration by the group members).  Therefore, not all online 
communities can take straightforward advantage of these fields of knowledge, 
especially those that are interest-driven rather than goal-driven.  For example, in 
investigating whether the theory of collective effort could potentially aid in increasing 
participation (the number of movie ratings) in the interest-based MovieLens 
community, Beenen et al. [7] did observe increase in the number of contributed 
ratings but failed to attribute it directly to the implementation of the theory.  The 
authors offer several reasons for this including “a deeper mismatch of goals and 
values of HCI and CSCW research with those of social psychology” (p 220).   

We suggest that the failure to apply the theory may also be due to the tendency to 
link non-participation with free-riding.  This is a connection which is hard to avoid 
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within a collaborative work context where individuals must work on their tasks to be 
of value to the group or community.  Therefore, from the perspective of CSCW, non-
participants are treated as a problem to be fixed.  However, in a community where 
people share common interest but not a task or goal, lurking is acceptable.   

It is often difficult for new members to join a new or preexisting community.  It 
takes time to uncover the structure, norms, and history of the community before 
making one’s presence known.  It would be useful to present the rudimentary 
relationship that lurkers form with others, even when they are simply reading or 
browsing information.  Our hypothesis is that by making the structure of these 
relations explicit new communities will develop quicker by rapidly integrating 
newcomers, increasing the probability that they will become active contributors rather 
than remaining on the sidelines as lurkers. In the next section we describe a 
mechanism for modeling such relations. 

3   Mechanism: Energy and Relations

We place value on the act of contributing in online communities and not just 
necessarily on what is contributed: information valuable today may be worthless 
tomorrow.  It is important to have people who are invested in each other enough to 
share information, exchange support, etc.  

3.1   Energy: The Building Block 

First, we introduce the concept of energy in an online community which is a measure 
of the current level of contributions in the community.  When an item (e.g. discussion 
post, movie review, blog entry, etc.) is contributed, it brings in a default number of 
new energy units into the system.  For example, a new post in a discussion thread may 
produce 5 units.   

Only a certain number of energy units are allowed to stay attached to the new 
contribution (e.g. by default a post may keep 3 of the 5 units).  The number of these 
units determines the contribution’s visibility in the community.  Different levels of 
visibility are achieved through the scaled use of colour and font size.  If a contribution 
possesses many units, then it will be rendered with hot colours (e.g. orange, yellow) 
and large fonts, advancing towards the viewer.  Conversely, if an item has few or no 
units, then it will be rendered with cold colours (e.g. blue, purple), and small fonts, 
receding from the viewer (see Fig. 1).

Units kept by an item are considered to be in the @work state (i.e. the energy units 
work to make the item more visible) while units not kept are considered to be in the 
stored state (i.e. units available to be put into the @work state).  Energy units can 
freely move between the stored and @work states; this movement is mainly 
dependent on the actions of the community’s members.  If a member positively 
evaluates an item (and stored energy is available) then she may decide to “heat it up” 
by moving a stored energy unit into that item (equivalent to rating the contribution).  
As a result, the item becomes a little more visible to all other members.  Conversely, 
other members may negatively evaluate the same item and “cool it down” by moving 
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energy units back into storage, one at a time.  There are 4 simple rules governing how 
energy may be distributed: 

1. A member cannot add or remove energy from items she has contributed 
2. A member can only heat up and cool down an item once 
3. Items can only be heated up if stored energy is available 
4. There is a set upper limit on the number of energy units an item may hold

Community members should not be able to add energy to their own contributions 
as their judgment is biased (rule 1).  It should not be possible for one member to have 
too much influence over the visibility of a particular contribution, i.e. each member 
has one vote per item (rule 2). Energy can be added to contributions only if there is 
stored energy in the community, i.e. the community must manage the shared, limited 
resource of what is and is not visible at any point in time (rule 3).     

The concept of community energy provides a novel metaphor and system for rating 
content with a number of advantages: 

• Energy is finite and depends on the number of contributions to the community, 
keeping the ratings always in proportion with the contributions (i.e. prevents 
inflation in the ratings).   

• Using community energy units for evaluation encourages the user to reflect on 
the usefulness of the item to the community and not just to herself (i.e. “I want 
others to notice this item” or “I want others to ignore this item”).   

• Evaluation is cognitively less demanding than determining if an item deserves 
1, 2, 3, 4, or 5 stars, for instance.   

• Emphasis is placed on the act of contributing (i.e. each contribution brings in 
new energy—a useful resource to the community).   

In combination, these features allow members to easily determine where activity in 
the community is occurring and what particular activities are relevant to the whole  

Fig. 1. The visual appearance of contribu-
tions at different levels of energy

Fig. 2. Example relation visualization (Relavis) 
from Ralph’s viewpoint
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membership (see Fig. 4).  This should be of particular benefit to new members who 
are trying to decide what the community presently values in order to best introduce 
their contributions, opinions, values, etc.  

3.2   Modeling Interpersonal Relations 

Modeling and visualization for interpersonal relations aims at three goals: 1) connect 
lurkers and contributors, 2) give the viewer opportunity for reflection which can be 
beneficial, as suggested by open user modeling approaches [18], 3) influence the 
viewer to modify her behaviour in a desired way (to participate more).  The 
visualization should also be dynamic to reflect that individual actions constantly 
modify relationships and in this way confirm and reward the user’s actions.    

The most common relationship found in online communities is the weakest 
(making it difficult to capture): the lurker-contributor relationship.  The importance of 
weak ties has long been recognized [19] so defining a tenable connection between 
lurkers and contributors is a desirable feature of the visualization but also a challenge.

A relationship between two members A and B always has two sides: from A B
and from B A, which are not necessarily symmetrical.  We define the notion of 
member visibility to capture the inherent asymmetry in interpersonal relationships. 
The member visibility has a value ranging from 1 (invisible / unknown / opaque) to 0 
(completely visible / transparent).  For example, when a new member enters the 
community, she does not know or “see” any other member.  Thus, from this 
member’s perspective, visibility values of 1 are assigned to all other members, i.e. her 
relationships with all other members of the community have value 1.  Conversely, as 
she is a new member, all other community members will assign a value of 1 to their 
relationships with this new member.   

The visibility value at one end of the relation pair is dependent on actions 
performed by the member on the other end (see Section 3.4).  For example, if a lurker 
reads several messages in a discussion forum, then the authors of these messages will 
become slightly more visible to the lurker (i.e. the value of the lurker’s relationships 
with the authors of the posts will decrease), yet the lurker’s visibility for the other 
members still remains unaffected (i.e. their relationships with the lurker will still have 
value 1).   

3.3   Relation Visualization (Relavis) 

The relation between two individual members can be visualized in a two-dimensional 
space which we call a Relaviz (Fig. 2).  The horizontal axis (0 to 1) indicates the 
visibility of other members to the visualization’s viewer (in this example, Ralph) 
while the vertical axis (0 to 1) indicates the visibility of the viewer to the other 
members.  For example, in Fig. 2, the position of Linda’s avatar icon (~0.3, ~0.7) 
describes the relation between Linda and Ralph.    

To assist reading, the space is characterized by four relation quadrants: “you see 
them,” “unknown,” “you see each other,” and “they see you.”  Insignificant relations 
(i.e. unknowns) are located in the top-right corner with coordinates (1, 1) while more 
significant relations (i.e. mutual awareness) are located in the bottom-left corner with 
coordinates (0, 0).   
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Let us return to the scenario where a lurker reads posts in a discussion forum.  Let 
Ralph be an active contributor, checking his Relaviz once in a while to see how things 
stand.  This time he notices “Greg” in the “they see you” quadrant (who did not 
appear the last time Ralph checked).  Ralph can guess that Greg has read and rated 
positively most, if not all, of Ralph’s contributions since the relation is so strongly 
asymmetric.  Depending on the size of the community, Ralph may guess that Greg is 
new in the community or a chronic lurker who has recently discovered Ralph’s 
contributions. This discovery gives an opportunity for Ralph, who has already 
received some benefit (i.e. Greg adding energy units to Ralph’s contributions), to 
directly communicate with Greg, to search for Greg’s contributions and perhaps 
evaluate them.   

If Greg looks at his Relaviz, logically, he will see Ralph appear in the “you see 
them” quadrant.  The important consideration is that both members now have some 
awareness of each other and can take actions to further define the relation.  In order to 
encourage the use of the Relavis, whenever possible, a light-weight version is 
displayed alongside the contribution to give specific relation information (see Fig. 3). 

3.4   Calculating Visibility Values 

The calculation of visibility values is largely dependent on the features of the online 
community.  Actions which are deemed to affect the visibility between members are 
assigned constant values which will either increase or decrease the overall visibility 
value (recall it ranges from 0, visible, to 1, invisible).  In our implementation, 
accessing discussion thread subtracts a little (-0.005) from the opaqueness of each 
reader-author relationship regardless whether the reader actually looks at every post. 
Explicit actions that indicate preference (e.g. “heating” (-0.05) or “cooling” (+0.05) 
posts) have the most impact on visibility.  For example, if a member comments on 
another’s post (-0.08) and then cools down that post, the resulting decreased visibility 
is much greater (+0.15) had there been no comment.  Also, energy units come into 
play to provide bonuses: “hot” items have stronger effect on changing visibility than 
“colder” ones.  

The determination of these constants is an open question.  Some initial intuition is 
required to say certain actions affect visibility between two community members 
more than others.  The analysis of the results the evaluation (described in the next 
section) should provide direction into how these values should be best determined.         

4   The Study: Comtella Discussions

Comtella Discussions (CD) is an online community for discussing the social, ethical, 
legal and managerial issues associated with information technology and 
biotechnology, available online at http://fire.usask.ca.  The primary aim is to share 
and circulate information related to these topics through a discussion forum.  Access 
to content is restricted to registered members, but anyone may create an account after 
consenting to the conditions of the study.  A nickname (alias), e-mail address, and 
password are all that are required to create an account, so members are free to be 
relatively anonymous and create multiple identities, if they desire.    
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4.1   Participant Groups 

CD is being used by students in two university courses at the University of 
Saskatchewan: Computer Science 408 and Philosophy 236, from January to April 
2006.  Both courses study the ethics of technology except the former emphasizes 
information technology while the latter emphasizes ethical theory and biotechnology.   

Table 1. Subject groups in Comtella Discussions

Identifier N Description 
C  10 Core members (computer science students required to 

participate) with test interface 
C  9 Core members who see a control (standard discussion forum) 

interface 
P  15 Peripheral members (philosophy students and others not

required to participate) with test interface 
P  17 Peripheral members who see a control interface 

The computer science students, as part of their coursework, are required to submit 
five posts to the forum every week. Thus, they represent the core membership of the 
community.  Conversely, philosophy students are not required to participate and are 
peripheral members: their instructor just recommended CD as an additional class 
resource.  We denote the core members with C and peripheral members with P.  Next, 
we divide the users (by the order in which accounts are created) into two orthogonal 
subgroups: a test group who receive the new (hot-cold) interface and Relaviz 
visualizations ( ) and a control group who receive a standard discussion forum 
interface with no relation visualization ( ).  A summary of the groups is shown in 
Table 1. All groups use the same concept of community energy to evaluate postings, 
but the representation of the act of rating is different between groups (see Fig. 3). The 
model of relations for each participant computes visibility values towards the other 
participants as described in section 3.4; however, only the -group participants 
receive visualizations displaying their relations. To the -group participants, CD has 
the appearance and functionality typical of online discussion forums.       

Fig. 3. A post header as seen by an -group participant (left) and -group participant (right) 

4.2   Hypothesis 

The hypothesis is that the subgroups using the -interface, i.e. the test-subgroup, in 
both the core and peripheral user groups will show higher participation, will have less 
lurkers (or the number of non-actively participating members of the P  group will be  
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less than the corresponding number in the P  group) and will show increased 
satisfaction with the community.  In order for the hypothesis to hold, participation 
rates p of each group should be ranked in the following order:  

p(C ) > p(C ) > p(P )  > p(P ).                                            (1) 

As a consequence, if the hypothesis holds, we expect the average interaction levels 
(and, of course, the corresponding mutual visibility values) between pairs of members 
of the four groups will be partially ordered so that the mutual visibility of members of 
the -subgroup in both the core and the peripheral group is highest. Also we expect 
that the members of the -subgroups will be more visible for the members of the -
subgroups than the reverse in both the core and peripheral groups. The lowest 
visibility and interaction levels will be between members of the -subgroups in each 
of the core and peripheral groups.   

 

Fig. 4. The distribution of energy units when displaying forums in the  interface 

5   Results 

As shown in Table 2, for most participation metrics, the expected order (1) between 
the groups holds. However, the only observed significance was that P  subjects 
logged into the system more than P  subjects did (p < 0.02).  

Table 2. Subject Group Participation Data 

 Contribution Counts Average Access / Views 

Group Threads Posts Comments Evaluations Logins Threads Relavis 

C  72 326 17 55 66.3 233.6 4 

C  60 299 5 11 48.6 180.2 n/a 

P  6 10 0 6 15.9 28.1 1.1 

P  1 6 1 4 7.9 19.2 n/a 
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Table 3 shows the relative ordering of average visibility of the participants from 
each subgroup. For an idea of the level of interaction these average visibility values 
capture, consider if all incoming relations to a particular participant averaged a 
visibility value of 0.75, then this participant can expect that each user connected with 
an incoming relation to her has viewed at least one of her posts approximately 50 
times (ignoring other actions such as heating and cooling).  

The results generally confirm our expectations. In particular, the P  subjects 
interacted with the core group C more than P  subjects did (p < 0.01) which was our 
basic objective.  Within the core group, the members of the -subgroup engaged in 
more symmetrical relationships. Eight (8) relations of mutual recognition (i.e. ‘you 
see each other’) were made within the C  group, compared to 3 such relations formed 
within the C  group. The interactions and visibility among the members of the 
peripheral group however do not confirm our predictions. Even though the differences 
are very small, the relationships of the P  group members among themselves and with 
members of the P group show that these users engaged in more interactions than the 
users of the P  group.    We still need to do more thorough analysis and interpretation 
of the results. We are currently administrating a questionnaire which will help qualify 
the subjects’ attitudes towards the visualizations.  Specifically, we are trying to 
determine if members changed their behavior in any significant way as a result of 
considering the visualization. A larger study, with more similar core and peripheral 
group will be done in the future.  

Table 3. Interaction between Subject Groups 

Grouping Interaction (from  to) Number of relations Avg. Visibility 

C  C  89 0.5988 

C  C  90 0.5763 

C  C  88 0.6125 
Core-to-Core 

C  C  72 0.6573 

C  P  11 0.9784 

C  P  7 0.9860 

C  P  11 0.9894 
Core-to-Periphery 

C  P  3 0.9820 

P  C  82 0.9624 

P  C  87 0.9674 

P  C  70 0.9711 
Periphery-to-Core 

P  C  79 0.9742 

P  P  42 0.9713 

P  P  28 0.9678 

P  P  40 0.9688 

Periphery-to-
Periphery 

P  P  33 0.9667 
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6   Summary 

We propose a new mechanism for motivating participation in interest-based online 
communities which engages lurkers through modeling and visualizing the relations 
they build with other community members through reading, evaluating, commenting 
or replying to their contributions. The mechanism is based on ideas from open user 
modeling, a concept of community energy, and a new mechanism of rating 
contributions and visualizing the rank of contributions in the community interface. 
The results indicate that the new approach can draw increased participation for both 
active and non-active members. 
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Abstract. Critiquing techniques provide an easy way for users to feed-
back their preferences over one or several attributes of the products in
a conversational recommender system. While unit critiques only allow
users to critique one attribute of the products each time, a well-generated
set of compound critiques enables users to input their preferences on
several attributes at the same time, and can potentially shorten the in-
teraction cycles in finding the target products. As a result, the dynamic
generation of compound critiques is a critical issue for designing the
critique-based conversational recommender systems. In earlier research
the Apriori algorithm has been adopted to generate compound critiques
from the given data set. In this paper we propose an alternative approach
for generating compound critiques based on the multi-attribute utility
theory (MAUT). Our approach automatically updates the weights of the
product attributes as the result of the interactive critiquing process. This
modification of weights is then used to determine the compound critiques
according to those products with the highest utility values. Our exper-
iments show that the compound critiques generated by this approach
are more efficient in helping users find their target products than those
generated by the Apriori algorithm.

Keywords: conversational recommender system, critiquing, compound
critique, multi-attribute utility theory, interaction cycle.

1 Introduction

Critiquing techniques have proven to be a popular and successful approach in
conversational recommender systems because it can help users express their pref-
erences and feedbacks easily over one or several aspects of the available product
space[1][2][3][4]. The simplest form of critiquing is unit critiquing which allows
users to give feedback on a single attribute or feature of the products at a
time[1]. For example, [CPU Speed: faster] is a unit critique over the CPU Speed
attribute of the PC products. If a user wants to express preferences on two or
more attributes, multiple interaction cycles between the user and the system
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are required. To make the critiquing process more efficient, a wise treatment is
to generate compound critiques dynamically to enable users to critique on sev-
eral attributes in one interaction cycle[2][3]. Typically, for each interaction cycle
there are a large number of compound critiques available. However, the system
is able to show only a few of them on the user interface. Thus a critical issue for
recommender systems based on compound critiques is to dynamically generate
a list of high quality compound critiques in each interaction cycle to save the
users’ interaction effort.

McCarthy et al.[5] have proposed a method of discovering the compound cri-
tiques through the Apriori algorithm used in the market-basket analysis method
[6]. It treats each critique pattern as the shopping basket for a single customer,
and the compound critiques are the popular shopping combinations that the
consumers would like to purchase together. Based on this idea, Reilly et al.[2]
have developed an approach called dynamic critiquing to generate compound
critiques. As an improved version, the incremental critiquing[3] approach has
also been proposed to determine the new reference product based on the user’s
critique history. A typical interaction process of both dynamic critiquing and
incremental critiquing approach is as follows. First the system shows a reference
product to the user. At the same time the system generates hundreds of com-
pound critiques from the data set via the Apriori algorithm, and then determines
several of them according to their support values for the user to critique. After
the user’s critique is chosen, the system then determines a new reference prod-
uct and updates the list of critiques for the user to select in the next interaction
cycle. This process continues until the target product is found.

The Apriori algorithm is efficient in discovering compound critiques from a
given data set. However, selecting compound critiques by their support values
may lead to some problems. The critiques determined by the support values
can only reveal “what the system would provide,” but cannot predict “what the
user likes.” For example, in a PC data domain if 90 percent of the products
have a faster CPU and larger memory than the current reference product, it is
unknown whether the current user may like a PC with a faster CPU and larger
memory. Even though the system based on the incremental critiquing approach
maintains a user preference model to determine which product to be shown in
the next interaction cycle, some good compound critiques may still be filtered
out before the user could choose because their support values do not satisfy the
requirement. If the users find that the compound critiques cannot help them find
better products within several interaction cycles, they would be frustrated and
give up the interaction process. As a result, a better approach for generating
compound critiques should allow the users to gradually approach the products
they preferred and to find the target products with less number of interaction
cycles.

In this paper we argue that determining the compound critiques based on
the user’s preference model would be more efficient in helping users find their
target products. We propose a new approach to generate compound critiques
for conversational recommender systems with a preference model based on
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multi-attribute utility theory(MAUT)[7]. In each interaction cycle our approach
first determines a list of products via the user’s preference model, and then
generates compound critiques by comparing them with the current reference
product. In our approach, the user’s preference model is maintained adaptively
based on user’s critique actions during the interaction process, and the com-
pound critiques are determined according to the utilities they gain instead of
the frequency of their occurrences in the data set. We also carry out a set of
simulation experiments to show that the compound critiques generated by our
approach can be more efficient than those generated by the Apriori algorithm.

This paper is organized as follows. The related research work is reviewed in
section 2. Section 3 describes our approach of generating compound critiques
based on MAUT. Section 4 reports a set of simulation experiments to compare
the performance of various critique approaches. Discussions and conclusions are
given in section 5 and 6 respectively.

2 Related Work

Other than the unit critiquing and compound critiquing approaches that we
have mentioned, a number of various critiquing approaches based on examples
also have been proposed in recent years. The ATA system [8] uses a constraint
solver to obtain a set of optimal solutions and shows five of them to the user
(three optimal ones and two extreme solutions). The Apt Decision [9] uses learn-
ing techniques to synthesize a user’s preference model by critiquing the example
apartment features. The SmartClient approach[10] gradually refines the user’s
preference model by showing a set of 30 possible solutions in different visual-
izations to assist the user making a travel plan. The main advantage of these
example-based critiquing approaches is that users’ preferences can be stimulated
by some concrete examples and users are allowed to reveal preferences both im-
plicitly (choosing a preferred product from a list) and explicitly (stating preferred
values on specific attributes). In fact, these example-based critiquing approaches
can also “generate” compound critiques easily by comparing the critique ex-
amples with the current recommended product. But they are more viewed as
tradeoff navigation because users have to state the attribute values that they
are willing to compromise against those that they are hoping to improve[11].
The approach of generating compound critiques that we proposed here can be
regarded as an example-based critiquing approach because we determine the
compound critiques from a list of critique examples. However, the difference is
that our approach concentrates on constructing user’s preferences automatically
through the choice of the compound critiques, and the user can save some effort
in stating the specific preferences values during the interaction process.

Generating diverse compound critiques is also an important issue for conser-
vational recommender systems as a number of researchers have pointed out that
diversity has the potential to make the interaction more efficient[12][13][14]. For
example, in [14] diversity is enhanced by reducing the overlap among those com-
pound critiques generated by the dynamic critiquing approach. In our approach
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PM— user’s preference model; ref — the current reference product;
IS— item set; CI— critique items; CS— critique strings; U— utility value;
β— the weight adaptive factor

//The main procedure
1. procedure Critique MAUT ( )
2. PM = GetUserInitialPreferences ( )
3. ref = GenInitialItem (PM )
4. IS ←− all available products – ref
5. while not UserAccept (ref )
6. CI = GenCritiqueItems (pm, IS)
7. CS = GenCritiqueStrings (ref, CI)
8. ShowCritiqueInterface (CS)
9. id = UserSelect (CS)

10. ref’ = CIid

11. ref ←− ref’
12. IS ←− IS – CI
13. PM = UpdateModel (PM, ref )
14. end while
15. return

//user select the critique string
16. function UserSelect (CS)
17. cs = the critique string user selects
18. id = index of cs in CS
19. return id

//select the critique items by utilities
20. function GenCritiqueItems (PM, IS )
21. CI = {}
22. for each item Oi in IS do
23. U(Oi) = CalcUtility(PM, Oi)
24. end for
25. IS′ = Sort By Utility (IS, U )
26. CI = Top K (IS′)
27. return CI

//Update user’s preferences model
28. function UpdateModel(PM, ref )
29. for each attribute xi in ref do
30. [pvi, pwi] ←− PM on xi

31. if (V (xi) ≥ pvi)
32. pw′

i = pwi × β
33. else
34. pw′

i = pwi/β
35. end if
36. PM ←− [V (xi), pw′

i]
37. end for
38. return PM

Fig. 1. The algorithm of critiquing based on MAUT

the weight of each product attribute is revised adaptively during the critiquing
process, thus we believe that there is a certain degree of diversity between the
compound critiques determined by our approach. The detail investigation of
generating diverse compound critiques will be left in our future work.

3 Generating Compound Critiques Based on MAUT

MAUT[7] is a well known and powerful method in decision theory for ranking
a list of multi-attribute products according to their utilities. Here we only use
its simplified weighted additive form to calculate the utility of a product O =
〈x1, x2, ..., xn〉 as follows:

U(〈x1, · · · , xn〉) =
n∑

i=1

wiVi(xi) (1)

where n is the number of attributes that the products may have, the weight
wi(1 ≤ i ≤ n) is the importance of the attribute i, and Vi is a value function of
the attribute xi which can be given according to the domain knowledge during
the design time.
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The general algorithm of the interaction process with this proposed approach
(called Critique MAUT) is illustrated by Figure 1. We use a preference model
which contains the weights and the preferred values for the product attributes
to represent the user’s preferences. At the beginning of the interaction process,
the initial weights are equally set to 1/n and the initial preferences are stated by
the user. In each interaction cycle, the system generates a set of critique strings
for the user to select as follows. Instead of mining the critiques directly from
the data set based on the Apriori algorithm, the Critique MAUT approach first
determines top K (in practice we set K = 5) products with maximal utilities,
and then for each of the top K products, the corresponding critique string is
determined by comparing it with the current reference product. This “from case
to critique pattern” process of producing compound critique strings is straight-
forward and has been illustrated in [5].

After the user has selected one of the critique strings, the corresponding cri-
tique product is assigned as the new reference product, and the user’s preference
model is updated based on this critique selection. For each attribute, the at-
tribute value of the new reference product is assigned as the preference value,
and the weight of each attribute is adaptively adjusted according to the differ-
ence between the old preference value and the new preference value. If the new
preference value is equal or better than the old preference value, the current
weight on the given attribute is multiplied by a factor β, otherwise it is divided
by β (See line 30-36 on Figure 1). In practice we set the factor β = 2.0. Based
on the new reference product and the new user preference model, the system is
able to recommend another set of critique strings for the user to critique until
the user finds the target product or stops the interaction process.

Figure 2 shows a screen shot of a personal computer recommender system
that we have developed based on the proposed approach. In this interface, the
user can see the detail of a reference product, and he or she can either conduct
a unit critique or a compound critique to reveal additional preferences. It is
very similar to the user interface proposed in [3] except that we show 5 different
compound critiques generated by our approach in each interaction cycle.

4 Experiments and Results

We carried out a set of simulation experiments to compare the performance of
the basic unit critiquing approach (Critique Unit), the incremental critiquing
approach which generates compound critiques with the Apriori algorithm (Cri-
tique Apriori)[3], and our approach generating compound critiques based on
MAUT (Critique MAUT). In the The experiment procedure is similar to the
simulation process described in [3] except for two differences. One is that we as-
sume at the beginning the user will reveal several preferences to the system. We
observed that an average user states about 3 initial preferences. Thus we ran-
domly determine the number of the initial preferences from 1 to 5. Another differ-
ence is that in each interaction process we simply appoint a product as the target
product directly instead of the leave-one-out strategy. Both the Critique Apriori
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Current

Reference 

Product

Compound

CritiquesUnit

Critiques

Fig. 2. The user interface with both unit and compound critiques

and the Critique MAUT approaches generate 5 different compound critiques for
user to choose in each interaction cycle. The Critiue Apriori approach adopts
the lowest support (LS) strategy with a minimum support threshold of 0.25 to
generate compound critiques. In our experiments each product in the data set
is appointed as the target choice for 10 times and the number of interaction
cycles for finding the target choice are recorded. Two different types of data set
are utilized in our experiments. The apartment data set used in [11] contains 50
apartments with 6 attributes: type, price, size, bathroom, kitchen, and distance.
The PC Data set [2] contains 120 PCs with 8 different attributes. This data set
is available at http://www.cs.ucd.ie/staff/lmcginty/PCdataset.zip.

Figure 3 (1) and (2) show the average interaction cycles of different ap-
proaches. Compared to the baseline Critique Unit approach, the Critique Apriori
approach can reduce the average interaction cycles by 15% (for apartment data
set) and 28% (for PC data set) respectively. This validates earlier research that
the interaction cycles can be reduced substantially by utilizing compound cri-
tiques. Moreover, the results show that the proposed Critique MAUT approach
can reduce the interaction cycles over 20% compared to the Critique Apriori
approach (significant difference, p < 0.01).

We define the accuracy as the percentage of finding the target product suc-
cessfully within a certain number of interaction cycles. As shown in Figure 3 (3)
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Fig. 3. The results of the simulation experiments with the PC data set and the apart-
ment data set. (1)The average interaction cycles for the apartment data set; (2)The
average interaction cycles for the PC data set; (3) the accuracy of finding the target
choice within given number of interaction cycles for the apartment data set; (4) the
accuracy of finding the target choice within given number of interaction cycles for the
PC data set.

and (4), the Critique MAUT approach has a much higher accuracy than both
the Critique Unit and the Critique Apriori approach when the number of inter-
action cycles is small. For example, in the apartment data set, when the user is
assumed to make a maximum of 4 interaction cycles, the Critique MAUT ap-
proach enables the user to reach the target product successfully 85% of the time,
which is 38% higher than the Critique Unit approach, and 18% higher than the
Critique Apriori approach.

Compound critiques allow users to specify their preferences on two or more
attributes simultaneously thus they are more efficient than unit critiques. When
the compound critiques are shown to the user, it is interesting to know how
often they are applied during the interaction process. Here we also compared
the application frequency of compound critiques generated by MAUT and the
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Fig. 4. Application frequency of compound critiques generated by MAUT and the
Apriori algorithm

Apriori algorithm in our experiments. As shown in Figure 4, the application
frequency of compound critiques generated by the Critique MAUT method are
much higher than those generated by the Critique Apriori method for both the
PC data set (29% higher) and the Apartment Data set (13% higher). We believe
this result offers an explanation of why the Critique MAUT method can achieve
fewer interaction cycles than the Critique Apriori method.

5 Discussions

The key improvement of the proposed Critique MAUT approach is that the
compound critiques are determined through their utility values given by MAUT
instead of their support values given by the Apriori algorithm. Since a utility
value measures the product’s attractiveness according to a user’s stated pref-
erences, our approach has the potential to help the user find the target choice
in an earlier stage. The simulation experiment results verified this advantage of
the Critique MAUT approach by comparing it with the Critique Unit and the
Critique Apriori approaches.

Modeling user’s preferences based on MAUT is not a new idea. In fact, MAUT
approach can enable users to make tradeoff among different attributes of the
product space. For example, Stolze has proposed the scoring tree method for
building interactive e-commerce systems based on MAUT[15]. However, in our
approach we designed an automatic manner to gradually update the user’s pref-
erence model according to the critique actions. The users are not obliged to state
their preference value or to adjust the weight value on each attribute explicitly
thus the interaction effort can be substantially reduced.

There are several limitations in our current work. The user’s preference model
is based on the weighted additive form of the MAUT approach, which might lead
to some decision errors when the attributes of the products are not mutually
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preferentially independent.1 If some attributes are preferentially dependent, our
approach is still able to generate the compound critiques. However, the user
needs to spend some extra effort to determine the utility function which is more
complicated than equation (1). Furthermore, currently the experiments are based
on artificial users with simulated interaction processes. We assume that the ar-
tificial user has a clear and firm target in mind during the interaction process.
In reality this assumption is not always true because the user may change his or
her mind during the interaction process. Moreover, our approach determines the
compound critiques only based on utility values. Some researchers have pointed
out that the approach of combining similarity and diversity may provide bet-
ter performance[12]. So far we haven’t compared the Critique MAUT approach
with the approach based on similarity and diversity. Nevertheless, in this paper
the newly proposed Critique MAUT approach can generate compound critiques
which are more efficient in helping users find their target product than those
compound critiques based on the Apriori algorithm.

6 Conclusions and Future Work

Generating high quality compound critiques is essential in designing critique-
based conversational recommender systems. The main contribution of this pa-
per is that we propose a new approach in generating compound critiques based
on the multi-attribute utility theory. Unlike the popular method of generating
compound critiques directly by the Apriori algorithm, our approach adaptively
maintains the user’s preference model based on MAUT during the interaction
process, and the compound critiques are determined according to the utility val-
ues. Our simulation experiments show that our approach can reduce the number
of interaction cycles substantially compared to the unit critiques and the com-
pound critiques generated by the Apriori algorithm. Especially when the user is
willing to make only a few interactions with the system, our approach enables
the user with a much higher chance in finding the final target product. In the
future, we plan to organize a set of real user studies to compare the performance
of these critiquing approaches in terms of the actual number of interaction cy-
cles as well as the degree of users’ satisfaction. We will also further improve the
performance of our approach by integrating a certain degree of diversities into
the compound critique generation process.
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Abstract. This research investigated learner interaction with presentation, 
content and navigation adaptivity and its effect on time spent (efficiency) and 
performance (effectiveness) with three online tutorials. The tutorials were de-
veloped using a learning cycle to address the needs of all learners. Adaptivity 
was gradually introduced according to the learner interaction behavior with 
the cycle. Results from an analysis of variance (ANOVA) indicate that the 
amount of time spent was significantly reduced in the third and fully adaptive 
tutorial with comparable performance. 

1   Introduction 

Interaction with a learning cycle formatted according to instructional design princi-
ples, specifically the OctoPlusTM [1], allows usage data, like time spent over the cycle 
and navigational sequence, to be collected and filtered, characterizing an individual 
interaction behavior. Other adaptive educational systems made use of learning cycles, 
i.e. INSPIRE [2] and EDUCE [3], but no other system proposed adapting the whole 
cycle organization according to the user interaction behavior. In general, adaptive 
educational systems give almost no attention to the learning cycle, an important as-
pect of learning style theory.   

2   OctoPlusTM

The OctoPlusTM provides the learner with a wide range of possible configurations 
and representations of content developed in a variety of ways, to create a continu-
ously adaptive learning environment. The OctoPlusTM is composed of 8 instruc-
tional events [1], as described in part by McCarthy [4]. For example, the first  
instructional event is Connect. The purpose of this event is to engage students in a 
meaningful, concrete activity and/or to elicit prior knowledge. Within each instruc-
tional event are information blocks, made up of raw assets [5, 6].  Multiple infor-
mation blocks are developed to reach a particular type of learner, the raw asset (or 
media type) varies, thereby building a hierarchical organization structure for the 
adaptive system [6]. 
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2.1   Sample Design 

Figure 1 illustrates a typical OctoPlusTM interface. Clicking on a cycle bubble in the 
right top corner causes the corresponding instructional event (i.e. connect) content to 
be displayed in the main window. Within this instructional event (IE) an embedded 
information block, as designated by the instructional designer, is included.  Next, two 
hyperlinks to the information blocks (IB) “Watch” and “You Try” are included.  In 
this case, these two IBs represent the same content, but are presented in different 
ways.  The information block “Read More” is an optional link, whose purpose is to 
add more content (depth) to this particular IE. 

Fig. 1. OctoPlusTM adaptivity features 

The OctoPlusTM learning cycle design provides a consistent framework with which to 
analyze learner interactions through observation and performance. Adaptivity led us to 
reflect on how we could transform a learning cycle into an interaction cycle, based on 
individual usage data. We hypothesized that performance could be improved and time 
spent reduced if learners could be guided somehow to attend to only the instructional 
events that match an individual interaction behavior, given data from past interactions 
with the cycle. Assis et al [5, 6] provide some pilot experiments that helped us identify 
which usage data could be relevant to define an individual interaction style: 

• Performance in assessment tests and practical exercises; 
• Normalized percentage (%) of time spent in each instructional event; 
• Navigational sequence, i.e. order of instructional events visited; 
• Information block class accessed. An information block is classified according to 

multimedia composition and instructional method. Each icon in Fig. 1 (preceding 
the “Watch”, “You Try!”, and “Read More” commands) is a link to an informa-
tion block. A particular information block selected by the learner is considered ac-
cessed if its window remains open more than a minimum required amount of time.  
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3   The Adaptive Experiment 

Three tutorials were developed according to the OctoPlusTM format, each one teaching 
a basic tool of The Geometer’s Sketchpad©  (http://www.keypress.com/sketchpad/) 
software. The sample was composed of 35 students from two different high school 
mathematics classes. The control group was composed of 18 students, where none of 
the 3 tutorials offered any kind of adaptivity. The adaptive group included 17 students 
where the adaptivity grew over time (see table 1).  

Table 1. The Adaptive Group  

Tutorial 1 Tutorial 2 Tutorial 3 
No adaptivity Adaptive Presenta-

tion 
Adaptive Presentation + Content + 
Navigation  

3.1   Data Collection 

Presentation adaptivity was provided in the second and third tutorials for the adaptive 
group, using a Naïve Bayes Classifier (NBC) algorithm. Additionally, navigation and 
content adaptivity were implemented in the third tutorial for the adaptive group. A 
rule-based approach was implemented considering the following for each IE of the 
two previous tutorial cycles: 1) let tsl be an individual % time spent normalized by a 
domain expert % time spent; 2) let tse be the normalized domain expert % time spent. 

• Navigation adaptivity rule: recommend IE if tsl  0.5tse, considering average nor-
malized % time spent in that specific IE during the previous two tutorials. The con-
stant 0.5 was arbitrarily chosen to represent that, in a recommended IE, the individual 
average normalized % time spent is at least half of the expert’s normalized % of time 
spent. Otherwise, IE is accessible from the OctoPlusTM cycle but it is not recom-
mended (the correspondent IE bubble was grayed and faded out). 

• Content adaptivity rule: Optional IB(s) should be automatically added to the de-
fault IE content window if tsl  1.5tse, considering average normalized % time 
spent in that specific IE during the previous two tutorials. The constant 1.5 was 
chosen to represent that when an individual average normalized % time spent ex-
ceeds in more than 50% the expert’s normalized % of time spent, it may be the 
case that individual is really interested in that specific IE. Therefore, system may 
facilitate interaction by embedding additional content to the default IE content 
window. Otherwise, optional IB(s) remain(s) available at the bottom of the page as 
optional link.  

4   Experimental Results 

The average time spent per instructional event and performance on assessments was 
compared between groups. Results from an analysis of variance (ANOVA) indicated 
that the adaptive group spent significantly less time ( =0.05) than the control group in 
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the last and fully adaptive tutorial. No significant differences between time spent were 
detected in the first or second tutorial. 

Performance data for practical exercises and assessment tests was also collected. 
Practical exercises were given to students during the cycle interaction and consisted 
of a task in each tutorial to be implemented with the Sketchpad software. Assessment 
tests were given at the end of a tutorial and consisted of open-ended retention and 
transfer questions. Overall, both groups scored higher in practical exercises, in other 
words, the tutorials were successful in teaching students how to use the Sketchpad 
software.  

         (a)              (b) 

Fig. 2. (a) Average time spent (b) Practical exercises and assessment tests performance 

For the second tutorial, the adaptive group was given adaptive presentation. Based 
on ANOVA results, the control group performed significantly better ( =0.01) than the 
adaptive group on practical exercises and assessment tests in the second tutorial. 
When presentation, content, and navigation adaptivity was presented to the adaptive 
group for the third tutorial, no significant differences on performance were found.  
We are investigating if introducing adaptivity right after the very first OctoPlusTM

cycle is indeed too early or if our problem is somehow related to the choice of the 
NBC algorithm. In a realistic scenario, adaptivity should only be applied if average 
learning performance in previous cycles is satisfactory. 

Although performance for both groups was statistically comparable in the last tuto-
rial, adaptivity significantly reduced time spent for the adaptive group over the control 
one. This might indicate that after two OctoPlusTM cycles students may be getting 
used to the model, increasing the chances of adaptivity success. Waiting for two inter-
action cycles also provides more data for inference engines making adaptivity deci-
sions, increasing the likeliness of a positive outcome.   

The sequence by which learners interact with the instruction event may also effect 
learner perceptions and/or performance.  We are investigating how to integrate more 
advanced inference techniques, such as Markov chains and clustering analysis, into 
the OctoPlusTM adaptivity model. With that, we hope to achieve the goal of not only 
significantly reducing time spent with adaptivity but also significantly improving 
performance.  
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5   Conclusions and Future Work 

Significantly reduced time spent for the adaptive group in the third and fully adaptive 
tutorial with comparable performance to the control group is an encouraging finding. 
Future work will explore adaptive presentation techniques different from link hiding 
to explore the shortcomings found in the second tutorial.  Additionally, collecting data 
from at least two cycles before starting adaptivity may eliminate any degradation in 
student performance.  

An analysis of individual interaction styles and experimentation with different in-
ference techniques to better explore data (such as navigational sequence) to see how it 
can be useful in the adaptivity process is underway. In future work, we plan to inte-
grate different inference techniques merging individual-based and collaborative-based 
approaches for guiding adaptivity in the OctoPlusTM.
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Abstract. In this paper we describe an approach to design an adaptive system 
as a Semantic Web Service. We focus on how adaptive systems can provide 
adaptive services through web service technologies. In particular, we concen-
trate on adding semantic information to enrich the service discovery phase. We 
present a recommender system, UbiquiTO-S, which exploits the technology of 
Web Services (WS) and Semantic Web to allow software agents to discover its 
services and use its adaptive services. 

1   Introduction and Basic Principles 

The past years have shown an enormous increase of efforts in standardization and 
development of interoperable Web technologies. In particular, with the number and 
diversity of Web Services (WSs) and Semantic WSs expected to grow, a recent trend 
is targeting the vision of offering adequate techniques for user-centric and preference-
based services discovery and selection technologies that support personalization [2]. 

Adaptive techniques may be employed in the process of interaction among WSs.
As underlined in [3], this issue leads to a number of research questions: How can Se-
mantic WSs be used in adaptive environment? How can Adaptive Systems and WSs be 
joined to meet user needs? The most common approach is to add personalisation to 
the different stages of the process of interaction among WSs: discovery, querying, and 
execution [7,2]. In particular, a service can be searched according to user personal 
profile, which typically includes her individual preferences together with technical 
constraints on terminal and environment. A like-minded approach can be found in [3], 
which furthermore introduces the composition of Semantic WS by a domain expert, 
and the adaptive integration service in response to user needs using ontologies in or-
der to capture and exchange models of the real world and making them available to 
automated agents. 

Our approach moves from the same considerations, but the perspective is different: 
the focus is on Adaptive Systems that provide adaptive services using Semantic WS
technologies. A similar approach is led by [6] that developed a mobile tourist applica-
tion that offers information and services tailored to the context and the user plans. The 
platform is based on WS technologies combined with Semantic Web technologies, it 
is open and allows third parties to integrate new services and information into the 
platform. Similarly, in our approach we focus on the adaptation of an application that 
is designed to work as a Semantic Adaptive WS. In particular, in this preliminary 
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work we concentrate on adding semantic information to enrich the service discovery 
phase. To extend WSDL1 descriptions with semantic information we use WSSP (Web 
Service Semantic Profile) since it is specifically designed for the description of ser-
vice profile and thus for the discovery phase [4,5]. Moreover, to describe ontologies 
and rules referenced in WSSP we use OWL2 and RDF-RuleML3.

In the next section we will present a usage scenario with the description of the cor-
responding platform to highlight that extending the expressive power of WSDL files 
is essential to implement a Semantic Adaptive WS. In particular, exploiting ontolo-
gies and semantic rules allow to express conditional inputs that are commonly neces-
sary for user modeling and adaptation, in order to explain the reasons why such inputs 
are required and thus to explain the behaviour of the system. Moreover, semantic is 
essential to improve interoperability and to allow explanations, proof, user models 
sharing, etc. In the last part of the paper we will provide an example of a RDF-
RuleML adaptation rule linked by a WSSP [4,5] file in UbiquiTO-S, a semantic tour-
ist recommender. 

2   Usage Scenario and Platform Description 

USAGE SCENARIO
Carlo is a business traveler. He arrives in Torino and looks for events in the late after-
noon. Thus, he runs the browser of his SmathPhone GPS-equipped and queries his 
preferred matchmaker4 in order to find out a WS that satisfies his needs. From the 
matchmaker search interface he selects the categories tourism and events. The 
matchmaker already knows some information about Carlo, such as his position pro-
vided by his GPS-receiver and his profession and age provided by Carlo when he reg-
istered to the service the first time he used it. The matchmaker discovers UbiquiTO-S, 
invokes its services and finally Carlo receives a list of events in the city of Torino that 
mostly correspond to his interests and propensity to spend. He is satisfied about the 
recommendations and also because both the discovery of UbiquiTO-S and the person-
alization of the answers were carried out automatically. 

PLATFORM DESCRIPTION 
The above example presents a scenario where several WSs provide services to end-
users and to software agents. As typical, they describe their services in WSDL files 
and advertise them in public UDDI5 registries. UbiquiTO-S is a WS, and in particular 
a Semantic Adaptive WS that provides recommendations in the tourist domain. The 
matchmaker searches the UDDI registry and discovers several WSs (UbiquiTO-S is 
one of them) offering the information Carlo is interested in. The matchmaker evalu-
ates the match between i) user requests and known user features and  ii) the provided 

1 http://www.w3.org/TR/wsdl 
2 http://www.w3.org/TR/owl-features/ 
3 http://www.w3.org/2004/12/rules-ws/paper/93/ 
4 A matchmaker is a search engine a user can delegate to find services. It works performing a 

match between the user request and the service description typically advertised on UDDI 
registries. 

5 http://www.uddi.org/ 
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outputs and WS requirements. The matchmaker decides to invoke UbiquiTO-S ser-
vices since it is able to provide not only location based information, as done by other 
discovered WSs, but also information tailored to the provided user features. 

UbiquiTO-S is designed as a Semantic WS that semantically annotates required in-
put, provided output and their relationships. In particular, UbiquiTO-S enriches the 
WSDL service description by means of a WSSP file that specifies restrictions and 
constraints for WSDL parameters of input and output. WSSP, which has been intro-
duced and successfully exploited by [4,5], is a discovery mechanism that semantically 
enriches the UDDI’s search functionality and encodes semantic information with 
WSDL. It represents input and output semantics, as in the OWL-S profile6, by de-
scribing the service capabilities with semantic information expressed in some ontol-
ogy language (for example OWL). In addition to OWL-S profile, WSSP gives the 
possibility to link rules that allow  to better specifying restrictions and constraints to 
inputs and outputs (for example in RDF-RuleML). Many other standards have been 
proposed (e.g., WSDL-S7, WSML8, SWSL9) but the choice of using WSSP in our 
proposal depends on the fact that it is compatible with the service ontology of OWL-
S, and allows to use semantic rule languages, like RDF-RuleML, also in the descrip-
tion of service profile, and can be complementary used with the standard WSDL and 
UDDI structures. In particular, for the goal of adaptation, the possibility to define 
restrictions and constraints to input and output is quite interesting: 

1. Restrictions to the required inputs can be specified by mapping the input parameter 
on ontologies. For example, an OWL ontology can be used to define the meaning 
of an input parameter (e.g., Profession), specifying its meaning and its relation-
ships with other classes.   

2. Constraints to input and output are expressed by means of semantic rules. Con-
cerning the input, a rule can specify its allowed values, which in the above example 
are the subclasses of that particular class (e.g., Student, Manager).  Concerning the 
output, rules are relevant to specify constraints that explain the reason why corre-
sponding inputs are required. For example some rules exploited in the above sce-
nario may specify that:  

• if the user profession is provided (input), suggestions regarding events (out-
put) have a Confidence Value (CV) of  0.5; 

• if the user profession and age are provided (input), suggestions regarding 
events (output) have a CV of 0.7;

Thus we can state that rules try to justify the required input by explaining that the 
corresponding output information will be more precise and tailored to the specific 
needs. This not only increases the control over the adaptive service and its scrutabil-
ity, but also offers to the requestor user-tailored information in addition to the pur-
poses  the web service is designed for. In order to show the relations between WSSP 
and rules, Fig. 1 presents a part of the WSSP file that shows  the output message and 
the URI reference to the rule that specifies the constraints to the output. Then Fig. 1 

6 http://www. daml.org/services/owl-s/ 
7 http://www.w3.org/2005/04/FSWS/Submissions/17/WSDL-S.htm 
8 http://www.wsmo.org/wsml/ 
9 http://www.daml.org/services/swsl/ 
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presents a part of the RDF-RuleML rule referred to the specified URI in the WSSP 
file. In particular, as it can be seen, it expresses in RDF-RuleML the second rule of 
the above examples, i.e. “if the user profession and age are provided, suggestions 
have a CV of 0.7”

<Implies>
  <rdf:Description ref:about="http://ubiquito-s /rules.rdf#ProvideAgeProfession">
  <rdf:type resource="http://ubiquito-s/preds/Relation.owl#ProvideAgeProfession">
  <rdf:type resource="http://ubiquito-s/preds/Relation.owl#HasConfidence">
….
  </rdf:Description>
<body>  <Atom> 
       <oid><Ind wlab=http://ubiquito-s/UserModel.owl#User /></oid> 
       <opr><Rel wref="http://ubiquito-s/preds/Relation.owl#ProvideAgeProfession"></opr>
       <slot><Ind wref=" http://ubiquito-s/onto/UserModel.owl#Age"/></slot>
       <slot><Ind wref=" http://ubiquito-s/onto/UserModel.owl#Profession"/></slot>
  </Atom> </body> 
<head>    <Atom> 
       <oid><Ind wlab="http://ubiquito-s"/></oid>
       <opr><Rel wref="http://ubiquito-s/preds/Relation.owl#HasConfidence"></opr>
       <slot><Ind wref=" http://ubiquito-s/onto/Output.owl#Events"/></slot>
        <slot><Ind wref="http://www.u2m.org/2003/situation#confidence"/><Data>0.7</Data></slot>
</Atom></head>
</Implies>

<profile:output>
   <profile:message rdf:ID="ServiceResponse">
….
      <profile:constrainedBy rdf:resource="http://ubiquito-s /rules.rdf#ProvideAgeProfession"/> 
   </profile:message> 
</profile:output>

WSSP constraints 

RDF-RuleMl

Fig. 1. An example of WSSP constraints specified in a Rdf-RuleML rule 

3   Conclusion and Future Works 

In this paper we presented a recommender system, UbiquiTO-S, which exploits the 
technology of Web Services and Semantic Web to allow software agents to discover 
its services and invoke its adaptive services. 

UbiquiTO-S has been developed as an extension of UbiquiTO [1], a mobile adap-
tive guide that provides personalized location-based tourist information. With respect 
to UbiquiTO, the main task is not changed, but its transformation into a WS and the 
choice to formally and semantically describe input requirements, outputs and espe-
cially their relationships introduces it in a cooperative environment for personalized 
services. With respect to common WSs, the advantage of this approach is that it al-
lows a middle agent (e.g. the matchmaker in the scenario) to obtain services that i) 
better match the user request ii), fit specifically her features, iii) can be imported and 
processed to compose other services which take advantage of the personalization. 
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Moreover, considering the user point of view, while UbiquiTO provides adapted in-
formation without explaining the reason why it needs some data and its adaptive be-
haviour it is not transparent, UbiquiTO-S, on the contrary, is more scrutable for both 
end users and software agents. 

As specified in the introduction, this is an ongoing work and this initial phase has 
been focused on the semantic discovery phase of the service, by adding semantic in-
formation to the service profile. The current work includes the definition of the 
WSDL file, the definition of the WSSP profile, and the definition of all the OWL on-
tologies and RDF-RuleML rules that are referred in WSSP to specify restrictions and 
constraints of the input and output messages.  

Our next step will deal with adding semantic to the whole process that includes 
service composition, execution and monitoring. 
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Abstract. The design of Web applications traditionally relies heavily on the 
navigation design. The Web as it evolves now brings additional design concerns, 
such as omni-presence, device-dependence, privacy, accessibility, localization 
etc. Many of these additional concerns are occurrences of user- or context-
dependency, and are typically realized by transformations of the application (de-
sign) that embed adaptation in the navigation. In this paper we focus on how to 
extend an application with new functionality without having to redesign the en-
tire application. If we can easily add functionality, we can separate additional  
design concerns and describe them independently. Using a component-based im-
plementation we show how to extend a Web application to support additional de-
sign concerns at presentation generation level. Furthermore, we demonstrate how 
an Aspect-Oriented approach can support the high-level specification of these 
(additional) design concerns at a conceptual level. 

1   Introduction 

Part of the popularity of the Web is due to its omni-presence and accessibility: mobile 
devices (mobile phones, PDA’s etc.) make the Web accessible ‘anywhere and any-
time’. A broad range of organizations, e.g. in e-government, e-health, e-commerce, e-
learning, currently offer (part of) their services through this omni-present WWW. In 
this evolution, designing and creating a Web application has become an increasingly 
complex task. Not only are the applications larger, they also have to take into account 
various (design) issues which were previously irrelevant: device-dependence, privacy, 
security, accessibility, localization, personalization etc. Many of these design issues 
require exhibiting a certain user- or context-dependency: the application becomes 
adaptive (to the user). When designing applications and taking into account all these 
separate issues, ad-hoc design obviously becomes unfeasible. 

Web application design methods (e.g. Hera [1], OOHDM [2], WebML[3], 
WSDM[4], OO-H[5]), proposed in literature as a systematic and conceptual approach to 
Web application design, offer design and implementation (generation) support for engi-
neering complex Web applications. Adaptation of data, navigation, and presentation that 
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suits the current user/context is specified by incorporating conditions in the relevant 
design models. This adaptation specification constitutes a significant part of the design 
of the Web application. Furthermore, it is closely intertwined with the (regular) design 
process, which complicates the Web engineering process and is in sharp contrast with 
the desired separation of concerns. 

In this paper we first illustrate how to add adaptation to an existing (Hera-based) 
Web application, using a component-based implementation. We do so utilizing the 
Generic Adaptation Components (GAC [6]) provided by the AMACONT project, and 
exemplify this approach with a running example using Hera [1]. Furthermore, we 
illustrate how this adaptation can be specified at a higher-level of abstraction (i.e. at 
the design level), separately from the regular application, by applying aspect-oriented 
techniques. Using aspect-oriented techniques allows us to tackle cross-cutting design 
concerns, which adaptations typically are. 

2   Implementing Additional Adaptation Concerns 

Before explaining how to add adaptation to an existing Hera-based Web application, 
it is wise to recall the general architectural model behind such a Web application: 
under the direction of an application model (AM) it transforms domain content into a 
hypermedia presentation. When adding adaptation to such an application, each addi-
tional adaptation concern can be seen as a modification of the application, and thus, at 
implementation level all these additional adaptation concerns have to be incorporated 
into the overall hypermedia generation process (see Figure 1). 

 

Fig. 1. Implementing Additional Concerns at Presentation Generation 

For this implementation of additional adaptation concerns we exploit the Generic 
Adaptation Component (GAC), a transcoding tool for making Web applications adap-
tive. According to its rule-based configuration, it allows to perform instance-level 
adaptation operations on XML-based content (in our case the original hypermedia 
presentation underlying the initial application model) based on available user/context 
information is stored in its adaptation context data repository. The GAC is thus a par-
ticularly suitable solution for implementing adaptation for hypermedia presentation 
generation, independent of the regular application design. To illustrate this approach, 
consider the running example of (a part of) a research project’s Web application.  
Figure 2 depicts the structure of the application according to the visual representation 
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of a Hera AM. The starting page is the project homepage showing the project's name, 
its introductory project description and the project members' name and photos as 
thumbnails. Clicking on a member, one can navigate to the corresponding member's 
homepage containing the name, contacts, CV, image, as well as a link list showing the 
publications (title, conference, year of publication). Note that in this basic application 
model there is no adaptation embedded yet. 

 

Fig. 2. Example Application Model 

Now imagine we would like to express, in the context of an additional adaptation 
concern of device-dependency, that for pda-users no images will be shown, and on the 
member page, no publication-list will be given. The corresponding GAC rule for 
filtering images (which in this case will omit members’ thumbs on the project page, 
and members’ pictures on each member’s page) looks as follows: 

<gac:AppearanceRule gac:selector="//Slice/* [@mediatype = 'picture']"> 
    <gac:Condition gac:when="$device!=‘pda’"/> 
</gac:AppearanceRule> 

Figure 3 shows two versions of our running example’s project member homepage. 
Based on the application model shown in Figure 2, the original (desktop) variant 
provides information of that member’s title, name, CV, contacts but also a link list 
pointing to his publications. According to the above GAC rule, no pictures are shown 
on the PDA. Furthermore, the list of the member’s publications is only shown on the 
desktop browser and filtered out on the handheld. 

3   Specifying Additional Adaptation Concerns at Design Level 

Using the GAC to specify additional adaptation concerns allows to specify adaptation 
separately from the regular Web application. However, this solution operates at the 
level of presentation generation, and requires detailed knowledge of the specific XML 
formats of the Web design method’s implementation models (in our case, the Hera 
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implementation models). Furthermore, the richness of these models is a determining 
factor for the specificity or generality of the GAC rules. A higher-level solution, 
which allows the designer to specify additional adaptation concerns at the design level 
exploiting their implementation independent semantics, yet still separate from the 
regular design, is thus desirable. Therefore, we will apply aspect-oriented techniques 
at design (model) level (see also [7] for a similar, yet lower level approach). From 
such a higher-level specification, one or more GAC rules for the specific XML (im-
plementation) format can then be generated.  

 

Fig. 1. Generated Member Page 

As our “omit all pictures” example suggests, adaptation is, in most cases, not fixed 
to one particular element, yet distributed over the entire design. A similar observation 
was made in the programming community, when considering different design con-
cerns of a software application: some concerns cannot be localized to a particular 
class or module; instead they are inherently distributed over the whole application. 
Such a concern is called a cross-cutting concern. To cleanly separate the program-
ming code addressing this concern from the regular application code, Aspect-Oriented 
Programming was introduced. An aspect captures the code originating from the cross-
cutting concern, and is split up in two parts: the advice (i.e. the programming code 
that needs to be injected in the regular code) and the pointcut (i.e. the particular 
place(s) in the regular code where the advice needs to be injected).  

Returning to our running example, and applying aspect-oriented principles at the 
design level of a Web Application, we can express the required adaptation “for pda-
users, remove all images from the application” as follows (using pseudo-code): 

POINTCUT ALL ELEMENTS WITH mediatype = ‘picture’ PROPERTY 
    ADVICE ADD CONDITION device != ‘pda’ 

This pointcut/advice pair specifies that, for all design elements which are pictures 
(the pointcut), a condition is added which restricts visibility of these element to non-pda 
users only. Such an aspect-oriented specification can subsequently be (automatically) 
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translated in one or more corresponding GAC rules, which perform the desired adapta-
tion at implementation level, as described in the previous section. Note that both at 
design and implementation level, we strive for a separation of adaptation (concerns), 
from the regular design/application. 

4   Conclusion 

In this paper, we demonstrated how to add (additional) adaptation concerns to an 
existing (Hera-based) Web application, both at design and implementation (genera-
tion) level. Our approach is based on the observation that adaptation mostly boils 
down to transformations that realize a certain user- or context dependency. We 
showed how these transformations can be specified independently from the original 
application at presentation generation level, by using a generic transcoding tool GAC. 
We illustrated how higher-level support for this adaptation specification can be real-
ized applying aspect-oriented techniques. We are experimenting with such aspect-
oriented adaptation specifications, and with the required mapping to GAC rules. 
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Abstract. As applications evolve over time, it becomes increasingly desirable 
to be able to adapt a system, enabling it to handle situations in different ways 
and to handle new situations. We refer to this as the flexibility and 
maintainability of a system. These features come at a cost. We argue here that 
they are an important aspect of evaluation, and that we need to measure these 
costs. To start getting a handle on how one might evaluate these aspects of a 
system (or of an approach), we turned to our own approach to building AH 
applications and designed a specific study to allow us to look at these issues. 

1   Introduction 

The last decade has seen the development of approaches and reference models (e.g., 
[8] and [11]) for Adaptive Hypermedia (AH) systems, and the development of various 
methods to provide a range of adaptations to users. There are many AH systems in a 
various domains (e.g., [2], [6], [7], [5], [12], [4]), and the issue of evaluation has 
become crucial. Evaluation is a complex (and costly) problem, with multiple 
dimensions. Most evaluations to-date are empirical studies of specific applications 
under particular conditions, focussing on one dimension: the end-user. We argue that 
we must look at evaluation from a number of perspectives, including but not limited 
to the end-user. In particular, we are interested in a system-perspective. 

In this paper, we propose to examine the flexibility and the ease of maintenance 
afforded by the design of a system. As a start towards this goal, we present a specific 
attempt to evaluate the flexibility of our system through a scenario in which we 
performed a series of changes requiring an existing application to produce new or 
different presentations and adaptations. 

2   Current Evaluations of AH Systems 

A great deal of work has focused on evaluating AH systems with a focus on usability 
(e.g., [1], [9] and [12]). In most cases, an experiment is set up to evaluate an adaptive 
system by comparing it to a standard system. While recent work started to look at the 
systems’ performance and the validity of their design (e.g., [3] and [10]), we propose 
to look at yet another facet of a system-oriented evaluation, in particular the design of 
the underlying AH architecture with its impact on the maintenance of an application. 
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This would provide insight into an AH architecture’s customisability, its maintain-
ability, its flexibility to be extended or modified, and the degree of reusability it 
allows. We believe this would help us understand the benefits and costs associated in 
developing AH applications and start comparing various architectures. 

3   Evaluating the Flexibility of Adaptive Systems 

Implementing adaptive systems able to handle specific situations in specific ways is 
important, but not enough. Most adaptive systems are built around a specific 
application. Using them in the context of a different application is difficult. As 
applications evolve over time, it is desirable to be able to change an application, 
enabling it to respond appropriately to new situations: this requires the ability to 
handle new situations or respond differently than originally envisaged to known 
situations. This is important for at least two reasons: 

(1) We are designers not domain experts; it is thus difficult for us to know what is 
the most appropriate in each situation. The design of an application should 
allow the experts to take control and configure the application appropriately; 

(2) Situations are dynamic – what is satisfactory today may be inadequate 
tomorrow. We must be prepared to take on board new requirements as they 
come in. 

These requirements come at a cost. We thus believe that there is another side to 
evaluation: the ease or cost of developing applications that can be easily configured 
and maintained to meet changing requirements. Note that we are not talking here of 
computational learning models, but rather we refer to the manual cost of adapting and 
maintaining an application. 

3.1   What Should Be Evaluated?  

What should we take into account to evaluate the cost of maintaining adaptive 
applications? To get a handle on this issue, we started with our own architecture for 
AH applications. Our aim was to understand the ease with which an application built 
using our architecture could be maintained and extended. In particular, we looked at: 

(1) What changes are needed? – When there are new requirements, do the 
modifications require the development of new resources, the implementation 
of additional functionality to the underlying architecture, or both? 

(2) Who can do it and what is the expertise required? – Adaptive systems are now 
quite complex and require a lot of expertise that may be shared among several 
individuals (e.g., software engineering, HCI, domain expertise, etc.). 

(3) How hard it is? – How much effort and time is required to modify the system 
to the new requirements? 

The objective of this work was not to come up with an absolute figure nor a metric, 
but to start building an understanding of how flexible our system is, of the cost of 
extending an application, and of how one might evaluate approaches along these 
dimensions. 
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In the following sections, we outline our specific AH architecture, the Virtual 
Document Planner (VDP). We have already used this architecture to build various 
applications (e.g., [12] and [4]), and we felt that it was flexible and portable across 
domains and applications. Yet, we wanted to address our questions above more 
precisely, especially with respect to maintenance and cost. 

3.2   The Virtual Document Planner Overview 

The Virtual Document Planner (VDP) is a multimedia generation system that 
dynamically produces hypermedia documents. It is the main module of Myriad, our 
platform for Contextualised Information Retrieval and Delivery [11]. The VDP 
belongs to the class of AH systems working with an open set of (potentially 
heterogeneous) resources by opposition to AH systems based on a fixed and closed 
world (cf. [2] and [5]). Instead of providing navigation support and guidance through 
a (manually authored) hypermedia space, the VDP creates a tailored hypermedia 
space. The VDP generates hypermedia documents using discourse rules to select and 
organise the content, presentation rules to determine an appropriate way to realise the 
content and the structure of the presentation, and a set of templates to control the 
layout of the final document. In the two classes of systems, the adaptation methods 
used are different. For example, while AH systems with a fixed set of resources tailor 
the content by removing, inserting, altering or stretching fragments of text, open 
sources AH systems decide what needs to be included, retrieve the appropriate 
fragments from various sources and assemble them into a coherent whole. This 
process is done in our case by the VDP planning engine. In addition, while the former 
class of systems focuses on the development of adaptive navigation support 
techniques, the manipulation of links is not an issue in the latter class as systems have 
control over the generated hypermedia space. However, besides those differences, the 
two approaches present similarities in the way the adaptation is performed. In 
particular, they base the adaptation on the information recorded in the user profile, 
task model and other contextual models. 

3.3   The Evaluation Study 

To assess the flexibility of our system, we defined a scenario where our application 
was to generate three multimedia documents, taking into account a series of changes 
regarding both the content (varying the type and the amount of information provided) 
and the presentation (varying the way information is laid out). We wanted to evaluate: 
what needed to be done to enable the application to allow for the changes? Who could 
do it? And how easy/expensive it would be? Our study allowed us to put to the test 
our approach and architecture, and to assess its current flexibility to fit new 
requirements. We found that: 

(1) By decoupling the engine/mechanisms from the resources, the changes were 
applied to the resources, at distinct layers of our architecture (content, 
presentation, or adaptation mechanisms). Indeed, while the planning engine 
used by the VDP is generic and can be reused in different applications, the 
resources (i.e., discourse and presentation rules) are domain and task 
dependent, and need to be specified and re-written for each application; 
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(2) It was hard to anticipate exactly the amount of work, especially for changes 
involving content. We realised that the cost of providing new content was not 
related to the amount of new material to be added. It depends both on the role 
in the discourse structure of the new content and how it fits with existing 
content, and on the granularity at which the new content is represented, as this 
influences the number of discourse rules to be written; and, 

(3) The expertise needed to perform these changes was complex. Although the 
VDP’s resources are highly modular and declarative, all expressed in XML, 
creating and modifying them requires some expertise. The person authoring a 
target document needs to understand the syntax in which the discourse rules 
are written, and, more importantly, how they can be combined to generate a 
particular document. 

We realised that the latter was potentially a significant cost of our approach. As a 
result, we are now undertaking work to provide domain experts with authoring tools 
that generate automatically the appropriate discourse rules from the specification of a 
document structure, thus reducing that aspect of cost. Having the authoring tool 
coupled with our AH architecture, we can now revisit the cost of changing an 
application, as illustrated in Table 1. 

Table 1. Comparative cost of introducing an authoring tool enabling the system to automate 
content changes from the author’s specifications 

VDP without Authoring Tool VDP with Authoring Tool 

What needs to be changed? Discourse Rules Specifications of the 
document structure 

Who is doing the changes? System designers with 
discourse expertise 

Authors for content 

How much effort is required? Several hours 15 to 30 min 

Referring back to our original questions (What? Who? How hard?), we have now 
significantly reduce the complexity of the expertise and the amount of manual effort 
required (the new or modified discourse rules are derived automatically from the 
authoring tool). We thus believe that our analysis, albeit only a starting point, has 
already allowed us to get a handle on the cost of using our approach and has led us to 
improvements. 

4   Conclusion 

Situations and requirements evolve; nobody wants to rebuild a system each time a 
new need comes in. Thus, maintenance of adaptive systems for new situations is an 
important issue. While the flexibility of tailoring the provision of information to a 
wide range of situations is key, we must also understand the cost of adapting an 
application to new situations. Thus, we must understand the cost of extending an 
application to enable it to generate new tailored hypermedia presentations and 
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applications. We have attempted to understand these costs for our approach. This is 
only a first step towards our goal: articulate a framework for evaluating various 
approaches to AH applications by addressing issues of flexibility and maintainability.  
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Abstract. The PULSE project objectives are to generate and evaluate a web-
based personalized educational intervention for the management of 
cardiovascular risk. We present a web-based adaptive hypermedia system to 
create and deliver the personalized education material to the patient. The 
adaptive personalization framework is based on a patient profile created by 
combining an electronic patient data capture template, the Systematic COronary 
Risk Evaluation (SCORE) algorithm, and a Stage of behaviour Change 
determination model. The interventions are designed to address both medical 
and psychosocial aspects of risk management and, as such, we combine staged 
lifestyle modification materials and non-staged messages based on Canadian 
clinical guidelines to motivate personal risk management. 

1   Introduction 

Patient education, especially for chronic health conditions, is becoming increasingly 
complex because the educational content needs to conform to the longitudinal 
healthcare needs of the patient. Computer based patient education allows for the 
delivery of educational content to the patient; lately the emergence of health web-
portals allows for the dissemination of generic healthcare information [1]. However, 
patients prefer healthcare information that is personalized to their individual needs 
and situation [2], and evidence shows that personalized information is more likely to 
be read, remembered, experienced as personally relevant and in turn has a greater 
impact in motivating patients to make a behaviour change [3]. Adaptive hypermedia 
systems offer the functionality to support the composition and delivery of 
personalized healthcare educational programs.  

Cardiovascular diseases (CVD) place a significant burden on health professionals, 
patients and their care-givers, and extract significant health care costs. Thus, there are 
important gains in its prevention that can be achieved through risk factor modification 
and healthy lifestyle changes [4]. Risk factor modification is addressed through patient 
education to empower patients to self-manage disease risk and improve their quality of 
life [2]. However, it is argued that educational interventions may not necessarily have 
the desired impact if they do not take into account the patient’s behavioural attitudes 
towards self-management and self-improvement. Personalization of educational 
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interventions, therefore, should not only account for the patient’s current health profile 
but in addition the patient’s perceptions to health and readiness to change. We 
hypothesize that the above elements can realize objective user profiles and lead to the 
provision of personalized web-mediated interventions in terms of interest, knowledge, 
and compliance to the suggested lifestyle modifications of patients. 

In this paper, we present our approach and proposed system - PULSE 
(Personalization Using Linkages of SCORE and behaviour change readiness to web-
based Education). Our approach is grounded in the observation that the efficacy of 
any patient educational intervention is contingent on the patient’s behaviour change 
readiness. As such, we use both CVD risk assessment and behavioural change 
readiness tool—in particular the Transtheoretical Model (TTM)—to determine the 
patient’s profile; based on the profile, our personalization algorithm selects relevant 
messages to compose the educational material for an individual patient. We use 
Systematic COronary Risk Evaluation for risk assessment and Stages of Change for 
behaviour change readiness assessment. The educational material is derived from Pro-
Change Behavior Systems Inc. and Canadian clinical guidelines. The personalization 
decision logic is represented in terms of Medical Logic Modules (MLM), 
implemented in Java. Finally, a web-based adaptive hypermedia system is being 
developed to generate and deliver the personalized education material to the patient. 

2   Information Personalization for Healthcare 

Patient education involves a set of planned, educational activities designed to improve 
patients’ health behaviours and/or health status [5]. Personalization of healthcare 
information with respect to the patient’s characteristics and health needs is an 
increasing trend as patients are taking an active interest and charge of their healthcare 
needs. The literature suggests that patients want: more information about their illness 
and treatment plan than they typically receive during physician visits; information that 
is custom-tailored to their own situation; information when they formulate questions 
about their health issues, which is generally after leaving the clinic and not during the 
physician visit; information that is endorsed by their physician as credible and 
applicable to their specific problem; information from other sources, such as journal 
articles and websites; and, information that they can retain for future reference [6]. 

Computer-tailored education programs, using adaptive hypermedia methods, 
generate comprehensive assessments of health-related behaviours at an individual 
level and compose personalized healthcare information by adapting the message, 
source of information, and/or the method of delivery.  According to Jones et al., 
[7]computer-based information personalization requires at least five components, 
including: 1) a user profile, 2) a digital library containing all messages, 3) a mapping 
schema that generates the appropriate messages, 4) a document template for 
appropriate allocation and display of messages, and 5) a medium to deliver the 
message to the intended user. Web dissemination of tailored health interventions has 
demonstrated positive impact on determinants of behaviour change [8].  

In our work we have incorporated behavior change considerations within the 
information personalization framework. The rationale being that the impact of any 
personalized information can be maximized if it aligns with the patient’s state of 
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readiness to uptake the recommended information. Research and experience reveal 
that initiating and maintaining positive behaviour changes is challenging for most 
people.  Prochaska’s TTM of intentional behaviour change is a stage-based model 
founded on 25 years of research. The model matches the change principles and 
processes to each individual’s current stage of change, in order to guide them through 
the process of modifying problem behaviours and acquiring positive behaviours [9].  

The use of fully integrated TTM constructs to inform the design of personalized 
messages has been effective for intervening across a broad range of health-related 
behaviors [10]. More specifically, results in tobacco control studies with interventions 
tailored to a smoker's stage were successful more often than non-tailored interventions 
in promoting forward stage movement [11]. 

3   PULSE: Design and Development 

3.1   Patient Data Capture and Profile 

We use the validated, commercially available Wellsource Coronary Risk Profile as 
the basis of our Data Capture Template (DCT) for collecting patients’ demographic, 
behavioural, and clinical risk factor characteristics. The global INTERHEART Study 
[12] indicates that the nine risk factors of smoking, lipids, hypertension, diabetes, 
obesity, diet, physical activity, alcohol consumption, and psychosocial factors account 
for over 90% of the risk of acute MI. These factors are captured in our DCT to design 
an objective patient profile. 

We represent the patient profile in three parts as each component collects patient 
parameters for specific personalization purposes: (1) CVD Risk Profile determined 
through the SCORE algorithm that estimates the 10-yr total cardiovascular risk of 
death. Patient data on age, gender, smoking, systolic BP, and total cholesterol and 
HDL cholesterol ratio is used to calculate the patient’s risk category [13]; (2) Staged 
Risk Factor Profile depicts the patient’s Stage of Change for specific modifiable risk 
factor behaviours. The Staged Risk Factor Profile is determined by a patient’s 
response to questions relating to her/his readiness to change modifiable risk factor 
behaviours - smoking, being overweight, stress, depression, and exercise; and (3) 
Non-staged Risk Factor Profile determined by risk factor values—i.e. diet, alcohol, 
LDL cholesterol, Triglycerides, diastolic BP, glycemic control, and personal and 
family health history. 

3.2   Message Library 

In the PULSE program, the educational interventions are specifically designed to 
address both the medical and psycho-social aspects of CVD risk management. As 
such, we use a combination of staged lifestyle modification materials and risk-specific 
messages based on clinical guidelines to provide a valid use of behaviour change 
theory and Canadian sources of clinical and lifestyle modification education.  

The various sourced materials are broken down into small “snippets of 
information”, <tagged>, and stored in an SQL database. The XML <tag> for each 
snippet follows an indexing schematic which provides mapping ease to the patient 
profile for personalization purposes (e.g. <smoking>). 
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3.3   Decision Logic 

Given a patient profile and a message library containing an assortment of education 
interventions, the personalization mechanism involves the selection of the most 
relevant set of messages based on the patient’s profile. We design a personalization 
matrix to summarize the patient parameters assessed and describe specific 
combinations of characteristics that lead to a certain message. Personalization is 
achieved through the processing of a set of symbolic rules based on decision logic that 
maps the profile elements to specific messages. We develop a rule-based inferencing 
engine that incorporates the decision logic. To represent our medical knowledge we 
use MLMs, a standard for independent units composing a series of rules in health 
knowledge bases. The entire decision logic, sets of MLMs, is implemented in Java and 
represented as a comprehensive decision tree describing each of the risk factors and 
risk conditions contained in the patient profile. Each MLM consists of four parts: an 
evoking event, logic, action, and data mapping.  The logic contains “if-then” rules, 
where the IF part of the rules contains variables for the patient profile. Using case 
statements, if the IF part of the rule is not satisfied then the engine directs the execution 
of the next case statement. If the IF part of the rule is satisfied—i.e. the patient’s 
profile matches the rule constraints then the rule fires and the THEN part of the rule 
becomes available for execution. Typically the THEN part contains a list of messages 
that are to be selected as the patient’s personalized educational material. 

3.4   Presentation and Delivery 

We pre-designed a hypermedia template for the output whereby relevant messages 
selected for an individual patient are structured and presented in a consistent manner. 
Such content adaptation ensures each patient’s personalized document is coherent and 
contains only the information that is pertinent to the patient. A web-based delivery 
medium is used to deliver the information to the patients via the practitioners. A print 
version is available for patients without computer access. 

4   Concluding Remarks 

In this paper we have presented the preliminary design of our computer-tailored 
patient education strategy that features: (a) Usage of SCORE for risk assessment; (b) 
Incorporation of behaviour change inputs in determining the educational content as 
opposed to just relying on medical data; (c) Usage of an objective DCT currently 
operational; (d) Leveraging Canadian clinical guidelines for both deriving the 
decision logic and the corresponding educational intervention; and (e) Personalization 
of educational material. The realization for personalized education information 
compared to generic information has led to various computer-tailored healthcare 
educational programs [14]. The project is underway and we would be reporting 
detailed implementation and evaluation studies in a separate publication. Here, we 
state a case for the application of adaptive personalization methods for patient 
education programs; such programs can help reduce disease risks and deal with risk 
management by influencing patient behaviour changes through the provision of 
pertinent lifestyle modifications and change strategies. 
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Abstract. In this paper we discuss the support for personalization in TM4L - an 
environment for building and using Topic Maps-based learning repositories. 
Our approach is based on the idea of using different views to access a learning 
collection depending on the context of its use. We propose an extension of the 
Topic Map model with contexts and discuss its implementation in TM4L aimed 
at supporting context-based personalization.  

1   Introduction 

It is largely agreed that the exploration of information resources is affected by users’ 
context.  In the case of concept-driven access to learning material, concepts can be 
looked at from different perspectives. In order to account for that, the conceptual 
structure should not be predetermined on the base of too many assumptions, but 
should rather reflect different perspectives depending on the context in which the 
learning collection is being used. For a conceptual structure to be interoperable and 
resources to be shareable, this contextual information must be explicit.

We have been advocating the idea that concept-driven access to learning material 
implemented as a topic map [5] can bridge the gap between learning and knowledge. 
As a result, we have developed TM4L – a topic map-based environment for building, 
maintaining, and using standards-based, ontology-aware e-learning repositories [3].  
Among the original goals of TM4L was to support efficient retrieval of learning con-
tent tailored to the needs of a learner working on an educational task. In this paper we 
discuss the latest development of TM4L where the focus is on the added functionality 
for supporting personalization. Our approach is based on the idea of using different 
views for accessing a learning collection depending on the context of its use. 

In order to account for personalization in topic map navigation, we propose the ac-
cess to the learning collection to be mediated by a set of contexts. Contexts can be 
considered as specific views on a domain, dependent on users’ information needs.  
Our approach is based on the assumption that a successful information support appli-
cation should not force users to change their way of looking at  the learning reposi-
tory, as an externally imposed schema might be perceived either as oppressive or 
irrelevant [1]. Thus, from our perspective, a context plays the role of a lens through 
which the users look at the learning repository.  
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2   Contexts in Topic Maps 

In standard applications the notion of context is just assumed in the background of a 
conceptualization that is often created from the perspective of an author or a group of 
authors. However, the increased requirements for personalization in the information 
seeking applications need the representation of multiple views within a single frame-
work, and this requires explicit mechanisms enabling filtering out or grouping of 
pieces of information according to context. We are modeling the world of the informa-
tional support by using the Topic Map model, where all objects of interests are mapped 
to topics, associations, occurrences and scopes. For this particular task we define con-
text as a set of entities sharing a common set of topics, relations, occurrence types or 
scope, determined by a given information seeking task. The set of all topics related to a 
given topic is an example of such a context where all its objects share a common topic. 
The set of entities is a subset of topics and/or occurrences and is evaluated to a set of 
occurrences (defined by the context). To make this context definition effective, we 
need to specify the means for defining and evaluating contexts.   

According to the definition, the common set of features defining a context of user’s 
information needs is a combination of topics, relations, occurrence types, and scopes.  
This set represents user’s current goals, interests, preferences, knowledge, etc. Assume, 
for example, that the set of entities  sharing the common property  “Advanced mate-
rial” specifies  a context  of learning resources typically presented  with less details, 
“External resources” specifies a set of resources originating outside the department, 
while “Examples” specifies a set of resources classified as examples.  Then, the set of 
entities described by the combination of the features “Advanced material”, “External 
resources”, “Examples” specifies a context of external learning resources typically 
presented with less details and explanations, and limited to examples. The collection of 
those resources can be interpreted as a specific viewpoint of the collection.  

It is clear that each individual has its own conceptualization of the world, which is 
partial (covers a portion of the domain) and represents user’s own view of the domain, 
i.e. user’s semantics. The views of different users will overlap when they share com-
mon knowledge. In this case the relations between the views can be seen as possible 
mappings between partially different individual conceptualizations. An infrastructure 
that enables the sharing of knowledge, without centralizing it, should have the capa-
bility of representing local contexts and mapping between their overlapping parts [1].  

In general, a context is an individual depiction of a portion of a domain, but it is 
not completely independent from what holds in other contexts. The representation of 
two separate contexts can overlap, i.e. describe a common part of the domain. This 
overlapping can be detected during a process of meaning negotiation. For instance, 
the context describing “List Processing” and the contest describing “Recursion” over-
lap on “Recursive List Processing”. However, it is not certain that the common part is 
defined identically in both contexts. On the other hand, the concepts in the two con-
texts are not independent and can be related to each other [2]. Such dependences can 
be observed, for example, when users (based on their context) are interested in im-
porting information represented in the context of another agent. To enable such a 
process, the overlapping information in both contexts should be related directly 
through context mapping. 
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3   Contexts in TM4L 

Context-aware applications typically capture user’s context by monitoring their inter-
actions with the system and store them in a context model. For example, in Myriad 
architecture for contextualized information retrieval, the contextual information is 
divided in five categories: user model, domain model, task model, device model, and 
discourse model [4]. It follows the traditions of building and use of standard user 
models. However, the lessons learnt from system-built student models are not too 
encouraging with regard to the applicability and efficiency of this approach in real 
systems. Such models are difficult to built and have serious scalability and mainte-
nance problems. Thus, we propose user-built contextual models. Since the typical use 
of TM4L is for supporting users in their task of finding relevant resources, we con-
strain our consideration to contextual support for information retrieval. Our contextual 
support has two important components: supporting users to build their personal con-
text, and mapping user’s context to system‘s current context (i.e. author’s context).   

In our approach authors and users share the TM vocabulary without the restriction 
to share contexts. Users are provided the following primitives for defining their con-
texts: topics, relation types, resource types, and themes. From these primitives they 
build their context, which is interpreted as a query for topic resources that represents 
a person’s current information need. Each context is defined in terms of a sequence of 
topics, a (possible) sequence of relations, a (possible) sequence of resource types and 
ranges.  

The term range refers to the level of resource inclusion with regard to the topic hi-
erarchy built on a specified (transitive) relation. It requires the generation of a set of 
children topics from the set of topics specified in the context. The range can be “full”
or “terminal”. “Full” denotes the set of resources linked to the full set of children 
topics, while “terminal” refers to the resources corresponding only to the terminal 
topics generated in each branch of the topic generation procedure.  

For simplicity we restrict our consideration to binary relations. The intended use of 
relations in the context is for determining the children topics of the topics specified in 
the context. Generating children assumes some kind of directionality. For example, 
when using the whole-part relation we typically determine the parts from the whole.
In a similar fashion, for all predefined relations TM4L applies a default directionality, 
which defines the order of topic traversal. For relations defined by the authors this 
order corresponds to the order of the roles in the definition of the corresponding rela-
tion type. For example, simpler(less-simple, more-simple) specifies that starting from 
the topic playing the role of less-simple we find its children playing the role of more-
simple. If the context includes no relations, themes, or resource types, then the default 
is all relation types, all resource types, no themes, and terminal range.

The evaluation of a context results in a list of resources. The latter is obtained by 
adding to an initially empty list all qualifying (filtered by type) resources linked to the 
set of topics specified in the context, followed by generating all children topics of 
those topics by applying the specified in the context relations. This procedure is re-
cursively applied to the list of the newly generated topics until no more new children 
can be generated. An additional filtering is performed at each step, using the themes 
included in the context. 
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As an example, let us assume that a Prolog topic map author has defined themes 
such as “Beginner”, “Intermediate”, etc. and has scoped appropriately resources in the 
topic map with them. Let us also assume that a user is interested in the topic “List 
Processing”. If the user wishes to review resources containing introductory material 
on list processing with easy explanation of the key concepts, obviously, beside the 
topic “List Processing” he should include in his personal context the theme “Begin-
ner”. Further on, if the user is interested in resources of particular types, e.g., “Online 
notes” or “Examples”, he should also add those resource types to the context. The 
user may then constrain the resources on the resource coverage of the topical struc-
ture generated by using the context. For example, if the topic “List Processing” in-
cludes subtopics “List Representation” and “Operations on Lists”, the user can in-
clude a range value of ”terminal” in the context, in order to get only resources linked 
to the terminal topics of  the structure rooted by “List Processing”, i.e. only resources 
for the topics “List Representation” and “Operations on Lists”.   

The list of resources resulting from the evaluation of the user context is intended 
to be used for additional support in terms of locating relevant resources. Suppose that 
a learner has defined his context as (“Prolog”, “Whole-Part”, “Advanced”, “Exam-
ples”) and has received the corresponding resources (see Fig. 1).   If he selects a re-
source of interest that happens to be related to “Recursion” (e.g. 
http://ktiml.mff.cuni.cz/ ~bartak/prolog/learning.html), chances are for this resource 
to be shown under the topic “List Processing” in the “Partonomy” view of the collec-
tion (defined by the TM author). Then by using neighborhood navigation, the learner 
can find a number of relevant examples in the topic map author’s original (default) 
context.  Thus we realize the mapping between the user’s and the author’s context 
through resources. 

 

Fig. 1. Display of all resources in the AI topic map related to the context {“Prolog”, “Advanced 
material”, “Examples”} 

The advantage of such a customized context is that it can provide a clue for search-
ing in unfamiliar contexts/classifications. For example, if the user does not know 
where to look for resources of interest in a collection based on a standard taxonomy, 
this approach provides a starting point for exploration. When users have no idea how to 
drill down (e.g. looking for examples on recursion) in some of the predefined contexts, 
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the provided functionality enables them to look into the collection from their own 
context. The contextual viewer will show where in the standard collection the re-
sources selected from their context reside. This provides a good clue for further brows-
ing. When learners have limited knowledge on the subject and are not able to specify 
their own exploration context, then even the online references supplementing a course 
lecture can be used as a simple context. Note that in human-to-human communication 
typically both sides try to meet a matching context.  

The user context is built on-the-fly from its definition. The entities it contains will 
be different depending of the content of the repository at the particular time. TM4L 
builds the content of a specified user context following the described earlier proce-
dure. After the context is built, TM4L maps it to its current context, so as to present 
the resources of interest in their default (designed by the topic map author) context. 

4   Conclusion 

In this paper we reported an extension of the TM4L environment that supports con-
text-based personalization of educational topic maps. We extended the Topic Map 
model with a notion of context beyond scopes, and proposed and implemented an 
approach to mapping users’ personal context to the default context of the information 
seeking system. Such a mapping provides the user with a clue for searching informa-
tion in unfamiliar classifications. We believe that our approach will contribute to the 
development of efficient context-aware TM-based information seeking applications. 
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Abstract. This paper provides a solution to discourse structure adaptation in the
process of automatic hypermedia presentation generation. Existing approaches
to discourse structure composition are based on the assumption that a user can
comprehend relations between the elements in a discourse structure if the overall
structure is semantically coherent. This assumption does not, so far, take into ac-
count specific user needs. In this paper we show that although discourse structure
composition approaches significantly differ, a general model of the composition
process can be derived. Within this general model we identify how adaptation can
be applied. We formulate the problem of discourse adaptation with regard to the
general model and present our proposed solution.

1 Introduction

One of the main goals in semantic-based hypermedia presentation generation research
is to provide higher-level conceptual structures that ensure coherent organization of
media assets for a particular presentation in the context of a dynamic heterogeneous en-
vironment [1, 4, 5, 6]. This goal is achieved by creating discourse structures that are
motivated by existing genre theories [2, 7]. It is assumed that a user can compre-
hend relations between the elements in a discourse structure if the overall structure
is semantically coherent. This assumption does not, so far, take into account specific
user needs. For example, users with different knowledge in the domain might have
different views on what organization of concepts in the discourse structure is more
coherent.

To address this problem we propose a flexible adaptation layer that can handle a
dynamic discourse composition process and that is independent of this process. Our
goal is to provide adaptation to improve coherence in the discourse structure composi-
tion process that, on the one hand, preserves coherence of resulting discourse structures
and, on the other hand, makes them more appropriate from the perspective of a particu-
lar user. Our scope is not in identifying which user features influence discourse structure
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composition. We focus on providing an approach for adapting coherence when such in-
fluences have been identified. Influences of the different levels of user knowledge on
discourse coherence are used in our discussion as examples.

2 Discourse Composition in Hypermedia Presentation Generation

We describe related work with the goal of identifying a general model of the discourse
composition process. Thus, we highlight similarities between the systems in the steps
they follow to compose discourse structures.

A discourse structure contains domain concepts that are grouped and ordered to en-
sure coherence. Domain concepts and relations between them form a metadata structure
that provides means for semantically annotating media items from a repository. A meta-
data structure together with annotated media items form a semantic framework. The
selection of domain concepts for the discourse structure is done based on (1) relevance
of each element in the discourse structure with regard to the complete discourse struc-
ture belonging to a certain genre (global coherence) and (2) the coherence relationships
between a concept and other concepts in the discourse structure (local coherence).

In the Artequakt project [1] a developer creates templates for biographies of artists.
A template consists of queries to the knowledge base. Each query retrieves data about
one aspect of an artist’s life. The author determines global coherence by selecting do-
main concepts for queries. S/he specifies local coherence by grouping and ordering
queries using constructs that specify the preferred order of query appearances within
the template. The Context construct allows for a certain level of adaptivity by identify-
ing specific parts of a template available only to users with a necessary level of domain
knowledge.

In DISC [6], discourse structures are represented by dynamic rule-based templates.
A template specifies the main character and the genre and is divided into narrative units,
e.g. a narrative unit about the professional life of a person. A narrative unit contains dis-
course rules that define which domain concepts can play a role of related characters in
the discourse structure. For example, for a main character ”Rembrandt”, ”Lastman” can
play a role of the related character ”teacher”. Hence, narrative units determine global
coherence of concepts for a discourse structure. In addition, discourse rules specify
local coherence by defining what information about the related character can be pre-
sented. A dynamic template produces different discourse structures depending on what
related characters can be found in the semantic framework.

SampLe [4] uses discourse flow templates as an initial representation of a discourse
flow for the genre. A discourse template is an analytical framework for building dis-
course structures for a particular genre. For example, a newspaper article discourse tem-
plate consists of the components: Main Event, Context, History, Comments [8]. SampLe
uses rules to specify the mapping between a discourse template and the semantic frame-
work. These rules help to select domain concepts appropriate for each discourse tem-
plate component. To create a coherent discourse structure, selected domain concepts
are differentiated using coherence rules. Coherence rules take into account a part of the
discourse structure which is already composed and a set of concepts that are appropriate
for inclusion at the next step.
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3 Problem of Discourse Adaptation

The descriptions in the previous section show that existing hypermedia presentation
generation approaches create discourse structures following similar steps. They spec-
ify a discourse flow for a particular genre with human-authored templates (Artequakt)
or rule-based templates (DISC, SampLe). Then they identify relevant domain concepts
based on global coherence rules. Local coherence rules determine which domain con-
cepts are selected to be used within each section of the discourse structure. These steps
can be combined into a common model presented in Fig. 1.

The coherence achieved by hypermedia presentation generation approaches can be
regarded as ”general” coherence, since specific user features are not taken into account.
We argue that discourse structures can be tailored to different users if we adapt decisions
taken while evaluating local coherence to specific user needs.

Fig. 1. A general model of the discourse structure composition process

Decisions about global coherence are guided by the notion of genre which repre-
sents established communication patterns [3] and is thus applicable among various user
groups. Decisions about local coherence are guided by semantic relations between do-
main concepts. For different users the view on semantic relations between the concepts
can vary. A user with little domain knowledge might be unfamiliar with one or more
concepts in the discourse structure. The semantic relation between the two unfamiliar
concepts will be unclear to the user and s/he might have difficulties in understanding
why one concept follows another in the discourse. Thus, users with different domain
knowledge have different views on the coherence relations between elements so the
notion of local coherence can vary. Hypermedia presentation generation approaches do
not take this aspect into account.

Adding adaptation to a discourse structure composition process results in the prob-
lem of enabling modifications in evaluating local coherence between the concepts while
preserving global coherence of the obtained discourse structure.

4 Proposed Solution to Discourse Adaptation

To enable adaptation of local coherence rules we propose a mapping between the ex-
isting coherence rules and adaptation rules that we want to integrate in the discourse
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composition process. We define adaptation rules on top of the existing coherence rules.
This allows specification of adaptation rules at an appropriate level of abstraction so
that suggested adaptation strategies are independent from the particular strategies of
traversing a semantic framework specified in the coherence rules.

To provide such a mapping we specify a set of common constructs that represent
necessary means for both types of rules. As a result, coherence rules and adaptation
rules operate with the same set of constructs that have agreed-upon datatypes. For each
coherence rule there is a corresponding adaptation rule. An adaptation rule is written
using variables as values of the common constructs. The corresponding coherence rule
uses the functionality defined in the adaptation rule and instantiates the variables with
specific instances found in the semantic framework.

We identify the set of common constructs based on the concepts involved in the
evaluation of local coherence in the general model of the discourse composition process
(Fig.1):

1. domain concepts that are already selected to represent the elements of the discourse
structure - current structure (e.g. at the stage 2 of the composition process it is
subset of {dc}1);

2. domain concepts that are appropriate to appear inside a certain element of the dis-
course structure based on global coherence - relevant concepts (e.g. {dc}2 at the
stage 2);

3. one or more domain concepts that are selected to represent an element of the dis-
course structure - selected concepts (e.g. subset of {dc}2 at the stage 2).

Coherence rules evaluate the current structure and relevant concepts and come up
with selected concepts to be added to the current structure. For instance, for the stage n
of the discourse composition process a coherence rule is defined as follows:

a Rule(inputs=[currentStructure(subset of {dc}n−1), relevantConcepts({dc}n)],
output=[selectedConcepts(subset of {dc}n)]).

5 Conclusions

This paper explores an approach to add adaptivity into the discourse structure composi-
tion process used by automatic hypermedia presentation generation systems1. In order
to evaluate our proposed solution, we implemented it within the SampLe system2. We
choose SampLe as testing platform since it contains explicitly encoded local coherence
rules, as described in Section 2. Explicit coherence rules provide the freedom in apply-
ing our approach to the necessary step in the discourse structure composition process,
without having to modify other components. We tested the solution on the use case of
composing discourse structures for the newspaper article genre. The main direction of
our current work is to use a larger number of use cases with various local coherence

1 The extended version of this paper can be found at
http://ftp.cwi.nl/CWIreports/INS/INS-E0601.pdf

2 The SampLe demo can be found at
http://homepages.cwi.nl/∼media/projects/CHIME/demos.html
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rules and discourse structures belonging to different genres. These experiments should
provide possible extensions to the rule-base. Besides, we aim at investigating whether
particular genres have influences on coherence rules and their adaptation. Knowledge
about such influences would allow fine-tuning the rules to make them even more suit-
able for a particular user case.
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Abstract. Adaptive hypermedia courses are difficult to debug, validate and main-
tain. Logfile analysis is partly to blame. We propose a graph-based approach to
both real-time student monitoring and logfile analysis. Students are represented
at their current locations in a dynamically created map of the course. Selected
parts of student user models are visually exposed, and more detail is available
on demand. Hierarchically clustered graphs, automatic layout and focus+context
techniques are used to keep visual complexity at a manageable level. This compo-
nent has been developed for an existing AH course system. However we believe
that our approach can be readily extended to a wide selection of adaptive hy-
permedia course systems, filling in an important gap during course creation and
maintenance.

1 Introduction

Adaptive Hypermedia is an obvious choice for online courses. Adapting the course to
the student surely sounds better than a one-size-fits-all approach. But a vast majority
of online courses are not adaptive, because adaptation is difficult to design, test and
maintain [1]. It is not easy to predict what users will find during browsing, and for
online systems, direct observation is not an option. We propose the use of a graph-
based interface to monitor and analyze course usage as an important aid to tutors and
course authors.

2 Approach

The following figures illustrate our monitoring interface, which is tracking 5 users
throughout a sample course. Users Alice and Bob are both in T2, while Carol, David and
Edward are further along the course. In fig. 1, the current map is shown, with exactly
enough detail to see the active users. In our visualization, courses are represented as
maps, and particular nodes represent either specific activities (tasks) or decision points
(rules). Most of the course is hidden, collapsed under the darkened task nodes marked
with an asterisk. Students are represented as additional nodes connected to the last task
they have accessed.

Tracking user progress is as simple as watching student nodes move throughout the
map, with further details available on demand. In fig. 2, Alice has advanced a bit further,

V. Wade, H. Ashman, and B. Smyth (Eds.): AH 2006, LNCS 4018, pp. 279–282, 2006.
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Fig. 1. Example course during monitoring; as-
terisks (*) represent clustered nodes

Fig. 2. Alice has advanced into T4; Bob is se-
lected and his path becomes highlighted

and the map has been automatically expanded to display her progress. Additionally,
Bob’s node has been selected: this causes Bob’s past path to be highlighted. Color-
coded squares have appeared next to the labels of each task, rule and cluster, indicating
which parts of the course are, according to the system, recommended, available, or
disencouraged.

2.1 Interaction

The interface is built on top of the CLOVER framework [2], and inherits CLOVER’s
implementation of hierarchically clustered graphs [3]. Clicking on a node selects it
and marks that node as the current point of interest (PoI). Nodes near to this PoI will
be presented in full detail, while nodes further away can be collapsed into clusters to
keep the level of visual complexity within the desired bounds. Whenever the set of
visible nodes changes, automatic layout is performed, and the old view is smoothly
animated to transform into the new one, in an effort to preserve the users mental map
[4]. PoI focusing and automatic layout can be toggled on and off, allowing nodes to
be moved around to suit the user (marquee selection and Ctrl+click are also available).
Both manually modified and automatic layouts are stored in a layout cache, and are
later reused if the same view is revisited.

Selecting individual tasks and user nodes triggers additional visual cues. When noth-
ing is currently selected, the map simply tracks user position. Selecting a course task
annotates the users that are currently eligible to perform it, using a color-coded scheme:
red for “not allowed”, blue for “started”, black for “finished”, and a color from yellow to
green to indicate a “degree of recommendation” for all other cases. Conversely, select-
ing a student annotates all currently-visible tasks with the same color-coding scheme.
In addition, the path that this student has followed throughout the course is highlighted
via increased thickness edges that have been transversed. Our system does not con-
strain users to following recommended links, and therefore the actual path can fall out-
side existing edges. An artificial, faded path is used for these cases, connecting the
unexpectedly-visited task to the nearest completed task (the course graph is guaranteed
to be connected, so this is always possible). Finally, double-clicking on a student node
displays a dialog with the student’s current user model, color-coded again to reflect the
latest changes.
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Popups are available when hovering over a node, without need to select it. Currently,
they have only been defined for student nodes, displaying the tasks they have started
but not completed, along with a percentage indicating degree of completion and their
current “grade” for that task. Since in our system tasks form a hierarchy and the whole
course is subsumed under a single task, this is displayed as a tree and allows a quick
assessment of the student’s performance.

2.2 Events

Changes to the graph are driven by events. A task change, an exercise submission or a
new student logging in all trigger events. Once it is received by the monitor, it trans-
lated into a series of transformations on the graph, which can then be rendered on the
interface. Undo support is also present, allowing both forward and backward event nav-
igation.

Two event sources are currently available: a real-time source that monitors a running
course on our AH system, and an offline source that reads its events off a log file gen-
erated during system execution. Events are not self-contained; instead, they only carry
enough information so that the monitoring tool can replay them locally on copies of
all user models involved, using the same adaptation engine found in the system itself,
arriving at the same changes to these models. This results in smaller logs and an effi-
cient monitoring protocol, at the expense of a heavier monitoring tool and the burden
of synchronizing user models before a monitoring session. However, we believe that
the benefits greatly outweight the drawbacks: full user models are available at the mon-
itor, and it is free to inspect the internal state of the adaptation engine. Events can be
delivered preserving their time of occurrence, or issued at a constant pace (only if pro-
duced from non-realtime source types). The latter is the default for logfile playback. In
logfile playback mode, additional controls have been implemented to “pause”, “play”
and “reverse” the event stream. Further video-like playback control is still work-in-
progress.

2.3 Implementation

Our work is centered on the WOTAN adaptive hypermedia course system, a new version
of TANGOW[5][6]. WOTAN courses are created and maintained with a graph-based au-
thoring tool [7], which has been recently extended to allow course monitoring and log-
file analysis; essentially the same interface is used for authoring and monitoring, with
different hints and user interaction in each mode. Both the authoring/monitoring tool
and the WOTAN AH course system have been implemented entirely in Java, and a large
portion of the codebase is shared.

3 Concluding Remarks and Future Work

We have implemented a graph-based monitoring tool for the WOTAN system. Although
our tool is heavily geared for use with this system, this integration only provides added
value (in our case, full access to user models and system state, while keeping an efficient
monitoring protocol); it is by no means necessary. Graph-based interfaces can be used to
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monitor usage of almost any hypermedia application, and are specially suited if complex
user models are in use, because of the variety of visual hints that can be presented to
users.

Work is ongoing in several areas, including new event sources (such as simulated,
“random” students for course stress-testing), better event stream control (video-like po-
sitioning and playback control), and mental map preservation issues when many stu-
dents are logging in and out at widely separated parts of a course.

An interesting idea is to integrate tutoring into the tool, allowing tutors monitoring a
course to open instant-messaging sessions with students that appear to be stuck, maybe
even presenting aid requests as small notes directly on the interface. Student collab-
oration could also use a simplified monitoring interface to stay aware of each other’s
virtual location.
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Abstract. Users often revisit pages while browsing the Web, yet little
is known on the character of these revisits. In this paper we present an
analysis of various revisit activities, based on results from a long-term
click-through study. We separate backtracking activities from recurrent
behavior, discuss the impact of the use of multiple windows, and show
that in particular infrequently reoccurring activities are poorly supported
by current history support mechanisms. We conclude with a discussion
on design implications for more personalized history support.

1 Introduction

Web users frequently return to pages visited before [6]. However, the revisitation
tools of current Web browsers still have many known shortcomings. The back
button is the most important history tool, yet its stack-based behavior is shown
to be inefficient and confusing [3]. The temporally or lexically ordered history list
is hardly used, as its presentation is poor, the filtering options are insufficient,
and it requires several user actions to access it [6]. Manual maintenance and
organization of bookmarks is problematic and time-consuming, which results in
overly large, unorganized, and outdated bookmark lists [4].

In this paper we present an analysis of user page revisit behavior, based on
results from a long-term client-side Web usage study. The results indicate that
users have various different reasons and strategies for revisiting pages. We con-
clude with several design implications for Web browsers to be more adaptive,
and to consider the current requirements and behavior of Web users.

2 The Study: Data Collection and Preparation

In Winter 2004, we conducted a long-term client-side study with 25 participants
from Germany and the Netherlands [8]. Nineteen participants were male and six
female. Their ages ranged from 24 to 52 years (mean: 30.5). Sixteen participants
had a background in computer science, nine had different backgrounds. The av-
erage time span of the logging periods was 104 days, ranging from 51 to 195 days.
The data was collected using an intermediary system based on the framework
Scone [7]. The system inserted JavaScript events into every Web page to cap-
ture many browser events and parameters. The recorded data included times of
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page requests, the browser action that led to the request, the document address,
title and size, as well as the time spent on it. After removal of artifacts caused
by advertisements, automatic reloads, redirects, and frame sets, 137,272 request
actions were left for analysis.

3 Results: Categorizing Page Revisits

We found an average recurrence rate [6] of 47% (σ = 11%); per-subject rates
ranged from 20% to 71%. The results confirmed the dominance of revisits to
a limited set of highly popular pages, as well as the dominance of revisits to
pages visited very recently before [6]. The majority of the top n most popular
pages could be categorized as search engines, news sites, participants’ personal
or institutional Web sites, and individual interest sites.

The two sets of dominant pages represent two different forms of page revisits:
backtracking - visits to pages visited before in the same session, and recurrent
behavior - visits to pages visited before in earlier sessions. Following [2] we used
a 25.5 minute time-out mechanism for defining session boundaries.

In order to explore the relations between these two distributions in detail, the
page requests were broken down into the following revisit categories:

– visits to pages not visited before;
– visits to pages visited before in the same session, but not yet in earlier

sessions;
– visits to pages visited before in the same session and in earlier sessions;
– visits to pages only visited before in - one or more - earlier sessions.

The leftmost bar of figure 1 shows the distribution of the page visit categories.
47.7% of all pages are visited only once, backtracking was the most common form
of revisitation, covering 73.5% of all revisits; only 26.5% of the revisits involved
visits to pages not visited before in the same session.

The second to fifth bar show the transition probabilities between the four cat-
egories. An interesting aspect of revisitation behavior emerges: first-time visits,
backtracking, and recurrent activities tend to occur in clusters. First-time visits
will most likely be followed by another unexplored page. Backtracking activities
are mostly followed by another backtracking action, or a first-time page visit.
This supports the observation that users frequently backtrack to explore new
paths from pages visited before [6]. It can also be observed that in recurrent
activities, users backtrack to a similar extent as in first-time visit situations.

3.1 Support for Recent and Frequent Revisits

Page popularity and recently visited pages yield support in different situations:
the lists of the top n most popular pages and the top n most recently vis-
ited pages cover a majority of the pages to be revisited. In order to estimate
the performance of the two lists, we calculated the rate of pages that were
present in the list of 15 - the number of items presented in the back button pop-
up list - most popular and most recently visited pages for each revisit category
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Fig. 1. Transition probabilities from one visit category to another

(table 1). The results confirm the assumption that the list of the 15 most recently
visited pages supports backtracking remarkably well with a coverage of about
90%. As a comparison, we calculated to what extent within-session revisits are
covered by the list of pages accessible in the pop-up menu of the back button: the
average was only 52% (σ = 10.8). The list of popular pages supports recurrent
behavior with a moderate 72%, mainly due to the long tail of pages that are revis-
ited only a couple of times. However, revisits to pages from earlier sessions that
have not been visited yet in the current session, are far better supported by the
list of most popular pages - 51.2% versus 21.6% - for the 15 most recent pages.

Table 1. Revisit support of the 15 most recently visited and the 15 most popular pages

15 most recent pages 15 most popular pages
revisit type average st.dev average st.dev
same session 94.6% 2.97 42.3% 31.05
earlier session 21.6% 9.74 51.2% 13.05
same and earlier 87.9% 6.25 71.6% 14.10

Another drawback of the current back button implementation appeared when
we analyzed the application of multiple browser windows and tabs. Our partici-
pants tended to use multiple windows to a large extent: 10.5% of all navigation
activities involved the opening of a new window or tab [8] - in earlier studies this
value was less than one percent [2][6]. The top third group of participants who
opened new windows most often, employed the back button to a lesser extent
(10.2%) than the bottom third (16.4%); this confirms that multiple windows are
used as an alternative to backtracking (t=2.509, p < 0.05). A disturbing con-
sequence of this behavior is that it disrupts the concept of the back button: If
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a user follows trails in multiple windows, the backtracking history is split into
separate unrelated stacks. Hence, one often needs to remember what action was
performed in which window or tab to relocate a recently visited page.

3.2 Support for Rare Revisits

Figure 2 illustrates that the average interval between two subsequent revisits is
longer for less popular pages; for the pages with a popularity ranking below 10
it was not uncommon that more than a week had passed between two visits.

During an interview we asked every participant about specific situations in
which they found it difficult to revisit a page. Most pages that were considered
difficult to relocate provided specific information to be reviewed rather than
online applications. Situations mentioned by our participants included ‘finding a
soccer results list in an unstructured club Web site’, and ‘locating a physician’s
home page’. They had either no bookmark, forgot the query or the Web address.

Our results showed that only a few very popular pages are visited on a fre-
quent - often daily - basis. Our participants used different methods to return to
these pages: they made use of the bookmark menu or toolbar, or they typed the
URI into the address bar, making use of the automatic URL completion func-
tion of the browser. Ironically, the longer the interval between two subsequent
revisits - and the more likely that the user will not remember the address - the
less presumable it is that the action is still present in the browser history. Hence,
users had to find other ways to relocate the page; search engines were stated as
a key alternative.

We analyzed the revisit category of pages navigated to from search result
pages: the far majority (79%) of all page visits following a result page were first-
time visits and only 9% were followed by a revisit to a page known from an
earlier session. Although only 2% of all queries were entered more than once,
24% of all long-term revisits were preceded by an earlier query. Whereas this
suggests that query-based search is a common strategy for relocating pages, our
participants stated that they often had problems in remembering the original
query for relocating a page and had to resort to wayfinding strategies.

Fig. 2. Distribution of revisits to some of the 19 most popular pages of one participant.
URIs have been blurred for privacy reasons.
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4 Design Implications for Future Browsers

The more prominent use of multiple windows and browser tabs requires a major
rethinking of the history mechanisms of browsers. A linear history of most recent
revisits, as proposed by [6], does not reflect the character of parallel trails, and
the unrelated back button stacks do not take the temporal relations between
the trails into account. An alternative solution would be a ‘branching history’,
which shows the trails in temporal order, but separates the activities in different
windows. In an earlier laboratory study [5] we found that users who backtrack
using links in Web pages often find informations more quickly than users who rely
on the back button. Therefore, we think that adaptive hypermedia techniques,
such as automatic link annotations, should be considered to visually identify
the anchors that point to recently visited pages, in particular those that serve
as hubs.

For rare long-term revisits, users often need to rely on finding waypoints that
lead to the desired page. Web search appears to be an ineffective manner to find
these waypoints, as people seem not to have problems to replicate exact queries.
Given the large amount of infrequently visited pages, a manually organized list of
bookmarks will be incomplete or too time-consuming to handle. A strategy that
is likely to be more effective to support relocating information, would comprise
explicit history search, with support for recognizing related earlier queries, and
annotated trails [1] that users can follow from a waypoint to the desired location.
For previously followed trails, shortcuts to the destination pages could save much
effort from the user.

The results from our study show that there is much to know about a user’s
Web history than is currently used for providing effective support for page revis-
its. A key challenge for the adaptive hypermedia community is to find effective
means to put this knowledge into use.
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Abstract. The paper presents an ontology-based framework for capturing and 
explicit representation of the actual context of use of a specific learning object 
(LO) in a specific learning design (LD). Learning context related data repre-
sented in such a manner provides a solid ground for personalization of both LOs 
and LDs. The core part of the proposed framework is a LO Context ontology, 
that leverages a range of other kinds of learning ontologies (e.g. user modeling 
ontology, domain ontology, LD ontology etc.) to capture the information about 
the real usage of a LO inside a LD. Additionally, we present the architecture of 
an adaptive educational system based on the suggested framework, in order to 
illustrate the benefits of our proposal for personalization of LD.  

1   Introduction 

Learning design (LD) is about identifying necessary learning activities and assigning 
Learning Objects (LOs) to those activities in order to achieve a specified learning 
objective. IMS Learning Design (IMS-LD) Specification [1] provides a common set 
of concepts for representing LDs, enabling one to specify LDs targeted for different 
learning situations, based on different pedagogical theories, comprising different 
learning activities where students and teachers can play many roles, and carried out in 
diverse learning environments. 

However, neither IMS LD nor other learning specifications (e.g. IEEE LOM) capture 
enough information that can be used to provide advanced levels of learning process 
personalization, such as personalization in accordance with the students’ objectives, 
learning styles, and knowledge levels. As a result, the annotations of the developed LOs 
and LDs do not contain explicitly represented information that is important for personal-
ization. Effective personalization requires [2]: 1) direct access to low-granularity content 
units comprising the structure of a LO; 2) recognition of the pedagogical role played by 
each content unit in a specific context (i.e. learning activity in terms of IMS LD); 3) 
awareness of learner’s evaluations about usefulness of a specific content unit within a 
specific LD; 4) characteristics of learners that best fit a specific LD. 

In order to alleviate at least some of the recognized deficiencies of the present 
learning specifications, we introduce the notion of the Learning Object Context
(LOC) as a mean for capturing information relevant for personalization of both LOs 
and LDs. Furthermore, we argue for using ontologies to explicitly represent this in-
formation, hence increasing their consistency and potential for exchange. Ontologies 
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also enable the use of the Semantic Web technologies, such as reasoning and recom-
mendation. The number of different kinds of ontologies employed in the learning 
domain is growing - domain ontologies covering diverse subject domains, compe-
tency ontologies, user model ontologies, etc. These different kinds of ontologies can 
be integrated in an ontological framework in order to enable personalization of the 
learning process. Our proposal for such a framework is presented in the paper. The 
architecture of an adaptive educational system (AES) based on this ontology frame-
work is illustrated as well. 

2   Ontologies-Based Framework for Learning Design Adaptation 

When learning content is assembled into a larger object or design to be presented to 
learners, many assumptions are made about the learners and the learning situation: 
assumptions about the learners’ experiences, skills, and competences; about their 
personal preferences, learning styles, goals, and motivation; about the available time, 
to name but a few. This is what we refer to as the “context” – the unique situation-
related assumptions and rules that implicitly govern how content (LOs) is structured 
into a flow of interaction (LDs). 

2.1   LOCO-Cite Ontology 

The LOCO-Cite ontology was initially developed as a formal expression of the link-
age between a LD and the LOs the design references. More precisely, it was origi-
nally defined as a part of an ontology-based framework for bridging LDs and LOs [3]. 
The framework includes: ALOCoM Content Structure (ALOCoMCS) ontology for-
malizing LO content structure; LOCO–an ontology for LD based on the IMS-LD 
specification; and LOCO-Cite ontology aimed at formalizing learning object context. 
Here we describe how the LOCO-Cite ontology evolved to capture information about 
learners, learning activities, user evaluations and the like. 

Aiming to further enhance the proposed formalization of the LOC, the LOCO-Cite 
ontology is related to and makes use of a number of other types of the ontologies rele-
vant for the e-Learning domain. Specifically, connections with those ontologies are 
established via an additional set of properties introduced in the LOCO-Cite ontology. 

The contentUnitRef property refers to the actual unit of (learning) content that the 
context is about. The range of this property is the abstract alocomcs:ContentUnit class 
defined in the ALOCoMCS Ontology to formally represent a (learning) content unit 
of any granularity level. Therefore, the ontology design enables one to represent con-
text-relevant (meta)data for content units of diverse levels of granularity. 

The subjectDomain and domainTopic properties are aimed at representing the sub-
ject domain and the domain topic, respectively, that best describe the context of use of 
a specific LO. These properties link a LOC with an appropriate domain ontology and 
its concept(s) represented in accordance with the SKOS Core Specification. 

The usedInLD and usedInActivity properties are introduced to keep references to 
the actual LD and its learning activity that the LO was used within. Both LD and 
learning activity are represented in accordance with the LOCO ontology, i.e. the range 
of these properties are loco:LearningDesign and loco:Activity, respectively. 
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The isOfInstructionalType property relates the LOC with the instructional/peda-
gogical role the LO assumed in the learning activity it was used in. The range of this 
property is any class of the ALOCoM Content Type ontology developed to formally 
represent different instructional types a content unit might have [8].  

The userRef property refers to the user model of the learner who actually used the 
LO in that specific learning context. The user model is compliant with the user model 
ontology developed for the TANGRAM project (see the next section). 

The dateTimeStart and dateTimeEnd properties store data about the date and the 
time when the learner started and finished working with the LO. Hence, the time 
period the learner spent dwelling on the LO can be deduced. 

The userEvaluation property reports on the usefulness of the LO in the given con-
text. We intend to capture evaluations from all relevant ‘players’ in the learning proc-
ess: instructional designers, teachers and learners. 

2.2   User Model Ontology 

In the scope of the TANGRAM project we developed a User Model (UM) ontology to 
help us formally represent relevant information about TANGRAM users. To enable 
interoperability with other learning applications and exchange of users’ data, we 
based the ontology on official specifications for user modeling: IEEE PAPI Learner 
(http://edutool.com/papi) and IMS LIP (http://www.imsglobal.org/profiles). Even 
though the UM ontology enables formal representation of relevant information about 
both authors (designers) and learners, from the perspective of the LOCO-Cite ontol-
ogy the representation of the learners’ features are of primary importance. The ontol-
ogy defines formalisms for representing the learners’ basic personal data, their prefer-
ences regarding language, domain topics and content authors, their performance, as well 
as different dimensions of their learning styles. Detailed description of the ontology is 
given in [4]. 

2.3   Ontological Representation of Competences 

Since competences play essential role in expressing learners’ achievements, as well as 
requirements and objectives of learning activities, we developed a tiny ontology to 
enable formal representation of competences. The design of the ontology was par-
tially inspired by the work of Rogozan & Paquette presented in [5]. The Competency
class is introduced and the following properties are assigned to it: 

1. skillRef property pointing to a concept from a skills ontology. We are currently 
building such an ontology out of the skills taxonomy proposed in [6]. The ontology 
is made compliant with the W3C’s proposal for representing conceptual schemas, 
namely the SKOS Core ontology (http://www.w3.org/2004/02/skos/core/).  

2. domainTopicRef property refers to a concept from a domain ontology represented 
in accordance with the SKOS Core ontology (i.e. skos-core:Concept class). 

3. description property is a human readable description of the competency; it is made 
equivalent to the dc:description property. 

This ontology is essential for representing a learner’s performance in the UM on-
tology, as well as prerequisites and learning objectives of a learning activity/design in the 
LOCO.  
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3   Architecture for Learning Design Adaptation  

In this section we describe the architecture of an adaptive educational system that 
leverages the capabilities of the presented ontologies for discovery, reuse and adapta-
tion of LOs and LDs. The architecture comprises a repository of LOs (LOR) and its 
accompanying repository of LOCs (LOCoR). The LOR use the ALOCoMCS ontol-
ogy as the model (schema) for storing LOs, whereas the LOCoR stores LOs’ context-
related data in accordance with the LOCO-Cite ontology. The idea is that each LO 
from the LOR has its corresponding LOCs in the LOCoR.. 

Besides a LOR and a LOCoR, the architecture also comprises a repository of LDs 
represented in accordance with the LOCO. LDs stored in the repository, do not di-
rectly reference concrete LOs, but instead they contain a query specifying the key 
features of the current learning context (i.e. LOC). Such a query provides the learner 
with a custom ‘view’ (or a ‘virtual subsection’) of the LOR, generated in accordance 
with the requirements (prerequisites, learning objectives etc.) of his/her current learn-
ing activity. The introduced notion of the custom ‘view’ is analogous to the well 
known concept of view in databases that is used to protect the database users from the 
complexity of the underlying database schema. The learner is free to search and/or 
browse through that ‘virtual subsection’ of the LOR. This way the learner is given a 
substantial level of control over their learning process (we believe in the active learn-
ing approach), whereas, at the same time, the usage of custom ‘views’ over the LOR 
protects him/her from the cognitive overload. The learner’s searching/browsing be-
havior is tracked and that data is mined to infer the learner’s preferences, as well as 
some dimensions of his/her learning style. Based on the acquired insights into the 
learner’s preferences, the virtual subsection of the LOR for every subsequent activity 
the learner performs is further customized. In other words, the customization is not 
based only on the requirements of the learning activity, but also on the inferred infor-
mation about the learner’s preferences/style. One should also note that each time a 
learner selects a LO from the LOR, a LOC instance of that LO is created in the LO-
CoR and all relevant context-related data for that usage are stored in it. 

The proposed ontological framework facilitates visualization of the learning proc-
ess, hence providing learners’ with visual clues of their current situation and learning 
progress. An ontology-based LD can be easily visualized as a semantic network 
(graph) having activities as its nodes, whereas edges represent connections between 
‘compatible’ activities. Those edges (i.e. connections) are inferred from a set of peda-
gogy-based rules that determine for each activity which other activities can be taken 
next. Additionally, a modified version of conventional adaptation techniques, such as 
link annotation and hiding, can be used to further personalize the visualization of the 
network. For example, different colors can be used to differentiate activities the 
learner has already passed from those that (s)he can undertake now, as well as those 
that (s)he is not prepared for. Likewise, network edges can be colored differently, 
depending whether the learner has followed them or not; also the edges representing 
the path that the system assumes to be optimal for the learner can be specially col-
ored. Alternatively (or even in parallel), different colors (or annotations) of nodes or 
edges can be used to reflect the learner’s satisfaction with the activity (s)he has taken 
(assuming that the learner’s evaluations of the performed activities are available). 
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These visual clues help the learner choose the next step to take, by reminding him/her 
on the experiences with the previously undertaken activities.   

4   Conclusions 

Researching the potentials of personalized use of the two most prominent learning 
technology efforts, namely LOs and LDs, we have developed a novel ontology 
(LOCO-Cite) for bridging them. The ontology makes use of several other kinds of 
learning-related ontologies (user modeling ontology, competences ontology, content 
structuring ontology etc.) in order to capture the information about specific context of 
use of a LO inside a LD (referred to as learning object context - LOC). Information of 
this kind can be rather useful for personalization of LDs – for example, during the 
runtime a query specifying the main features of the current learning situation can be 
sent to the repository of LOCs in order to identify LOCs representing similar learning 
situations and from them infer the most suitable LOs for the present circumstances 
(learning objectives, learner’s preferences, available time, etc.). Furthermore, the 
ideas of personalized views over LOs repository, as well as, visualization of the learn-
ing process in the form of a semantic network are presented as benefits resulting from 
the proposed ontology-based framework. Our future research will be focused around 
the implementation of the suggested architecture, as our aim is to leverage the pre-
sented ontologies to enable personalization and reuse of LOs and LDs. 
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Abstract. Adaptive hypermedia techniques provide users with personalisation of 
contents and links. Some of the criticisms of adaptive systems are that users do 
not always understand why the system is adapting the content and links [14], and 
that the adaptation process can lead to prolific or out of place linking. This paper 
introduces the concept of a multi-dimensional linkbase to describe a single  
linkbase containing links annotated with metadata that places them in several dif-
ferent contextual dimensions at once. We also allow users to have control over 
personalisation by enabling direct manipulation of the linkbase. We argue that 
this approach answer some of the criticisms of adaptive hypermedia.  

1   Introduction 

Adaptive hypermedia (AH) techniques [3] enhance how information can be presented 
online: the same information adapted in the forms of contents and/or navigational 
hyperlinks based on individual users. Many frameworks and systems to date have 
been proposed [4,7,10]. 

The link augmentation technique, which originated from the open hypermedia 
community, is defined as the process of inserting additional links dynamically into an 
existing web page [1]. The links are separated from the body of a hypermedia docu-
ment and stored independently in a link database (linkbase). A link service is required 
to insert dynamically additional links from a linkbase or a variety of linkbases into a 
web page. These links can be filtered so that they correspond to a user model.  At the 
University of Southampton, open hypermedia (OH) research was commenced in the 
late 1980’s with the creation of Microcosm [8], the Distributed Link Service (DLS) 
[5] and the Fundamental Open Hypermedia Model (FOHM) [12].  The link augmenta-
tion process is not a new technique and can be found in several other systems [1,15], 
and although it is not present in Brusilovsky’s AH methods and techniques, there 
have been attempts to bringing the concept of OH to the field of AH [2,10].  

FOHM, is a model of open hypermedia with contextual structures used to describe 
the structure of hypertext objects and their associations between data. It has a notion 
of n-dimensional context which can be attached to the hyperstructure, and defines the 
contexts in which that structure is visible. FOHM has also been used to implement 
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AH by encoding adaptive rules in the context mechanism. Auld Linky (formerly Auld 
Leaky), is a contextual link server designed to store and serve FOHM structures [13]. 
Auld Linky can be used to respond to requests for link matching dynamically and to 
provide flexibility in modelling hypermedia structures such as navigational links, 
tours, level of detail and concept structures and as such is particularly useful for the 
implementation of adaptive hypermedia.  

In this paper we introduce the concept of a multi-dimensional linkbases to repre-
sent different dimensions of expertise in a single linkbase. This concept builds on and 
extends the contextual structures of FOHM and is implemented using Auld Linky. 

2   A Multi-dimensional Linkbase (MDL) 

The motivation for this research stemmed from our hypothesis that in a domain 
where there are many different categories of users such as novice, beginners, and 
advanced learners (and some stages in between) within a given context, or where 
there are many expertise dimensions required in the subject domain, the concept of a 
multi-dimensional linkbase can be beneficial. For instance, a user who is a skilled 
English historian but has no expertise in Asian history requires a different links 
presentation from a user who might be an Asian historian but has limited knowledge 
about English history. Within this context, we believe that it is essential to take into 
account the representations of links from different dimensions of expertise. We re-
garded this as the concept of multi-dimensional linkbases. It is defined as a concept 
that different sets of links or linkbases are treated as different dimensions of exper-
tise. So for example one Link could be annotated as a member of the expert group 
while another in the same linkbase could be annotated as a member of the novice 
group.  At the same time users are provided with control over the presentation and 
personalisation of links. 

3   Personalised Navigation System with MDL(s) 

The concept of a MDL has been put into practice by the development of a web-based 
personalised navigation system, called an inquiry-led personalised navigation system 
(IPNS). Users are provided with navigational tools that map properties about their 
expertise onto contextual dimensions, each of which can be enabled or disabled, fa-
cilitating flexibility and reducing the problem of link overload. In IPNS the links are 
classified by types of information and their relationships [11] and by the functions of 
links. In addition to the Expertise MDL, we have introduced two more linkbases; 
namely Inquiry and Glossary. Although these are implemented using the same FOHM 
structures they are not multidimensional in our current implementation. Both provide 
the user with more navigational functions. 

• An Expertise MDL comprises referential links that relate a keyword in a con-
text to its additional explanation. The Expertise MDL comprises three dimen-
sions of expertise – Subject links (sub classified into raw materials, operations 
and output, which the user has the option of having ‘beginner’, ‘advanced’, ‘no 
links’, and ‘all links’), Language links (allow users to observe some of the 
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keywords in a chosen language, English, Latin or Spanish), and Learning Style 
(simply implemented to provide users with a selection between inter-active 
and non-interactive versions). These Expertise links are augmented into exist-
ing pages based on user’s levels of expertise and individual user model. 

• An Inquiry linkbase consists of structural and/or associative links depending on 
a keyword it is representing in the author’s own defined ontology. Based on 
the ‘keyword-based retrieval system’, these links are to help users find what 
they want to know through searching. 

• A Glossary linkbase embodies another set of referential links. Based on Micro-
cosm philosophy, the user can highlight a word/phrase and request matching 
links. 

The links in the IPNS application are all held in one of the three linkbases. If no 
links are chosen by using the provided tools users will only notice the ordinary struc-
tural links to navigate between pages. Links within the document are dynamically 
added depending on their selection in the MDL and other linkbases. A single MDL 
contains the source and destination information for all links in its group. Individual 
links within MDL can have one or many sources and/or destination. The Context 
object in FOHM determines the visibility of links. Auld Linky performs the context 
culling process and returns the remaining links in a given context for a particular 
user. Figure 1 describes an overall picture of how different arrays of MDLs are  
provided in the system.   

4   Discussion 

The benefits of the link augmentation technique are that the separation of links from 
documents enables the links to be created, added, or modified without any effect on 
the original document, and that despite the text being modified or moved around, 
the links still function [1]. However, its conventional process centres the link inser-
tion on known or visited keywords, which can inevitably result in common prob-
lems such as too many links inserted into an existing hyperdocument – ‘prolific 
linking’ [6], a situation when every keyword becomes a generic link [1], and irrele-
vant or out of place links where the links fail to support the document’s context [9]. 
Furthermore, despite AH techniques offering personalisation of contents and links 
to users, one of the criticisms of adaptive systems is that users are prevented from 
having the control of the system’s action [14]. With these issues in mind, we hy-
pothesise that representing the different dimensions of expertise and allowing users 
to have direct control of the visibility of links can rectify the traditional problems 
with link augmentation and AH systems. In addition, this concept provides users 
with greater flexibility as the links displayed are chosen by the users and not auto-
matically detected and generated by the system. We believe that presenting links 
based on the users’ own selection allows them to perceive the behaviour of the 
working system and empower them by letting them decide whether or not to make 
use of the functionality offered. 
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5   Conclusions and Future Work 

This paper presents an inquiry-led personalised navigation system based on a concept 
of a multi-dimensional linkbase. It is a concept where arrays of links signify dimen-
sions of expertise and each of these offers links presentation based on the user profile. 
IPNS is an attempt to offer navigational links according to users dimensions and lev-
els of expertise. We have developed three linkbases based on our link classification, 
namely an Expertise MDL and Inquiry and Glossary linkbase, and consider that rep-
resentation of links from different dimensions of expertise will resolve the problems 
with prolific and out of place links and facilitate the flexibility. Users are also pro-
vided with the inquiry-led tools which enable them to personalise links presentation, 
each of which can be enabled or disabled; hence facilitating flexibility and reducing 
user’s ‘too-many-irrelevant-additional links’ syndrome. It was implemented in a spe-
cific domain as a personalised web-based system; however, it can also be enhanced to 
facilitate shareability and reusability issues when it is further developed in a web 
services environment. FOHM and Auld Linky are the main technologies of our im-
plementation. Future work will be looking at a more formal evaluation of the proto-
type to confirm whether our concept is applicable and meaningful to users and to 
establish what is the extent and limit of this understanding.  

Fig. 1. Multi-Dimensional Linkbases (MDLs) 
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Institute of Informatics and Software Engineering, Faculty of Informatics
and Information Technologies, Slovak University of Technology
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Abstract. In this paper we deal with personalized navigation in an open
information space in order to support effective orientation in increasing
amount of information accessible through the web. We present a method
for personalized navigation based on social navigation where information
space is represented by an ontology. We discuss potential contributions of
using the ontology representation for the navigation in open information
spaces and for the navigational ability to deal with frequent change of
the information contents.

1 Introduction

Assisting a user in finding relevant information by navigating in a large infor-
mation space through a web-based application is a key requirement today. We
follow the following research directions for improving navigation: semantic web
that focuses on adding semantic layer into the web information space for possibil-
ity of automatic information processing [8], techniques for adaptive navigation
that enable personalization [1], and social navigation that uses the collective
knowledge of large community of users [4] for improving navigation. This combi-
nation is important in order to overcome problems related to navigation in open
information spaces such as difficult orientation in the information space due to
complex informational potential or frequent change of the information content.

There exist several techniques that provide effective support of navigation in a
closed information spaces (such as educational book or digital library) [1]. They
are successful in an attempt to navigate a user to his goals especially because of
the known structure of the information space. However, navigation within open
spaces deals with complex informational potential and frequent changes of the
content. Existing approaches supporting navigation in open information spaces
gain information from resources by an analysis of the content [7] or by sharing
knowledge within users with similar interests (social navigation [3]). Content-
based and social navigation are far from the precision of closed information
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space techniques when offering the most relevant information. Despite of their
ability to work with large information spaces they do not provide the full power
of navigation support in such a scale as it was provided by closed information
space oriented adaptive hypermedia systems.

The aim of this paper is to present a method for personalized navigation
support based on mentioned approaches. It is proposed for the usage in large
information spaces with frequent change of the information content. We use
information about a user group behavior for coloring interesting parts of the
information space represented by an ontology.

2 Method Overview

Proposed method for personalized navigation:

– is based on semantics description by an ontology: this enables to split an
information fragment from its characteristics; thus we can bind personal-
ized ratings not only to the particular information fragment, but also to its
characteristics;

– uses social navigation: navigation is realized using group “footprints” of users
with possibly similar goals and preferences;

– uses techniques for effective navigation: we use maps and landmarks to sup-
port user orientation in the information space [2]; we also use techniques
developed for closed information spaces such as adaptive annotation, adap-
tive link generation and adaptive sorting [1].

Personalization comprises of two processes: acquiring navigational information
and using this information to navigate user through information space. Process
of acquiring navigational information consists of two steps:

1. Record user access – we create a new ontology object representing the user
access and describing the attributes of this access.

2. Infer and update navigational information (rating) for the user and for his
group – ratings are maintained not only for the target information fragment
but also for its properties and related information fragments according the
ontology definition. This way we bound the navigational information to the
information fragment and also its properties. Consequently, even when the
target information fragment is no more current we are still able to use gained
navigational information and apply it for similar information fragments.

Process of using navigational information consists of the following steps:

1. Find all values of selected dimension and find corresponding subspace for
every one of them.

2. Get groups ratings of these subspaces.
3. Get actual user ratings of these subspaces.
4. Display navigational map containing results of navigation enriched with per-

sonalized ratings.
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Our method works with user, domain and observation models. Each model is
represented by an ontology. Using an ontology for models representation allows
to explore user goals and preferences similarity to create groups, define infor-
mational fragments hierarchy in different dimensions and their relations, record
navigational information (ratings), and use them for personalization.

3 Creating Navigational Information

Navigation is realized using properties and relations that describe target naviga-
tional class in the domain model. Every property of the target navigational class
can represent a dimension and its values constitute a range of this dimension.
The information space map shows the information space divided according to
the selected dimensions (properties) by displaying a set of target information
fragments for every value the dimension can take. In every such set there are
visualized all target information fragments that have the property (represented
by dimension) with particular value characterizing the set.

The information space map provides also a navigation among multi dimen-
sions. Sets created according previously selected dimensions are displayed within
the sets of the last selected dimension (e.g., see the full time dimension on the
Figure 1). Thus, the whole information space is divided into sets according to the
last selected dimension. Every set on this level contains other sets representing
dimensions selected one step before the last and so on.

IT proffesionals

full time

contract

part time

worker

worker
worker

project manager
team leader

Fig. 1. Presentation of several dimensions

We record every user interaction (e.g., the selection of the dimension, its
property or the information fragment selection) and use this information to
create and update recommendations or rates. The record of the information
about the user interaction is realized in the object of the Access class (from the
Observation model).
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Despite the navigational information a user can get lost in the information
space. In such case the user is typically looking for his way until several probes
among wrong subspaces. We do not consider the information about these “con-
fused” accesses to create a recommendation. We perform the transformation of
the access information into ratings only after the user proves he has really found
the relevant information. As a proof we consider the user access to the target
information fragment (and his visit of it for a certain time). Then we use all pre-
viously recorded accesses to create recommendations. In this way we bind the
recommendations not only to target information fragments but also to every of
their properties and values that has been selected on the way to find this target.

4 Using Navigational Information

The crucial part of personalized navigation lies in a visualization of navigational
information to guide a user to his desired information fragments. The map of the
personalized information space contains the following navigational information:

– selected dimensions: list containing selected outlines of properties;
– other dimensions: list of properties that can be selected as a dimension;
– dimensions rates: the rateV alue of the rate of every not yet selected dimen-

sion for the user and his group; graphical expression of these values by color
intensity represents user’s “footprints”and the “footprints” of his group;

– information space map: a map containing sets, their labels, rates and links
to target information fragments;

– multidimensional view: the information space structured into sets and sub-
sets according to a few dimensions; every dimension corresponds to particular
set level;

– mutual set position: location of sets on the map expresses their mutual rela-
tion;

– set size: reflects the number of items in a set in comparison with other sets;
– set label: markings of sets by keywords that show the common property value

for all items in particular set;
– set rates: the rateV alue of the rate of every set for the user and his group

(likewise dimensions rates); graphical expression of these values is accom-
plished by color intensity represents the user’s “footprints” (the outline color)
and “footprints” of his group (the fill color).

The user and group “footprints” from previous searching in the information
space are the crucial elements of personalized navigation. The user traffic fulfills
the task to navigate user by confrontation with the group traffic – the user sees
the differences in exploration of particular information subspace between himself
and his group.

5 Conclusions

In this paper we have presented a method for personalized navigation that deals
with support of navigation in open information spaces. The method is based on
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social navigation principles with employing semantics of an application domain
represented by the ontology. It is able to resist frequent information content
changes and preserves gained navigational information despite of the changes.
We developed a navigation support tool PENA [5] that is based on proposed
method. We tested its applicability in labor supply domain within the scope of
a larger project at the Slovak University of Technology [6].

To solve the problem of acquiring navigational information we used social
navigation principles. “Collective knowledge” navigate a user to a job offers sets
showing him, which set his group has considered as the “interesting” one (in
comparison with his characteristics presented in the user model). The use of
ontology enabled us to split information fragments and their characteristics. We
bind the acquired navigational information to both information fragments and
their characteristics. Thus the navigational information is preserved even when
the source information fragment is no more available or actual – it is still valid
for fragment characteristics and we can use it to navigate user to information
fragments with similar characteristics.

One of the most important parts of navigation is the visualization of naviga-
tional results. We use the ontology potential to structure the information space
into subspaces (sets) to make the navigation more effective. This structure is
visualized for the user on the information space map enriched by intuitive an-
notations with labels and colors.
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7. Polčicová, G., Návrat, P. Semantic Similarity in Content-Based Filtering. In Proc.
of Advances in Databases and Information Systems – ADBIS 2002, Y. Manolopou-
los, P. Návrat (Eds.), Springer LNCS 2435, 2002, pp. 80-85.

8. W3C Semantic Web. 2004. http://www.www.org/2001/sw/



A Unified Approach to Adaptive Hypermedia
Personalisation and Adaptive Service

Composition

Ian O’Keeffe, Owen Conlan, and Vincent Wade

Knowledge and Date Engineering Group,
School of Computer Science and Statistics, Trinity College Dublin, Ireland

{Ian.OKeeffe, Owen.Conlan, Vincent.Wade}@cs.tcd.ie

Abstract. Adaptive Hypermedia is utilised in several domains, such as
eLearning and professional training, where there is a growing movement
towards the use of cognitively richer and more ‘active’ approaches to
user engagement. In order to support this move, it is vital that adap-
tive personalisation systems, in these domains, are capable of integrating
adaptively composed activities into adaptively personalised content com-
positions [1]. Through the integration of the approaches that are used in
the automated composition of web services with those found in Adap-
tive Hypermedia, we believe that it will be possible to support a unified
approach to the adaptation of content and services through the leverag-
ing of the characteristics that are common to both adaptive application
domains.

1 Introduction

Research in the area of Adaptive Hypermedia (AH) has focused on the adaptive
selection, at run-time, of multimedia content in tandem with the personalised
sequencing and presentation of that content. Examples of such systems include:
AHA! [2], KnowledgeTree [3] and APeLS [4]. In parallel, the Semantic Web
community has seen a growing focus on the application of adaptivity to Web
Service Composition (WSC). Here the approach involves the dynamic selection,
sequencing and choreography of services that is typically based on the completion
of a desired application goal or objective.

Their is a growing move towards the application of pedagogical strategies, such
as WebQuest and Action Mazes, in eLearning. Such strategies aim to provide
cognitively richer learning experiences through the use of interactive activities,
which engage the learner. This has highlighted a need for the integration of
activities into more traditional hypermedia solutions. Furthermore, authoring
tools such as LAMS [5] and ACCT [6] also promote the use of activities as the
basis for eLearning. As such, they require learning environments that support
both content delivery and the provision of interactive services [7]. By utilising
web service technology and the associated service composition approaches it is
possible to provide services that are adaptively selected and composed [8] in a
manner that complements the goals of AH.
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The necessary functionality can be achieved through the integration of adap-
tive web service composition techniques with those of AH. In order for this
integration to carry significant benefits it should be carried out based on the
common approaches to adaptation used in both domains and should also recog-
nise the inherent differences that exist between AH and service composition.
This leads to the need for an analysis of both domains to be carried out.

The rest of this paper is structured as follows, section 2 presents an overview
of the approaches used in both AH and adaptive web service composition. This
is followed, in section 3, by an analysis of the features that are common to both
domains as well as those which differentiate them. Finally, section 4 discusses
the conclusions drawn from this research.

2 Approaches to Adaptation and Personalisation

In both AH and Adaptive Web Service Composition (AWSC), the aim is to
achieve a desired outcome through the composition of available resources while
taking into account the requirements of the user, as well as other contextual
information. In both application domains many different approaches exist, each
of which has its own advantages and limitations.

2.1 Adaptive Hypermedia

Adaptive Hypermedia Systems (AHS) focus on providing two main adaptive
behaviours, the adaptive selection and sequencing of content (adaptive naviga-
tion) and the adaptive presentation of resources to the user [9]. Traditionally,
the goal of AH is to present the user with appropriate material from a much
larger hyperspace while maintaining the associated benefits of hypermedia.

Adaptive navigation can be realised in several different ways, these include:
direct guidance; link sorting; link hiding; link annotation. Adaptive presentation
traditionally involves the use of techniques such as conditional text and stretch
text to expand the verbosity of a piece of text as necessary. More recent AH sys-
tems have combined the use of adaptive navigation and presentation in order to
provide more advanced personalisation behaviours, for example the application
of learning styles [10, 11] or device attributes [12, 13] as adaptive axes.

AHS can be described using an abstract model consisting of four main com-
ponents: a domain model, a user model, an adaptation model and an Adaptive
Engine. The domain model provides the AHS with information about the knowl-
edge domain in which it is operating. The user model represents the system’s
current view of the user, containing information about key attributes of the
learner, which the system can use to inform the adaptation process. The final
component is the adaptation model, which consists of a set of rules describing
how the adaptation will be carried out. This is used by the Adaptive Engine to
reconcile the user model with the domain model.
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2.2 Adaptive Web Service Composition

AWSC aims to provide previously unavailable functionality through the composi-
tion of many heterogeneous services. Current work in this area can be generalised
into two approaches, the use of workflow composition and the use of AI planning
techniques. Workflow based approaches rely on the manual composition of ser-
vices using languages such as BPEL4WS. AI planners, attempt to deal with the
dynamic nature of service orientated environments through the dynamic com-
position of services based on their meta descriptions and functional properties
as well as the initial state of the ‘world’ and the desired goal state. This paper
will focus on the AI planning approaches to AWSC as these compliment those
used in AH.

Planning approaches to service composition generally consist of four compo-
nents, a planning engine, a semantically rich description of the available services,
a definitions of the ‘worlds’ current state and the required goal state.

Service selection and composition is not only informed by the functional char-
acteristics of services, but also by non-functional properties and it is these prop-
erties that allow the composition to be personalised [14]. Information captured
in a user model can affect the selection process in order to ensure that the re-
sulting composition not only has the desired functionality but that it also carries
out that functionality in a manner that is most suitable to the user.

The planner described by McIlraith et al. in [15] uses situation calculus (pre-
conditions and effects) to describe services and which uses a procedural pro-
gramme to compose services based on these descriptions. The Unpop [16] system
uses a rule based approach that infers over machine readable service descrip-
tions which focus on the messages (parameters) sent and received by the service.
SHOP2 [17] takes an alternative approach, using OWL-S ontologies to describe
services and employing a Hierarchical Task Network planner to devolve a high
level task/goal into atomic actions which can be mapped to individual services
as described by the ontology.

3 Commonalities and Differences

It is clear, from the approaches described above, that AH and AWSC are very
similar in some respects and that lessons can be learned from each. AH can be
used to compose a set of concepts in order to facilitate the comprehension of a
specific topic. Similarly, AWSC attempts to combine a set of services into a plan
which will achieve a specific goal, for example to carry out a learning activity or
to achieve a knowledge state. Prior knowledge and prerequisite knowledge are
often used in AH as adaptive axes. In web service composition functional and
non-functional service properties can be considered analogous.

At a more concrete level, AH and AWSC share several common features, key
to both AH and AWSC systems is the utilisation of semantic models to describe
the ‘elemental’ resources that are available for composition in the respective
approaches, for example learning objects in adaptive content composition and
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service descriptions in adaptive service composition. In both domains the com-
position process is based on the inference of sequencing logic to compose the re-
spective elements. Furthermore, this inference process is influenced or ‘informed’
by external information, for example user or context models.

Despite the commonalities, AWSC and AH are not the same and as such there
are some significant differences which must be accommodated in a system which
combines both. Unlike traditional content, web services are parameterised, that
is they take inputs and return values. This is important as the behaviour of a web
service can be influenced by its parameters to the extent that a single service can
have several very different outcomes. The existence of parameters also imposes
requirements on a composition, it is necessary to capture the flow of information
between web services in the composition as well as the sequencing of the services.
Unlike traditional AH content, web services are capable of returning errors when
they fail to execute correctly.

The integration of AH and adaptive service composition can be approached
in different ways. Existing AH techniques could be utilised through treating
the services as content, for example by embedding a service into a piece of
content, and carrying out the composition as normal. However, this approach
is simplistic as it ignores the differences that exist and as such cannot take
advantage of the benefits that web service composition presents. For example,
the parameterisation of the service must either be ignored or ‘hand crafted’
with little room for information to flow between services. A more transparent
approach to the problem, based on the common feature of both, in which the
differences between services and content are acknowledged would be a more
interesting solution. This solution would allow the strengths of web services and
of service composition to be fully utilised in conjunction with those of AH.

4 Discussion and Future Work

This paper has presented the approaches supported in AWSC and AH. Through
an analysis of the existing approaches in both AH and AWSC, the commonali-
ties that exist in both have been identified. Both domains adaptively select their
respective ‘elemental’ components based on semantically rich metadata and com-
bine these components by inference based on sequencing logic. Furthermore, in
both cases the selection and composition are guided by information, for example
user preferences or contextual data, that are modeled outside of the adaptation
process. Although differences do exist, the common features identified suggest
that web services and hypermedia can be adaptively composed in an integrated
manner.

We believe that a combination of AWSC and AH techniques would be highly
relevant in next generation eLearning, as we move to more ‘active’ learning
events, where presonalisation is concerned not only with content composition,
but also the personalisation and sequencing of activities. The ability to de-
liver interactive and engaging activity based, personalised offerings has many
advantages.
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Abstract. This paper discusses the opportunities arising from the employment 
of meta-adaptivity as a tool that can facilitate the design of adaptation. The dis-
cussion is structured around a specific example problem in the domain of adap-
tive course delivery systems. The paper builds upon this example to argue that 
meta-adaptivity is a viable solution to the “ground up” design of adaptive sys-
tems, and may be especially suited for cases where there is little empirically 
validated evidence to support design decisions. 

1   Introduction 

As any researcher or practitioner in the field of adaptive hypermedia systems will 
readily admit, designing adaptive behavior is hard. Some of the difficulties stem from 
the lack of established and proven practices in this respect; others are due to the lack 
of sufficient empirical evidence to support the design of adaptation. Furthermore, 
although adaptive systems are inherently interactive systems, the design approaches, 
methods and tools available from the field of human-computer interaction do not 
suffice in themselves in addressing the aforementioned problems, as they have not 
been devised to design systems that dynamically change their behavior to suit the 
(changing) requirements of individuals. At the same time, increased attention is being 
paid to adaptation meta-data, and, specifically, their generation and incorporation into 
the adaptation design / authoring process. This is both spurred by the goal of achiev-
ing meta-adaptivity per se, and a natural consequence of the introduction of semantic 
web technologies for the attainment of adaptivity in modern adaptive systems (which, 
to a large extent, provide an “enabling” layer for meta-adaptivity). In the context of 
this paper, the term “meta-adaptivity” will be used to refer to the capacity on the part 
of an adaptive system to observe, assess and modify its own adaptive behavior, to-
wards a (set of) adaptation design goal(s). Furthermore, we will be exclusively focus-
ing on a specific type of meta-adaptivity, namely self-regulation (in short, self-
regulation assumes the capability for an adaptive system to perform self-evaluation 
and learn from that) [2]. This paper argues and provides an example of how meta-
adaptivity offers a design tool, or vehicle, that potentially facilitates the design of 
adaptive systems.  
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2   Example Adaptive System 

This section presents an example design case study of an adaptive system. The basis 
of our exemplary system design is a simple, yet quite popular, adaptive function in the 
area of adaptive hypermedia systems: the annotation of links within learning content. 
For our needs we will assume a system that exhibits characteristics common to a large 
range of adaptive systems in the field (e.g., NetCoach [5]). The system’s most impor-
tant features are as follows: 
− The system’s domain model is a small, course-specific ontology comprising: learn-

ing concepts, corresponding modules / pages, and semantic relations between 
these.  

− The user model is an overlay model (over the domain), with a number of discrete, 
user-specific “states” with respect to each of the concepts in the domain model.  

− Individual user models are updated on the basis of observable user activities. 
− Adaptation logic is expressed through adaptation rules, such as in the case of [4]. 
− Further to the above, the user model may contains other user attributes, some of 

them explicitly provided by the user, and others inferred from user activity.  
− Based on the user model, the system can decide on recommendations regarding the 

future visits of different modules / pages. It is exactly on the basis of these recom-
mendations that link annotation is being considered in the context of our example. 

The design question at hand is whether and in what way to annotate links to concepts 
or modules to convey the semantics of the system’s recommendations. Although there 
is a considerable body of research on this question, for the purposes of this example, 
we will assume that the system’s designer has no empirical evidence to support the 
considered design alternatives. The alternatives themselves are encapsulated in five 
different strategies as far as link annotation is concerned: Strategy A: No annotation.
This can be considered the base-line strategy, and would simply involve not exposing 
the user to the system’s recommendations. Strategy B: Annotation using different link 
colors. In this strategy different colors are used directly on the links to signify system 
recommendation. Strategy C: Annotation using bullets of different colors. This is very 
similar to strategy B above, with the exception that the colors are applied externally to 
the links. Annotations (i.e., the bullets) are dynamically added to the document. Strat-
egy D: Annotation using custom icons. A variation of strategy C above, with the bul-
lets replaced by icons intended to carry more semantic information. Strategy E: Link 
hiding. This strategy involves hiding (but not disabling) links [1], for which the sys-
tem’s recommendation is that the user is not yet ready to visit them.  

Given the strategies above, the design question at hand is which one(s) to use, and 
for a given user and context of use. Note that the strategies are not necessarily mutu-
ally exclusive. Also note that it would be desirable to identify situations that might 
justify a transition from one strategy to another. 

3   Evolution of Adaptive Behavior 

The designer starts out with no evidence about when and under what conditions to use 
each strategy, or whether, indeed any one strategy is “better” than all the rest. Each 
strategy has obvious trade-offs as far as flexibility and user control over the naviga-



310 A. Paramythis 

tion process is concerned. The designer’s goal however, is clear: students should 
encounter concepts that they are not “ready” for as little as possible, and this should 
be achieved with the least possible restrictions on interaction / navigation. Continuing 
with the example introduced above, we will look at three potential iterations that the 
design process could have gone through. 

The first step of the design would involve the encoding of the strategies as sets of 
adaptation actions (e.g., as in [3]). Since the designer has no evidence regarding the 
applicability of the different strategies, these cannot be directly assigned to adaptation 
logic. The system would need to be able to recognize these strategies and apply them 
(separately or combined) in more or less a trial-and-error fashion. The design infor-
mation that already exists, and can be conveyed to the system, is which strategies are 
mutually exclusive, and which ones can be applied in combination. Given these con-
straints, and a suitably encoded representation of the design goal stated earlier as self-
regulation metric, the system is then ready to undergo the first round of user testing. 

We will assume that the results of the first round of testing do not yet suffice for 
building a comprehensive body of adaptation logic to guide the system’s adaptive 
behavior. They do, however, provide enough evidence for the following: 

− Eliminating strategies (and combinations thereof) that do not seem to meet the 
desired design goal under any circumstances. In the context of the ongoing exam-
ple we can assume this includes strategy B and all its combinations (e.g., because 
changing links’ colors seems to be confusing for users). 

− Categorizing and providing a tentative “ranking” of the remaining combinations, 
based, respectively, on their design / interaction semantics, and on the rate of suc-
cess they have exhibited during the first round of testing.  

The aforementioned categorization and ranking process, might result in something 
like the following in the case of our example: Category I: Includes only strategy A 
and corresponds to absolute freedom in navigation, with no system assistance / guid-
ance whatsoever. Category II: Includes the uncombined strategies C and D and corre-
sponds to absolute freedom in navigation, but this time with explicit system assistance 
/ guidance. Category III: Includes all combinations that include strategy E and corre-
sponds to the application of restrictions on the navigation, to enforce a path through 
the learning material. The preceding categorization and ranking is, obviously, only 
one of several possibilities. It does, nevertheless, serve to demonstrate the following 
points: 

− Although it is a ranking, it is not obvious in which “direction” it should be applied. 
For example, should the system start with the most “liberal” (in terms of navigation 
freedom) category and move to the more “restrictive” one?  

− Applying such a ranking incorporates two concepts that may need to be extricated 
and made explicit: the concept of the “default” category of strategies that might be 
applicable for a new user; and the concept of a “fallback” category that gets ap-
plied when none of the available categories / strategies has the desired effect. 

For our example, we will assume that the designer has opted to use the ranking in the 
order presented above (i.e., “liberal” to “restrictive”), and to let the default and fall-
back categories be the first and last ones respectively. With these additional con-
straints, the system would be ready for a second round of user testing. 
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The introduction of additional structure in the adaptation design space effected in 
the previous phase, along with more results from user testing, based on that structure, 
can be expected to finally provide detailed enough results to start building more con-
crete and comprehensive adaptation logic around the alternative strategies. 

According to results from related research in the literature, this phase might result 
in user model-based adaptation logic along the following lines: 

− For users that are novice or unfamiliar with the knowledge domain of the learning 
material, the more restrictive category (III) of strategies would be applicable.  

− Within Category III, a ranking between strategies would be possible, such as: (i) 
strategy E – link hiding, no explicit recommendations by the system, (ii) combina-
tion D+E – link hiding and icons to “explain” the rationale behind provided guid-
ance, and (iii) combination C+E – same as previous, but with less visual clutter. 

− Category II (uncombined strategies C or D) would be reserved for users that are 
sufficiently familiar with the system and the recommendation mechanism, and 
Category I for users that already have familiarity with the knowledge domain, or 
exhibit behavior aimed at circumventing constraints applied on their navigation 
freedom.  

Please note that the above adaptation logic is only exemplary in nature and might 
differ significantly from the actual results one might get with a specific system and 
learning material. Also note that, although the example case study is ending here, 
there is no reason why in real-world settings this would be the last design iteration.  

4   Adaptive System Design Revisited  

Based on the design evolution outlined in the previous section, we will now move on 
to an overview of the meta-adaptive facilities being utilized behind the scenes, and 
their effects on the design process.  

To start with, the basis of the design iterations has been the derivation of new 
knowledge regarding their suitability for different users (or contexts of use) given the 
overall design goal / self-regulation metrics. This knowledge, in its simplest form, is 
derived by applying alternative (combinations of) adaptation strategies, and assessing 
the extent to which the self-regulation metrics are satisfied, always in connection to 
the current user’s model. Knowledge derivation, then, is achieved by analyzing all 
recorded cases where a particular strategy has had similar results, and identifying 
common user model attributes among the respective users. This is the core of the 
“learning” facilities in the context of self-regulated adaptivity, and their output could 
be expressed in various forms, including for instance as preliminary adaptation logic, 
intended to be reviewed, verified and incorporated into the systems by the designers. 
Although rather straightforward, the above step may already suffice to provide valu-
able input to the design process. For example, it should be capable to identify strate-
gies that are not suitable for any (category of) users, in any context of use. This was 
assumed to be the case in the elimination of strategy B and all its combinations in the 
previous section. 

A second set of capabilities alluded to in the previous section is the categorization, 
or “clustering” of adaptation strategies, as well as their “ranking”. Categorization can 
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take place mainly along two dimensions: (a) The system can try to identify strategies 
that have similar effects with respect to the self-regulation metrics, given sufficiently 
similar user models; the output of this process would be a provisional clustering of 
strategies, based on their “cause and effect” patterns. (b) The system can try to iden-
tify the differentiating subsets of user models that render some strategies more effec-
tive than others. These dimensions give, respectively, two semantically rich measures 
of similarity and differentiation of adaptation strategies. When sufficient meta-data 
about the user model itself is available, the system can combine that with the meas-
ures to provide provisional rankings of alternatives within categories. 

Before closing it is important to note that the example in the previous section, as 
well as the analysis in this section, only assume three types of analytical assessment 
capabilities on the part of a self-regulating adaptive system. Although these are by far 
not the only ones possible, they are already adequate for the type of design support put 
forward in this paper. Space constraints do not permit going into a discussion of addi-
tional possibilities, or of the requirements placed on the adaptation infrastructure by 
this type of self-regulation; interested readers are referred to [2] for details on the later. 

In conclusion, this paper has presented a case for the use of meta-adaptivity as a 
facilitator in the design of adaptive systems. The applicability of the proposed ap-
proach is of course not universal: it requires that a self-regulating adaptive system (or 
infrastructure) is already operational, and that the cost of authoring the alternative 
adaptive behaviors is not prohibitive. It is also mainly intended for cases where there 
exist several alternative adaptive behaviors, with little or no empirical evidence as to 
their suitability for different categories of users, or different “states” of a single user. 
Within these confines, however, it is argued that meta-adaptivity does not represent 
only the next logical step in the evolution of adaptive systems, but also a potentially 
irreplaceable tool in how we design such systems in the future. 
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Abstract. In this paper, we describe the design and development of per-
sonal information assistant (PIA), a system aiming to meet individual
needs of the searchers. The system’s goal is to provide more up-to-date
and relevant information to users with respect to their needs and inter-
ests. The main component of the system is a profile learner for capturing
temporal user needs, based on implicit feedback gathering techniques. It
monitors the system usage, the documents viewed and other user actions
in order to infer users’ changing needs.

1 Introduction

Web search engines, designed for discovering documents online, are very popular
and generally perceived to do a good job in finding relevant information on
the web. However, recent studies, such as [4, 5], have highlighted that users
interact only with a limited number of search results usually among the first page.
[4, 5] also demonstrated that, searchers usually choose some relevant information
within the first page of results having viewed very few documents. Uncertain
about the availability of other relevant documents most users end their search
sessions after one or two iterations. In fact, most of the time, they keep looking
for information regarding the same topics, for example things that relate to their
work. Often such information requirements change by sliding into new topics,
based on the changes of user interests. Only way to satisfy such needs is to search
on a continuous basis, that is keep looking for information regularly.

In this paper, we argue that a personal information assistant will improve
search experience recommending additional documents, relevant to the interests
of users. We have developed a system, called PIA (Personal Information As-
sistant), which makes it easier for people to locate information regarding their
needs. Our system adapts to the changing needs of users, manages their mul-
tiple search interests, and pro-actively fetches and presents relevant documents
on a regular basis. The aim was to build a system capable of modeling people’s
evolving needs, in an effective way, and use the information provided in order to
create a personalized information source for users. The main feature of the sys-
tem’s design, that supports this, is the profiling learning algorithm responsible
to discover users’ interests. Another key aspect of PIA’s design is the extractor
algorithm that facilitates implicit information gathering from the sources the
user showed some interest. More details, about profile creation and the various
algorithms used, are provided in later sections.
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2 Motivation

With the growth of the World Wide Web the need for tools to address prob-
lems with information overload, [6], has become more apparent. However, in
many situations the information seeking experience is less than satisfactory: of-
ten searchers have difficulty finding relevant information. The main reason for
this is the lack of effective search interaction and retrieval tools. The existing
tools are often ineffective for all but the most simple search tasks [2]. There
are three main areas of user interaction with a search engine: selection of initial
query words, the assessment of retrieved pages and query modification [3]. To
build an effective search tool one has to address the problems of query formula-
tion and support the formation of information needs that are prone to develop
or change during a search.

Past solutions, like [1], used mostly explicit feedback gathering to model the
user’s searching behavior. WebMate [1] is a search agent that supports both
Internet searching and browsing. Using multiple vectors to keep track of user’s
interests, relevant documents can be suggested to the user. The system auto-
matically attempts to learn the user’s categories of interest by requiring the
explicit marking of pages during normal browsing. However, this form of rele-
vance feedback increases the user’s responsibility which can cause inconvenience
or introduce confusion. Other such systems are aimed to pro-actively find and
filter relevant information that matches our interests. New interests are stored in
a simple profile, containing terms related to different interests and hence resulted
in poor performance.

We need a pro-active search assistant that addresses these issues, identifies
the multiple facets of user needs and can fetch relevant information. In order to
reduce the cognitive load in the feedback issues a combination of implicit and
explicit feedback gathering can be much more powerful, since they only require
minimal user interaction.

3 PIA - Main Components

Personal Information Assistant was developed as an adjunct to the current web
search engines. The system was developed using JAVA Enterprise Edition (J2EE)
and is based on a three-tier architecture. User queries and other interaction data
is captured and processed at the server. The queries are forwarded to Google,
and the results are parsed and presented to the browser. At this stage, the user’s
profile gets updated to exploit the information gathered from the previously
issued search. At some future point, the assistant will analyze the information
stored and attempt to retrieve additional relevant documents regarding the user’s
evolving needs.

In order to help the user in judging relevant information PIA uses a summa-
rization system. We have implemented a version of the system described in [7].
It generates summaries of result pages based on the queries and known as query
biased summaries. As demonstrated in [7], such summaries will facilitate more
interaction with the system.
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The main user interface features a personalized homepage for each user and
a profile editor. Each user’s home page is similar to a portal, where people can
view the documents recommended by the system with respect to their interests.
Interests are displayed on a priority basis aiming to improve the retrieval perfor-
mance of the system, since high-priority facets are likely to be more attractive for
the user. The other components of the system are the term extractor algorithm
and the profile generation scheme, described in subsequent sections.

Fig. 1. The personalized home page, displaying additional documents discovered by
the system

3.1 Profile Representation and Management

A profile consists of a set of interests that relate to the user requirements. PIA
recognizes that user interests are multiple and hence their profile contain multiple
facets of user needs. Fundamentally, an interest constitutes a weighted keyword
vector, distinguished by a representative name. Such interests can be temporal,
which will be eventually discarded, or long-term needs. As discussed in [4], peo-
ple usually interact very little with information retrieval tools, such as search
engines, so forcing them to add their own profiles would definitely decrease the
functionality and usability of our system. Therefore, PIA features techniques to
make it possible to modify a user’s profile implicitly. Using a term extraction
algorithm and a profile learning scheme, interests can be discovered and popu-
lated without any user interaction. Explicit profile creation is possible, as well
as modification of the system’s suggested interests, available through the profile
editor interface, but it only constitutes an optional feature.

3.2 The Extractor Algorithm

The extraction algorithm strives to extract a set of representative words, from
user search iterations, with respect to their information needs. Apart from the
search terms, it takes into consideration the search engine snippets and sum-
maries of recently viewed documents, since these directly reflect to the user’s
information need. Query terms directly express the user’s search requirements
and are applied an extra weight compared to the other words in the set. For
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experimentation purposes, three retrieval models have been made available: A
boolean model, a frequency model and the well-known TF-IDF model.

After performing thorough tests with all schemes and measuring their perfor-
mance in a variety of circumstances, we deduced that the frequency model gives
the best results for out application. Taking into account the frequency model’s
formula, where the weight of each term equals to the number of times it occurs
in the collection, it is easy to observe that the extracted set of terms is less likely
to be random.

3.3 The Profiling Generation Algorithm

The profile learning model is based on the assumption that users will always
visit documents related to their search requirements. Therefore, after the user
performs a search, web pages that have been viewed are considered to be more
relevant than the rest in the result collection. The profiler extracts the most
representative words for a query, by continuously monitoring user interaction and
exploiting this information to discover representative terms. Before providing a
more detailed description of how profiles are created implicitly, some knowledge
is needed regarding the extractor algorithm.

We used clustering techniques to detect various facets of users’ interests. Hav-
ing extracted a set of terms from the visited documents in the result set, a
single-pass clustering algorithm is applied, using using cosine coefficient as the
similarity matching function.

As discussed earlier on, the aim was to profile users’ requirements with the
least possible effort from them. One of the main issue, that arises, is labeling in-
terests. Asking users to fill in interests’ names explicitly is not an option, because
we want to go beyond this explicit feedback gathering model. Cluster labeling
is one of the most major information retrieval issues. Due to time constraints,
simple, but efficient, cluster and interest labeling algorithms were used for this
purpose. The most frequent terms, appearing in an interest or a cluster, are
most likely to describe it correctly. So, by labeling the interest using the n most
popular terms seems to work effectively enough and hence used.

3.4 Finding Additional Documents

The reason for implementing all these algorithms is to present to the user ad-
equate additional relevant documents related to his interests. When the user
re-visits the portal, he will get a listing of new documents associated with his
interests in a personalized home page, illustrated in figure 1 above. The sys-
tem takes advantage of the profiler algorithm and formulates a new query by
extracting n most frequent words from an interest. During the implementation
and evaluation of our system, it was observed that 4-6 query terms are adequate
to retrieve additional relevant documents from the web. Finally, it issues an on-
line search using the query formulated and adds m documents retrieved to the
related interest.

This process occurs whenever a user logs in to the system, but at most once
a day to avoid updating the suggested documents too often. In fact, the whole
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document updating procedure is completely transparent to the user with no
slow-down at all. The system suggests them some documents that might be of
interest and they decide whether they want to delete them or not.

4 Conclusion

We have designed, deployed and evaluated a system aiming to supply users
with up-to-date information regarding their personal needs. By using an implicit
information gathering model we eliminate the necessity of forcing users to create
their profiles explicitly. By formulating queries based on the users’ interests
and automatically seek more information on the web, the assistant recommends
additional documents that might be of interest to the users. We also present
techniques to keep up with users’ evolving needs effectively such as the term
extractor scheme and the profile management algorithm.
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Abstract. This work introduces a proposal to capture adaptive navi-
gation characteristics of a Web Application in the Requirements Specifi-
cation stage. Tasks that users must be able to achieve are identified and
described, considering the navigational adaptations that are needed to
fulfill them. By applying a given code generation strategy, it is possible
to obtain fully operative prototypes of the adaptive web application from
its requirements specification.

1 Introduction

The specification of adaptivity requirements of Web applications has received
little attention by Web development proposals. In the case of adaptive navigation
requirements, there is a gap between their textual specification and the definition
of adaptivity restrictions over navigational primitives, which makes difficult to
trace these requirements along the development process. To tackle this problem,
we propose a systematic process of requirements specification that supports the
description of adaptive navigation requirements. We identify the tasks that users
can achieve when interacting with the application, and incorporate user-centered
constraints in the task descriptions. These constraints define different access
levels to information and functionality for different users. From the requirements
specification, we can derive the navigational schema of the application, in terms
of the OOWS Navigational Model [1], and from this generate adaptive prototypes
by applying a given automatic code generation process [2].

2 Development Process of Web Applications

OOWS [1] is a web engineering method that allows obtaining fully operative
prototypes of Web applications from a requirements model. To specify the sys-
tem requirements, this method proposes to: (1) identify and specify the potential
users of the web application; (2) detect the tasks that each user must be able
to achieve when interacting with the application; and (3) describe these tasks
in terms of the user-application interactions that are required to fulfill them.
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Next, a set of model-to-model transformations are applied to the obtained spec-
ification in order to generate an OOWS conceptual schema [1]. Static structure
and behaviour of the system are described through a class diagram and dynamic-
and-functional models. Navigation is captured by the OOWS navigational model,
which incorporates conceptual structures with different implementation alterna-
tives for different users. Finally, fully operative prototypes of the adaptive Web
application can be obtained from the OOWS conceptual schema, extending a
strategy of automatic code generation for non-adaptive Web applications [2].

3 Deriving Adaptive Navigation Specifications

To specify the adaptive navigation features of a Web application, we firstly need
to describe its intended users and the tasks that are provided to them. We pro-
pose the definition of a Diagram of User Stereotypes, based on the concept
introduced by Rich in [3]. This diagram comprises the application-relevant user
groups (stereotypes), ordered in a hierarchical structure. User attributes are
also defined, comprising personal information, user application-related informa-
tion (expertise, preferences, etc.) and navigational behaviour. Stereotypes allow
specifying a common coarse-grained adaptive solution for similar users, based on
their general, shared characteristics; whereas constraints over the defined user
attributes determine a fine-grained navigational adaptation, based on specific
characteristics of the user.

For the task descriptions, we propose the building of a Task Taxonomy, by
defining a hierarchical tree that contains the full set of tasks that the system
provides. From the statement of purpose of the system, which is the most
general task, a progressive refinement is performed to obtain more specific tasks,
until the level of elementary tasks, which are composed by atomic actions. The
achievement of an elementary task can be restricted to specific user stereotypes,
which implicitly defines the navigational structures that users can access.

3.1 Task Description and Adaptive Navigation Features

Each elementary task is described through a UML-compliant Activity Diagram,
defining how users can achieve it. This diagram includes restrictions and precon-
ditions that allow describing different ways to fulfill the same task by different
users. We adopt the concept of Interaction Point (IP) (introduced in [2])
to represent the moment in which the system provides the user with informa-
tion and/or operation access, both related to an entity (object of the system
domain). Each node of the activity diagram represents an IP (solid line) or a
system action (dashed line); the number of entity instances of an IP (cardinality)
is depicted in the upper right corner of the primitive. Each arc represents: (a)
a user action (information selection or operation activation) if the arc source is
an IP or (b) a node sequence if the arc source is a system action. In this work,
we have incorporated the following primitives to describe adaptive navigation
requirements, in terms of entity features and user attributes:
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– Accessibility conditions over arcs. If the arc source is an IP, these conditions
must be fulfilled by the user to access the target node; if the arc source is a
system action, they must be satisfied to continue with the sequence.

– Select Precondition of IPs (expressed as a UML “localPreCondition”), which
must be fulfilled by the set of instances provided in the IP.

– Sorting Precondition of IPs (expressed as a UML note stereotyped with the
�sorting keyword). This precondition defines the order in which the entity
instances must be provided to the user.

«sorting»
 count 
{{#user#.visitedBooks.keywords} 
     {self.keywords}} DESC 7:Add_to_Cart

2:Book *

«sorting»
title ASC

[#user# ∈ CLIENT]

[#user# ∈ ANONYMOUS]

«localPreCondition»
{#user#.boughtBooks}     {self} = φ 5:Review

1

3:Book *

1:Category*

[hasSubCategories]

8:Get_Discount

[#user#.prevPurchase
Amount >= 100]

[#user#.prevPurchase
Amount < 100]

6:Special Offer

1
[#user# ∈
PREMIUM]

4:Book

1

Fig. 1. Activity Diagram of an elementary task

Let us consider an example of a Web-based bookstore. Figure 1 shows the
activity diagram of the “Add Item to Cart” elementary task. When the user
selects one of the book categories presented in (1:Categories,* ) IP, the system
gives a list of books that belong to the selected category. If the user belongs
to CLIENT stereotype (Fig. 1, upper arc accessibility constraint), this list in-
cludes only those books that a user has not already bought (“localPrecondition”
constraint of (2:Book,* ) IP) and must be ordered according to the number of
keywords that displayed books have in common with those books whose pages
the client has visited (�sorting condition). If the user belongs to ANONYMOUS
stereotype (Fig. 1, lower arc accessibility constraint), there is no restriction to
the list of books and they are ordered alphabetically by their titles ((3:Book,* )
IP). Once a book is selected, its description is provided by (4:Book,1 ) IP, from
which the user is able to: access a specialized review of it ((5:Review,1 ) IP);
check an special offer associated to the book ((6:Special Offer,1 )), if the user
belongs to PREMIUM stereotype; or activate the 7:Add to Cart system action,
adding the selected book to the shopping cart. Finally, the system applies a dis-
count (8:Get Discount system action) for a limited group of users, according to
their previous purchases.

The features of each entity and the IPs in which they must be shown are
defined through information templates. Inclusion of these features in a given IP
can be ruled by conditions on user attributes, e.g., the full review of a book will
be only shown if the connected user has visited information of at least 20 books
and accessed the full review of at least an 80% of them.
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4 Obtaining an Adaptive Web Application Prototype

By applying a set of mapping rules [4], it is possible to obtain the OOWS naviga-
tional schema of the application from the Requirements Specification, supporting
adaptive characteristics. Once this is done, a web application prototype is au-
tomatically generated. This prototype can be used to verify whether adaptive
navigation requirements have been correctly captured.

«context»
BOOK

title
[ Review ]

«view»
BOOK

- ISBN
- title
- date
- summary
- coverImage
- pages
- price
- discount [#user# ∈PREMIUM]

- AddToCart() 

- GetDiscount()
[#user#.purchaseAmount >=100]

IF    ((#user#.visitedReviewsPercentage < 80) OR 
       (#user#.visitedBooks->count() < 20)) 
THEN 
       (NavRel(BOOK.REVIEW).accessibility = contextual)
ELSE 
       (NavRel(BOOK.REVIEW).accessibility = contextDependency)
ENDIF

if (#user#isTypeOf(CLIENT))
then  ORDER BY self.keyword->
          select(k|user.visited.keyword=k)
          -> size() DESC
else  ORDER BY title ASC
endif

if     #user#.isTypeOf(CLIENT)
then  #user#.boughtBooks->
          select(self)->isEmpty()
endif

ATTRIBUTE INDEX BookIndex
ATTRIBUTES title, Author.name, coverImage, date, price
LINK ATTRIBUTES title DISTINCT VALUES

«view»
AUTHOR

- name

ORDERING 
PATTERN

FILTER OVER 
MANAGER 

CLASS

MANAGER 
CLASS

COMPLEMENTARY 
CLASS

NAVIGATIONAL 
RELATIONSHIP

CONSTRAINT  OVER 
NAVIGATIONAL RELATIONSHIP

INDEX

ACCESSIBILITY 
CONSTRAINT 

OVER 
OPERATION

ACCESSIBILITY 
CONSTRAINT 

OVER 
ATTRIBUTE

- title
- author
- (text)

«view»
REVIEW

Fig. 2. Adaptive Navigational Context

A Navigational Context is the OOWS structure that represents a navigational
view of the class diagram. Figure 2 shows the navigational context derived to ful-
fill the Add Item to Cart task. This context shows information about a particular
Book, its Author and Review. An index (Fig. 2, middle right side) provides an in-
dexed access to the population of books. Attributes are derived from the features
included in information templates, while operations are derived from the system
actions. In both cases, accessibility constraints defined in the task description
have been incorporated in navigational structures. An Ordering Pattern (Fig. 2,
upper left corner) is defined from the �sorting constraints; a Filter over the
main class, derived from the “localPreCondition” restrictions, selects the in-
stances shown in the index. Finally, the adaptive access to the text feature of
the Review is expressed through a constraint (Fig. 2, upper right corner), which
allows including the corresponding attribute in the current navigational context
or transferring it to another one, to which navigation is provided.

Figure 3 shows two Web pages generated from the navigational context in
Fig. 2, and accessed by an ANONYMOUS user (hereafter “User1”) and a PREMIUM
user (“User2”), respectively. The link to the Special Offers page is only available
to User2. This user fulfills the previously mentioned condition of the number of
visits to book reviews, so the page includes the corresponding review, whereas
User1 needs to access another page to access it. The discount value associated
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Residence on Earth

Gonzalo, welcome back to 

Residence on Earth

Shopping Cart Item
Sales
Price Discount

Final 
PriceShopping Cart Item

Sales
Price Discount

Final 
Price

Your Cart

Your Account

Your Store

smartreading.com
Home > Literature > Fiction

Access to the 
Review page

Access to the 
Special Offer 

page

Review text

Book 
discount

Discounts 
applied

Welcome to 

Your Cart

Your Account

Your Store

smartreading.com
Home > Literature > Fiction

Fig. 3. Web pages derived from one navigational context, accessed by different users

to the book is only valid to User2, according to the accessibility restriction of the
previous purchases. The shopping cart state after adding the product (balloons
in Fig. 3) shows how discounts are only applied to the items added by User2.

5 Conclusions

This work introduces an approach to describe the adaptive navigation require-
ments of a Web Application, and derive the conceptual description of the navi-
gational structures that allow their fulfillment. Adaptive prototypes can be au-
tomatically generated, which makes possible a rapid validation of adaptivity
requirements, with development time and effort saving. Different granularity
levels of navigational adaptivity are provided by the proposed user description:
a coarse-grained adaptation based on user stereotypes; and a fine-grained adap-
tation, based on restrictions on more specific user attributes.
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Abstract. Typically, the behavior of adaptive systems is specified by a set of 
rules that are hidden somewhere in the system’s implementation. These rules 
deal with instances of the domain model. Our purpose is to specify the adaptive 
response of the system at a higher level (to be applied and reused for different 
domains or adaptive applications) in an explicit form, called adaptation lan-
guage. For this purpose we have chosen learning styles (LS) as an implementa-
tion field. We defined an XML-based adaptation language LAG-XLS for the 
AHA! system. In this paper we focus on the empirical evaluation of LAG-XLS.  

1   Introduction 

Adaptive hypermedia (AH) systems (AHS) mostly focus on the delivery of adaptive 
applications to end-users and less on authoring aspects [2]. To allow a widespread 
use of AHS, more attention is needed for the authoring process [2], to make it as 
“simple” and intuitive as possible [5]. In [9], to alleviate the so-called “authoring 
problem” we discussed limiting repetitive work by reuse of previously created materi-
als and other components. These include the static parts of the authored courseware 
(e.g., domain model content) and the actual system dynamics (adaptive behavior). 
Most existing standards (LOM, SCORM, etc.) address only static and not dynamic 
reuse [9]. In [9] we compared LAG-XLS (‘LAG-excels’), a language developed for 
the AHA! (Adaptive Hypermedia Architecture) system [7], with a more generic lan-
guage for AH, LAG [3,5], as its theoretical basis. LAG-XLS focuses on adaptation to 
various learning styles (LS), meaning here an individual’s preferred way of learning. 
Here we outline what type of strategies can be created in LAG-XLS, how they are 
applied and visualized in AHA! applications, and we present some evaluation results 
of our approach. 

2   Adaptation to Learning Styles in AHA! 

LAG-XLS: allows 3 types of adaptive behavior [9]: selection of items to present (e.g. 
media types); ordering information types (e.g., examples, theory, explanation); and 
creating different navigation paths (e.g. breadth-first vs. depth-first). LAG-XLS also 
allows for the creation of meta-strategies, tracing users’ preferences for certain types 
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of information or reading order. Strategies are defined as XML files using a prede-
fined DTD. XML was chosen as it is an extensible language and a W3C standard.  
Creating an AHA! adaptive application: consists of defining the domain/adaptation 
model and writing application content (XHTML pages [7]). The extended system 
allows applying adaptive strategies, specified in LAG-XLS, to the domain model. 
Authors can create their own strategies or reuse existing ones. We pre-defined adap-
tation strategies for the following LS [8,3]: active vs. reflective, verbalizer vs. imager 
(visualizer), holist (global) vs. analytic, field-dependent vs. field-independent; strate-
gies for inferring user preferences (adaptation meta-strategies) for textual or pictorial 
information, and navigation in breadth-first or depth-first order (BF vs. DF). Authors 
can change the predefined strategies. For this, they have to use elements defined in 
the LAG-XLS DTD, and ensure that the domain model concepts have the attributes 
required by the strategies [9]. Authors choose which strategies to apply to a particular 
application, and in which order (in case of several strategies, order can be important). 
Visualization of strategies application in AHA!: The learner sets his preferences 
(e.g., LS) via a form or selects preference tracing. Later a user can inspect his user 
model and make changes to it (e.g., to try a new strategy corresponding to other LS). 

3   Empirical Evaluation LAG-XLS 

3.1   Evaluation Settings 

We tested the application of LAG-XLS (meta-)instructional adaptation strategies to 
AHA! in an AH course [1], with 34 students: 4th year undergraduates in Computer 
Science and 1st year Masters students in Business Information Systems. 

3.2   The Experimental LAG-XLS Assignment Steps 

1. The students had to perform the assignment in groups of 2-3 people in 4 weeks. 
2. They installed the AHA! system version supporting LS on their notebooks. It con-

tained two example applications (courses) and some predefined strategies to apply. 
3. Students had 2 roles: authors; using the Graph Author tool [7] to see course con-

cept structure and select strategies to apply; end users: visualizing strategy appli-
cation results; analyzing the same course with different LS settings and automatic 
tracing. 

4. Next, the students filled out a questionnaire about their experience with the system. 
5. The students also filled out the Felder-Solomon “Index of Learning Styles Ques-

tionnaire” (ILS) [8]. ILS maps a set of 44 questions over 4 LS dimensions. For 
the assignment, 3 dimensions were of interest: active vs. reflective, visual vs. ver-
bal and sequential vs. global. We examined if the students’ preferred settings 
(explicitly selected by them whilst using the system) corresponded to the LS re-
vealed by the ILS questionnaire and if the system’s inferred preferences matched 
the ILS questionnaire.  

6. Finally, students were asked to create their own strategies, or variations of existing 
strategies, in the LAG-XLS language, and apply them in the provided applications.  
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3.3   Experimental Quantitative Results 

The quantitative results of the assignment are presented in the integrated table 1.  

Table 1. Experimental quantitative results 

verbal visual active reflective global analytic1. Students’ average 
stated preferences (%)  9 68 24 56 24 41 

verbal visual active reflective global sequential 2. ILS questionnaire 
average results (%) 1 49 19 9 26 5 

pre-knowledge LS pre-knowledge XML3. Students’ prior knowl-
edge (%) 24 79 

useful pleasant easy 4. Overall impression of 
instructional strategies 
and experiments (%) 82 67 54 

understand 
Graph 
Author 

no prob-
lem 

editing? 

understand 
application 
strategies 

satisfied 
with 

presenta-
tion

strategy 
change 

worked? 

5. Working with the sys-
tem (%) 

88 47 77 76 75 
verbalizer 
vs. imager 

active vs. 
reflective 

global vs. 
analytic 

text vs. 
image 
pref.

BF vs. DF 
pref. 

6. Students’ satisfaction 
with the strategies (%) 

87 67 73 87 71 

Students’ stated preferences vs. ILS questionnaire results. Table 1 (row 1, 2) shows 
that students are rarely aware of their LS. Note the difference between stated “ana-
lytic” (equivalent here with “sequential”) preference and the ILS results (showing 
“global” tendency). Further on, for “active vs. reflector”, the former tendency is 
stronger in ILS, whilst the latter dominates in actual use. Results coincide in the stu-
dents’ strong image preference. Still, the intensity is different in praxis and theory. 
Students’ prior knowledge (row 3). As most were from computer science, unsurpris-
ingly, their XML prior knowledge was far greater than the LS one (79 vs. 24%). 
Many had never heard of LS before. This may explain fluctuations in learning prefer-
ences. 
Students’ general impression of their first encounter of LS in combination with AH 
(row 4). Students considered the implementation of adaptive instructional strategies
and (monitoring) meta-strategies for adaptive educational systems useful (82%). Less 
strong, but still positive was their conviction about this experimental process being 
pleasant (67%). A (smaller) majority of students considered the work easy (54%). 
This difference shows that, although students realized the necessity and importance of 
adaptive strategies in AH, and enjoyed the assignment, they did not consider it trivial. 
Thus reuse of ready-made, custom-designed strategies is vital for AH authors, to re-
duce creation time and costs. 
Working with the system (row 5). The students understood how the application of 
strategies works (77%) – the core of the LAG-XLS language understanding – and are 
greatly satisfied with the presentations (76%). They understand the AHA! Graph Au-
thor very well (88%). However creation of their own strategies was the most difficult 
problem. Only 47% did not have a problem with editing. The strategy changes 
worked well for 75% of the students.  
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Students’ satisfaction with the (meta-)strategies (row 6). All strategies and meta-
strategies were deemed appropriate by the majority (over 65%) of students. The “win-
ning” strategy is the “verbalizer vs. imager”, considered most accurate (87%). 
Following is the “global vs. analytic” (73%) and “activist vs. reflector” strategy 
(67%). From the meta-strategies, the one liked best by students was the “text vs. im-
age preference” meta-strategy. For the latter, most students noticed that it traced their 
behavior within 3 steps. The “BF vs. DF” strategy is more complex. For a user with a 
breadth-first preference, the system analyzes a larger number (between 7-14, with an 
average:13) of steps till the LS was detected. 71% were satisfied with the strategy. 

3.4   Experimental Qualitative Results: Selection of Questions and Answers 

Due to the of lack of space, we only provide a summary of some of the comments. 

1. Do you find the application of different instructional/monitoring strategies for 
educational adaptive hypermedia useful? Most students gave a positive reply. They 
considered it a good aid in the learning process, as presentation of material suiting the 
user’s need allows working more efficiently and saves time. However, some correctly 
noticed that it is quite easy to fool the system, as it does not check whether material is 
really understood when the user browses through it (this is a typical AH problem). 
2. Compare the preference induced by the system with the ILS questionnaire re-
sults. For the majority of students the induced preference corresponded with the ILS 
results. If this was not the case the students provided us with some comments. One 
student replied: “I generally like to see the global picture first and then go into the 
details. However in the tutorial, … If I read the high level concepts first and then go 
into the details, I have forgotten what the high level concepts were.” This problem 
may be caused by the fact that the authors of the example application do not have 
enough psychological knowledge about how to fully support the global and analytic 
LS (beyond the recommended breadth-first and depth-first processing). Another stu-
dent commented that he has a textual preference according to ILS, but he so much 
liked the pictures in the tutorial that he preferred the imager version. Also, some stu-
dents correctly noticed that LS preferences may vary in different domains.  
3. Can you think of more strategies that you would like to apply but are not able to 
express using LAG-XLS? Most students were only able to create variations of the 
existing strategies by using different names for presentation items and by increas-
ing/decreasing the number of steps required by the monitoring strategies to achieve a 
threshold. The students did not come up with any completely new strategies.  

4   Discussion and Conclusion 

From the evaluation results we can say that designing an application in such a way 
that different types of users get equivalent information appropriate to them is a useful 
endeavour. Students understood the process and liked being involved in it, in spite of 
the fact that it wasn’t a simple task. It is very reassuring that our students understood 
the basics of LS application, as they were computer science students, with little or no 
knowledge in this field prior to the course. This exercise shows also the challenges of 
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the end-user side, the learner: theory and praxis do not always match in identification 
of LS. The end-user rarely has meta-knowledge of this type.  

This was a small-scale exercise in authoring the dynamics of AH, from the point of 
view of tasks involved (the group size was average). The results and comments show 
that LAG-XLS allows a quick grasp on the adaptation process (for computer science 
students), as well as relatively easy handling and small modifications of existing ad-
aptation strategies. Still, some students couldn’t create new strategies from scratch. 

It is clear that the creation process of adaptive behaviour in itself requires a lot of 
psychological and/or pedagogical knowledge. As we are no psychologists, the main 
aim of our research is to allow the authors with experience in pedagogical psychology 
to design different types of strategies and apply these strategies to the applications. 
Moreover, the question about how to structure the application and organization of the 
materials to correctly suit different LS is left for the author of the application or psy-
chologist. Therefore, from a future evaluation point of view, it would be interesting to 
test LAG-XLS with LS specialists, instead of computer scientists, focusing more on 
the qualitative aspects instead of the technical aspects of the language. 
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Abstract. In this paper, we present the system “DAWN” (direction
anticipation in web navigation) that helps users to navigate through the
world wide web. Firstly, the purpose of such a system and the approach
taken are motivated. We then point out relations to other approaches,
describe the system and outline the underlying prediction model. Eval-
uation on real world data gave promising results.

1 Introduction

Navigating through hypermedia can be a hard task, especially if the resource
is as dynamic as the world wide web that is steadily growing and constantly
changing. Users that browse the web often need to choose between multiple
options on how to continue navigation. Depending on how well they choose the
hyperlinks they follow, it will take them less or more time to finally get to the
information they desire. Whilst some users might find this task quite easy, others
may get lost, especially if they are facing unfamiliar web content. Although
there is most likely no general rule on how to most efficiently navigate to the
desired information, there may be certain navigational patterns that can be used
as heuristics. Users may unconsciously develop such patterns. A system that
watches users navigating the web could learn the users’ navigational patterns.
During a browsing session, the system could perform a lookahead crawl in the
background and suggest the hyperlinks that best match the previously learned
patterns.

This paper introduces a prototype of such a system, named DAWN (direction
anticipation in web navigation). In the following sections, differences to related
work are pointed out and a brief system overview is given. In Sect. 4 we present
some promising results of a first evaluation of the system with real-world data.
Finally, we summarize our work and give an outlook on future developments.

2 Related Work

The general idea to support users browsing the world wide web is not new. Sys-
tems that accomplish this task by suggesting hyperlinks or web pages are e.g.
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discussed in [1, 2, 3, 4, 5]. The system presented here has much in common with
these systems: Like Webmate [3], Broadway [4] or Personal Webwatcher [5] it uses
an HTTP-proxy to log user actions and to manipulate the requested web pages.
Documents are, according to common practice, represented as term vectors with
TF/iDF-weights. Letizia [1] was one of the first systems that used background
lookahead crawling. However, Letizia was designed as a plug-in for the Netscape
Navigator 3 and heavily relied on its API whereas the proxy-architecture chosen
for DAWN allows the users to use their browsers of choice. Moreover, band-
width and computational expensive tasks can be performed on the server which
reduces the burden on the client machine. In contrast to DAWN, which uses a
combination of navigational patterns and document similarities, Webmate, Per-
sonal Webwatcher and Letizia are purely content-based systems that rely on
document-similarities to decide which web pages are interesting. Broadway re-
lies on case-based reasoning to recommend web pages using a special similarity
measure on ordered sequences of past accessed documents. For this, a special
similarity measure on ordered sequences of past accessed documents had been
developed, combining temporal constraints with similarities of URLs and page
content represented by page title, HTML headers and keywords. Webwatcher
[2] uses a collaboration-based approach by asking a user about the desired in-
formation and then suggesting links that users with similar information needs
have followed previously. Furthermore, Webwatcher is a server-side application
that is restricted to one specific website, whereas DAWN works on a client-side
proxy and therefore has no such local restriction. DAWN stores the navigational
patterns in a Markov Model. Such models have been, e.g., successfully used for
prediction of HTTP-requests to optimize web-caches [6]. Recently, they have
been proposed to model user navigational behavior in the context of adaptive
websites [7, 8, 9] and web-usage mining [10]. However, these are solely server-side
applications that are inherently locally confined. To our knowledge, there have
not been any client-side systems that use Markov Models so far.

3 System Overview

An overview of the system is shown in Fig. 1. All HTTP-requests made by the
user during a browsing session are recorded in a database. This information

Fig. 1. DAWN: System Overview
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is used by the model-learner that generates a model of navigational patterns
using an algorithm that has been derived from the one presented by Borges
and Levene in [10]. This algorithm has been originally designed to represent a
collection of user navigation sessions of a website. It iteratively constructs an
nth-order Markov Model by making use of the state cloning concept where a
state is only duplicated if the nth-order probabilities diverge significantly from
the corresponding 1st-order probabilities. Apart from several small modifications
we introduced an additional clustering step prior to model induction. In this step
similar pages are grouped into clusters according to standard TFiDF-similarity.
Each cluster corresponds to a single context represented as a weighted term
vector. This drastically reduces the size of the model’s state space but more im-
portantly it combines different browsing paths (consisting of web pages) into an
abstract navigational pattern (consisting of contexts). The additional abstraction
level accomplished by the introduction of the preliminary clustering step makes
it possible to detach the original approach from its server-side application, i.e.
the prediction model can be applied to arbitrary web sites.

It is possible to learn a separate model for each user as well as a global one.
Based on an nth-order Markov Model candidate pages can be assessed given a
user’s current history of the last n accessed web pages. Mapping the history onto

Fig. 2. Browser-Frontend. Suggestions for possible next links in the users navigation
path are recommended at the bottom of a web page.
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the model by identifying similar navigational paths, a probability distribution
for the next state (i.e. a cluster of web pages) is derived. Having mapped the
candidate pages onto the model’s states in an analogous manner, the probability
distribution can be used to rank the candidate pages. Eventually, title, URL
and automatically generated thumbnails of the three most probable candidates
are displayed in the browser-frontend shown in Fig. 2. The thumbnails allow a
general visual impression of the page layout and provide visual information that
can help the user in addition to the usual ranking and content information to
assess a list of candidate pages collected by a lookahead crawler.

4 Evaluation

Aim of the system presented here is to support users to navigate through the
world wide web. Consequently, the usefulness of the system can only be truly
assessed by a user study. This however involves considerable effort and costs. We
therefore decided to do a first evaluation of the prediction model on web server
log files assuming that every link that a user followed led to a page satisfying the
user’s information need. Obviously, this assumption may not hold in all cases.
Furthermore, predicting a link that a user did not follow does not necessarily
implicate poor performance as recommending the link still might have been use-
ful. Thus, the accuracy of the predictions can only be interpreted as an indicator
for the system’s usefulness.

As the content of the accessed web pages is required in the clustering step,
only web server log files that did not contain outdated URLs could be utilized
for the evaluation. We therefore used anonymized log files containing requests on
web pages hosted by the University of Magdeburg recorded during 6 consecutive
days. These logs were filtered as follows: Any requests with a response status code
other than 200 (OK) and 304 (not modified) were removed as well as requests of
URLs with non-HTML content. Additionally, several possible denial of service
attacks on specific URLs were detected and removed. Afterwards, sessions were
identified as, e.g., described in [11]. The prediction model was learned from the
data of the first 5 days. For the evaluation of the model the data of the 6th day
was used. Table 1, left shows the number of sessions, requests and unique URLs
in the data.

Table 1. Left: Number of sessions (sequences of pages accessed by a user), requests
(page accesses) and unique URLs in the data used for training and evaluation. Right:
Evaluation results. The number of candidates (number of different outbound links in
a page) ranged from 1 to 607 with a mean of 10.77.

sessions requests URLs
train 58314 237098 25771
test 13437 60461 5657
total 71751 297559 27877

rank 1st 2nd 3rd 1st–3rd in 1st third
absolute 6788 2113 3328 12229 22716
relative 16% 5% 8% 30% 56%
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The requested web pages in the training data were clustered into 250 clusters
resulting in an average cluster size of about 100. From the 250 clusters and
the sessions extracted from the training data, a 2nd-order Markov Model was
induced. This model was used to estimate the probability of all outgoing links
for each web page in the test sessions. Table 1, right shows the results. In about
30% of all test cases, the candidate that had actually been chosen by the user
was amongst the 3 highest ranked candidates. In these cases it would have been
displayed in the browser-frontend and could have helped the user.

5 Conclusions and Future Work

In this paper, we have presented a prototype system that provides navigation
support for users browsing the world wide web. It combines ranking, content
and visual information to make it easier for users to assess the relevance of
suggested hyperlinks. A first evaluation of the prediction accuracy on real-world
data has shown promising results. However, the evaluation results should only
be interpreted as an indicator for the system’s usefulness. As future work we
plan an evaluation of the system in a user study.
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Abstract. Hospitals everywhere are taking advantage of the flexibility
and speed of wireless computing to improve the quality and reduce the
cost of healthcare. Caregivers equipped with portable computers now
have levels of interaction at the bedside not possible with paper charts
and can leverage accurate real-time patient information at the point of
care to diagnose and treat patients with greater speed and efficiency.
We present a mobile medical application that integrates heterogenous
medical media (e.g. textual patient case descriptions, relevant medical
imagery, physician dictations and endoscopies) into encapsulated patient
profiles. This paper provides an overview and initial evaluation of the
MEDIC mobile healthcare recommender system that facilitates decision
support for expert diagnosis.

1 Introduction

Mobile computing solutions are revolutionizing the way in which medicine is
delivered and practiced [1]. Physicians can now access complete and accurate
patient information efficiently and securely from any location, at any time. For
example, caregivers have access to many resources including up-to-the-minute
laboratory test results directly at the bedside or a specialist located away from
the hospital can help with diagnostics from a mobile device. These solutions
can help improve patient safety, reduce the risk of medical errors and increase
physician productivity and efficiency.

In this research we have developed a task-based knowledge management envi-
ronment (MEDIC - MobilE Diagnosis for Improved Care) that facilitates care-
givers as they interact with disparate patient information contained in electronic
patient profiles during the course of a diagnosis. The application supports health-
care professionals in diagnostic tasks that involve recording details, analyzing
patient information (including medical imagery, the latest laboratory test re-
sults, medication and prescription data and other media such as endoscopies),
summarizing important findings and accessing online or other electronic hospi-
tal resources. The system integrates all such explicit heterogeneous data and
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media for each patient in an electronic records system [2], as well as any tacit
knowledge provided by healthcare professionals they interact with patients [3].
Our task-based environment enables capture of and access to human expertise
and proficiency in diagnosing and treating particular illnesses through diagnostic
media annotation and implicit profiling, which in turn allows us to understand
why relevant information was accessed and investigated. By incorporating this
implicit expert knowledge with case-based reasoning techniques [4] we have de-
veloped a decision support system for expert physicians: entire patient profiles
with known diagnoses can be automatically filtered, retrieved, recommended
and displayed to compare symptoms, diagnoses, treatments and outcomes for
patients with similar presenting complaints or care records. These profiles, in-
cluding all constituent media from which they are composed are presented in
an adaptive medical Graphical User Interface (GUI) [5] which can tailor pre-
sentation content depending on the context of the interacting expert user [6].
This paper provides an overview of the MEDIC mobile healthcare recommender
system and an initial evaluation of system recommendation capabilities.

2 The MEDIC Application

The MEDIC application consists of two clients: a desktop application used by
radiologists and a mobile component used by physicians. The radiologist employs
a suite of image processing tools (e.g. sketching, filters and multimedia tools),
to annotate medical imagery with relevant notes regarding a patient’s condition.
The image retrieval component can be queried to display previously annotated
patient images from a knowledge base of previous patient profiles for compara-
tive studies to aid with more effective diagnosis and treatment. Physicians use
the mobile application on a Personal Digital Assistant (PDA) or Tablet PC to
retrieve and view electronic profiles and to quickly document patient progress in
real-time. The PDA provides increased mobility and flexibility and allows physi-
cians to view textual abstractions of current/previous patient data. The Tablet
PC has a higher processing power and so provides a more comprehensive user
interface and additional functionality such as the ability to view and annotate
medical imagery. Both mobile devices may be used to query the central reposi-
tory of patient profiles with information specific to particular illnesses to retrieve
similar patient case histories for comparative assistance.

The MEDIC application enables integration of complex medical imagery with
other patient data by creating encapsulated patient profiles from all available
patient information. It also captures high-level concepts provided by healthcare
professionals as they interact with these patient profiles and stores this informa-
tion as parcels of expert experience that are also encapsulated within the patient
profiles. For example, capturing a measure of human proficiency involved in mak-
ing a diagnosis from an X-Ray allows us to understand why relevant information
was selected (highlighting a particular organ) and how it was employed in the
specific diagnosis (inferred from an added annotation).
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Fig. 1. Annotating Medical Imagery

If a caregiver wishes to annotate an image it is displayed in the interface
depicted in Figure 1.

From the radiologist’s perspective, the image interaction tools support them
in carrying out their task. However from a system perspective they record the
radiologist’s actions and capture diagnostic knowledge that can improve the abil-
ity of the application to recommend similar patient profiles for diagnostic and
treatment procedures. As the system builds up encapsulated user interactions
the retrieval of entire previous patient case histories is enabled. This allows a
physician or radiologist to look for images/patient profiles that are most simi-
lar to those of the presenting patient. Our retrieval metrics combine structured
patient data (e.g. demographics) with unstructured textual diagnostic and an-
notation data (e.g. clinical data, diagnostic notes, recommended treatments and
image annotations). We employ Information Retrieval metrics across all indi-
vidual fields of a patient profile as a basis for retrieval. Given a textual repre-
sentation of a patient profile we can match textual queries to previous patient
contexts. Queries are generated from current user context, but users may also
formulate their queries by specifying which spaces to search as well as assigning
weights to these fields. Entered queries are matched against other patient profiles
and a weighted average is used to compute similarity. For more details on how
similarity is calculated the reader is referred to [7].

Figure 2 shows an example of retrieved case histories. Each row represents
a similar patient case history and is summarized to show the most important
information for that patient. It includes the matching percentage score between
the current query and the similar case, symptoms, diagnosis, applied treatments,
outcomes and relevant medical imagery. This interface, as well as the interface for
retrieved imagery (not shown here due to space constraints), adapt their content
presentation in response to actions performed by the interacting caregiver. For
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Fig. 2. Retrieved Case Histories

example, if a user clicks on the symptoms field, the system deems that the
caregiver is particularly interested in the current patient’s symptoms as a basis
for diagnosis and recomputes their query by combining it with the symptoms
from the case history. The interface is then adapted and redrawn dynamically
to reflect this updated context.

3 Evaluation

In this initial evaluation we have tested the case retrieval capabilities of the
application with a dataset of 300 encapsulated patient profiles and associated
medical imagery from the dermatology domain. We were interested in showing
that the system is capable of capturing and deciphering expert medical knowl-
edge and that recommendations made by the system based could be used to
support physician decision making. We initiated our evaluation by selecting ten
cases corresponding to different skin diseases from the dataset. These cases were
then eliminated from the dataset for the evaluation. The remaining cases in the
database were clustered as being either “relevant” or “not relevant” to each of
the 10 selected cases based on the diagnosis. The 10 cases were then input as
search parameters to the application and the retrieved profiles we analyzed. Each
returned case was marked as either “relevant” or “not relevant” to the query and
the ratings were then compared to the clusters outlined earlier.

Our results are graphed in Figure 3 using precision and recall metrics. We
observe that the system is performing case retrieval accurately. The precision
remains high for the first few cases retrieved showing that the most relevant
results are being retrieved first (particularly important for mobile interaction)
and we also observe a linear increase in recall as the number of results returned
increases indicating retrieval accuracy across the dataset.



Contextual Media Integration and Recommendation 337

Fig. 3. Precision V Recall and F-Score

4 Conclusions and Future Work

The current practice of recording patient data using paper charts is cumbersome,
time-consuming and does not facilitate knowledge sharing. Disparate informa-
tion, is stored in different locations and valuable time is often lost trying to
correlate such data. The MEDIC system addresses such issues by providing doc-
tors with instant access to patient information; it supports them to make critical
decisions and diagnoses with greater speed and efficiency by combining relevant
diagnostic information in an adaptive mobile medical recommender interface.
The initial evaluation results reported here show that MEDIC provides relevant
results for real medical data. We plan to conduct expanded trials with expert
users to evaluate accuracy and quality both in results and interface usability.
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Abstract. This paper presents and discusses an empirical study that has been 
conducted among different kinds of computer users. The aim of the empirical 
study was to find out how computer users react when they face situations which 
generate emotions while they interact with a computer. The study has focused 
on two modes of human-computer interaction namely input from the keyboard 
and the microphone. The results of the study have been analyzed in terms of 
characteristics of users that have taken part (age, educational level, computer 
knowledge, etc.). These results were used to create a user modeling component 
that monitors users silently and records their actions (in the two modes of inter-
action) which are then interpreted in terms of their feelings. This user modeling 
component can be incorporated in any application that provides adaptive inter-
action to users based on affect perception. 

1   Introduction 

Multi-modal interfaces may provide more convenience and flexibility to users than 
conventional interfaces since they allow users to benefit from multiple modes of in-
teraction. However, in multi-modal interfaces, adaptivity remains a desired feature 
since it can provide interaction which is dynamically tailored to each user’s needs. 
Adaptive hypermedia systems build a model of the goals, preferences and knowledge 
of each individual user and use this model throughout the interaction with the user in 
order to adapt to the needs of that user [1]. Yet another user’s feature that has been 
recently acknowledged as quite important is associated with users’ emotions. 

Multimodal affect-sensitive human computer interaction is likely to become one of 
the most widespread research topics of the artificial intelligence (AI) research com-
munity [4]. On the other hand the exploration of how we as human beings react to the 
world and interact with it and each other remains one of the greatest scientific chal-
lenges [2][3].  

* Support for this work was provided by the General Secretariat of Research and Technology, 
Greece, under the auspices of the PENED program. 
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In view of the above in this paper we present and discuss an empirical study lead-
ing to the requirements specification of adaptive user interfaces that recognize emo-
tions through a combination of user input from the keyboard and the microphone.  

2   Settings of the Empirical Study 

The empirical study involved 50 users (male and female) of varying educational 
background, ages and levels of computer experience. These users were given ques-
tionnaires to fill in concerning their emotional reactions to several situations of com-
puter use in terms of their actions using the keyboard and what they say. 

People’s behavior while doing something may be affected by several factors con-
cerning their personality, age, experience, etc. For example, experienced computer 
users may be less frustrated than novice users or older people may have different ap-
proaches in interacting with computers, comparing with younger people, etc. Thus for 
the purpose of analyzing the results of our empirical study we categorized them in 
several groups.  

In particular there were 12,5% of participants under the age of 18, approximately 
20% of participants between the ages of 18 and 30. A considerable percentage of our 
participants were over the age of 40. Mentioning the participants’ computer knowl-
edge level a 18% of them claimed to be novice users, 28% had little experience, 20% 
of the participants where using computers for a few years, while 34% could be char-
acterized as “computer experts”. Concerning the educational level of the participants, 
most of them (40%) were university level arts track graduates, 17% university level 
science track graduates, 20% of the participants had high school knowledge and a 
33% of the participants were at the postgraduate level of education. 

In the study, participants were asked to answer questions considering their behav-
ior while interacting with personal computers. Specifically the participants had to 
imagine an interaction with a computer while they were using an educational applica-
tion and the affect on their voice and keyboard actions.  An example of a question in 
the questionnaire is the following: 

While interacting with a personal computer, what happens in the following cases 
(usually)? 
1) When you get upset one can notice it: 

) with the keyboard: ………………………………………............ 
) in your voice (you say something)………………………………………………… 

� I raise the tone of my voice 
� The pitch of my voice changes 
� I just say something 
� Nothing 

Participants were also asked to determine possible actions in certain emotional 
states during their interaction. Our aim was to be able to recognize changes in the 
user’s behavior and then to associate these changes with emotional states like anger, 
happiness, boredom, etc. Within a more general scope we tried to recognize positive 
and negative feelings from the bi-modal interaction. 
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3   Results of the Empirical Study 

The results of the empirical study have been collected and analyzed in terms of the 
categories of the participants as explained above and then they were analyzed in terms 
of each mode of interaction examined, namely speech and keyboard input as well as 
the combination of the two modes.  

After collecting and processing the information of the empirical study we came up 
with considerably interesting and promising results. In some cases not only can we 
have evidence of the emotional state of a user using a bi-modal interface, but we can 
also use that information to re-feed our system in order to make it more accurate.  
Considering the users’ answers to questions about hypothetical situations we found 
that the percentages are showing more noticeable information if they are filtered by 
using the participants main characteristics (sex, age, computer knowledge, educa-
tional level). Therefore the results are discussed using these characteristics. An ex-
haustive account of all the results for all the combinations of categories of users is 
beyond the scope of this document. Therefore, we present a part of the results that 
corresponds to common stereotypes of users. 

A small percentage of the participants say something with anger when they make a 
spelling mistake. However from the participants who do say something, 74% of them 
consider themselves having little or moderate (2-6 months of practice) computer 
knowledge. Only 2% of the computer experts say something when making a minor 
mistake. One very interesting result is that people seem to be more expressive when 
they have negative feelings (figure 3), than when they have positive feelings. 

Another important conclusion coming up from the study is that when people say 
something either expressing happiness or anger it is highly supported from the 
changes of their voice. They may raise the tone of their voice or more probably they 
may change the pitch of their voice.  

Moreover it is interesting to notice that a very high percentage (85%) of young 
people (below 30 years old) who are also inexperienced with computers find the oral 
mode of interaction very useful. On the contrary participants belonging to the “post-
graduate level of education” group and who also are used to computers dislike the 
oral communication with their computer. 

While using the keyboard most of the participants agree that when they are nervous 
the possibility of making mistakes increases rapidly. This is also the case when they 
have negative feelings. Mistakes in typing are followed by many backspace-key key-
board strokes and concurrent changes in the emotional state of the user in a percent-
age of 82%. Yet users under 20 years old and users who are over 20 years old but 
have low educational background seem to be more prone to making even more mis-
takes as a consequence of an initial mistake and lose their concentration while inter-
acting with an application (67%). They also admit that when they are angry the rate of 
mistakes increases, the rate of their typing becomes slower 62% (on the contrary, 
when they are happy they type faster 70%) and the keystrokes on the keyboard be-
come harder (65%). Of course the pressure of the user’s fingers on the keyboard is 
something that can not be measured without the appropriate hardware. Similar effects 
to the keyboard were reported when the emotion is boredom instead of anger. 

One conclusion concerning the combination of the two modes in terms of emotion 
recognition is that the two modes are complementary to each other to a high extent. In 



 User Modelling: An Empirical Study for Affect Perception 341

many cases the system can generate a hypothesis about the emotional state of the user 
with a higher degree of certainty if it takes into account evidence from the combina-
tion of the two modes rather than one mode. Happiness has positive effects and anger 
and boredom have negative effects that may be measured and processed properly in 
order to give information used for a human-computer affective interaction. For exam-
ple, when the rate of typing backspace of a user increases, this may mean that the user 
makes more mistakes due to a negative feeling. However this hypothesis can be rein-
forced by evidence from speech if the user says something bad that expresses negative 
feelings. 

4   Conclusions and Future Work 

The exploration of human emotions for the purposes of user modeling and adaptivity 
is a relatively new research topic that is not mature yet and many improvements are 
allowed. Recording and analyzing human experience in an empirical study provides 
very useful insight for further research. In this paper we have described the results of 
an empirical study that was conducted among computer users. The results of the em-
pirical study were used for affective user modeling.   

In future work we plan to improve our system by the incorporation of stereotypes 
concerning the users’ characteristics. Moreover, there is on-going research work-in 
progress that exploits a third mode of interaction, visual this time [5]. 
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Abstract. Hypermedia has matured to XML-based specifications and Java/ 
Flash software componentry. In this contribution we extend known adaptation 
methods and techniques to software programs and classify them by component 
type. We consider adaptation of internal multimedia structures, graphics 
elements, interactions, and included algorithms. Methods are illustrated with a 
prototype system that implements matching, component-based adaptation 
techniques. It is available for free and includes an XML authoring schema, an 
adaptation layer for third-party Java applets, and a server-side adaptation 
engine. 

1   Introduction 

Adaptive hypermedia must keep up with the evolving Web technologies [1]. We 
therefore introduce concepts of software componentry to an accepted taxonomy of 
adaptation technologies [2]. By targeting components within multimedia instead of 
text fragments, we show how internal software structures, spatial/time-based graphics, 
interactions, and included algorithms can be presented adaptively in a Web-based 
system. In effect, these components can be inserted, removed, altered, sorted, 
dimmed, stretched, and annotated like text fragments. With components, adaptive 
navigation support can be offered granularly: instead of attaching links to text/XML 
fragments and multimedia entities only, navigation help and links can be placed 
within non-XML media, at the accurate position and time. 

Adaptation techniques are implemented in our Adaptive Hypermedia Educational 
System (AHES). Authors mark adaptive content with an XML schema. In contrast to 
other approaches, authors present included software partly in XML. A server-side 
adaptation engine then compares stated concept requirements with the current user 
model and transforms the XML according to a set of adaptation rules. It also 
generates parameters for a Java adaptation layer, which wraps around the actual 
software and executes the final software adaptation. Other software languages, e.g. 
Flash, could be supported similarly. The AHES is available, together with installation 
and editing instructions, at http://regal.csc.calpoly.edu/~mmuckenh/packages.  
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2   Related Work 

Adaptation within multimedia currently focuses 3D navigation support in virtual 
environments [4,5]. Methods adapt the user’s viewpoint and path, i.e. a single camera 
component. However, there are more components. Today’s interactive software 
separates multimedia components by design patterns [6]. The Model View Controller 
encapsulates internal representation (model) from external presentation (view) and 
from interaction, i.e. the mapping of user gestures to model/view functionality 
(controller). They are aggregated into widgets, components of the user interface. 
Views in turn are made of graphics items (spatial geometry, e.g. Java) or movie clips 
(time-based, e.g. Flash). Programming can also be encapsulated into algorithm 
components, either within software (strategy) or outside (script, e.g. JavaScript). In 
principle, any of them could be adapted for presentation and navigation. 

Web technology represents multimedia in XML, e.g. mathematics (MathML), 
2D/3D graphics (SVG, X3D), and synchronization (SMIL). Formats can be styled 
(CSS) and mixed. Future software programs might also be stored in XML [7]. The 
AHA! system [1] demonstrates how XML can be utilized to markup concepts and 
adaptation rules. But it repurposes specific XHTML/SMIL tags, which complicates 
the integration of other XML multimedia languages. Single multimedia components 
cannot be adapted. XML content could therefore be paired with a separate description 
that identifies adaptable components and variables [8], but adaptation semantics are 
dropped. So we developed an adaptation XML schema that supports components – it 
can be transformed, validated, and edited in standard XML writing tools.   

3   Component-Based Adaptation 

We augment Brusilovsky’s taxonomy [3] with the component types models, views, 
controllers, widgets, graphics items, movie clips, scripts, and strategies (see Fig. 1). 

Inserting or removing components matches presentation best to individual 
knowledge and preferences by adapting XML content or CSS styling. We can do the 
same for any visual component. Inserting/removing single views or high-level 
widgets sets up a matching user interface. Applying the method to graphics items 
changes the 2D/3D scene and their spatial setup; selecting movie clips changes timing 
and sequencing. When removing a controller component, we remove an interaction 
facility, which corresponds to dimming (see below). Inserting controllers adaptively 
can in turn be used to adapt to specific input devices or provide different help, e.g. by 
inserting drag-snapping to grids or other relevant objects. Scripts are embedded into 
the software’s surrounding; therefore, inserting or removing them steers the degree of 
interlinking and the amount of functionality provided. The system can also decide to 
present programming assignments by removing parts of an algorithm.  

Component altering presents a given piece of information by component variants. 
The system can then change its internal representation (model), its specific view, and 
the offered control. Switching equivalent widgets changes the graphical user interface 
– the same effect can then be achieved with different control elements, e.g. to support 
handicapped users. Alternative graphical items can support rendering preferences and  
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Fig. 1. We extend Brusilovsky’s taxonomy [3] to components within multimedia. Adaptive 
presentation may now target internal multimedia structures, graphics items, interactions, and 
included algorithms. Adaptive navigation observes component location and relevance. 
Components are colored blue, affected classes grey. The component tree is attached to all 
presentation classes; for clarity, it is printed once only. 

different graphics hardware (e.g. OpenGL vs. DirectX), whereas alternative movie 
clips alter an animation. Strategy altering can use a specific algorithm that is known to 
the user, or use one that is not known, depending on the learning objective. Scripts 
with the same functionality can be altered to adapt to the browser technology, or 
target other components and parameters in the software. In many cases, variants can 
be generated by a parameter set. 

The sorting technology arranges components depending on their current relevance. 
When applied to widgets, the layout is reconfigured to support for example left/right 
handed users, or cultural differences in horizontal/vertical alignment. The system can 
also resort the widget’s view and model in cases where the user chooses from a list of 
options, either textual or graphical. Inside 2D/3D graphics, the method executes 
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spatial (graphics items) or temporal (movie clips) sorting, for example to rearrange 
occluded elements, or move uninteresting elements to the back. 

Dimming components marks component relevance without changing it. This 
reduces the cognitive load and can be accomplished by toggling specific views and/or 
controllers. Dimming is often indicated by a grey background or blurred graphics. 

Stretch-Media varies the component’s level of detail continuously. Computer 
graphics has brought out multi-resolution models that naturally provide a matching 
2D/3D technique: for a given model, they capture a wide range of levels of detail 
from which the system chooses the level currently needed.  

Adaptive navigation support can now be attached directly, conceptually and 
visually, to the component it belongs to. Because components may change 
dynamically in location, size, sorting, view, level of detail, and other aspects, the 
given help must be sorted and placed, too. Direct guidance within multimedia can for 
example inserts a navigation widget to targets other components in the same media. 
This can be used in a known sequence of interactions, e.g. in a guided tour. Usually, 
the next component will get the input focus. If components belong to multiple guided 
tours, some of them could be hidden adaptively. Links can deliver parameters to the 
target component, so components can be set up to match the visited path. 

4   Conclusion 

Adaptive hypermedia technologies should target within-multimedia components 
instead of text fragments. To make them available for Web-based adaptation, they can 
be marked in XML. The free AHES engine includes examples for Java components. 
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Abstract. Web-based recommendation strategy implemented in a cadastre in-
formation system is presented in the paper. This method forms the list of page 
profiles recommended to a given user. The idea of page recommendation uses 
the concept of a page profile for system pages containing forms with search cri-
teria. The calculation of rank values for page profiles is based on the usage fre-
quency and the significance weights of profile elements determined by users. 

1   Introduction 

Due to the growth of the Web systems the users impose new methods for predicting 
their needs. This requirement is fulfilled by personalization [2]. The personalization 
process consists of (a) the collection and preprocessing of Web data, including con-
tent data, structure data, usage data and user profile data, (b) the analysis and discov-
ery of correlations between such data, (c) the determination of the recommendation 
methods for hyperlinks [4], queries [1], and user interface [6]. 

Authors present many recommendation techniques identified in [5] non-
personalized, attribute based, item-to-item or people-to-people correlation. In paper 
[3] authors present a model that uses the visiting time and frequencies of pages with-
out considering the access order of page requests in use sessions. To capture the rela-
tionships between pages they extract information from log data. 

In this work we focus on Web Usage Mining by user profiling and content analysis 
to recommend queries profiles. 

2   The Idea of the List of Page Profiles 

The idea of page recommendation is based on the concept of a page profile, which 
concerns the pages with search criteria. The page profile is characterized by the op-
tion of the main menu e.g. by the function of the system and also by the type of search 
criteria (simplified or extended) and finally by a section chosen during retrieval proc-
ess. A formal model of page profiles can be presented as follows. 

Let O = {o1, o2, ...,oNo} is a set of options, where No is the number of options, S = 
{s1, s2, ...,sNs} is a set of sections registered in the system, where Ns is the number of 
sections, then P = {p1, p2, ...,pNp} - the set of page profiles can be expressed as 
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(1)

where Np = No * Ns.
The recommendation mechanism analyses previous activity of a user and calcu-

lates and assigns a rank value to each page profile used. The rank value is based on 
the frequency of usage and is automatically calculated for each user separately. In 
order to lower the importance of prior uses the factor 1 - k/D has been introduced, 
where k is the number of days which past up to the moment of calculation and D is 
the period of usage. The value of D should be determined by each user as the compo-
nent of his set of preferences. It is of essential importance to select the best total rank 
value of the page profile, with the following elements taken into account. 

2.1   Rank Value of a Page Profile 

Rank value ri(pj) of a page profile pj used by user i can be calculated in the following 
way 

(2)

where fik(pj) is the usage frequency of page profile j by user i and k days back before 
the day of rank calculation and Npu means the coefficient compensating the frequency 
scattering, which can be equal to the number of page profiles used. 

Fig. 1. Rank values of page profiles for a selected user on December 20th 2005 

In order to reveal the nature of this element web server logs and application logs 
have been analyzed for one of the most active user in a chosen information center. 
Fig. 1 shows how the rank value of three profiles changes in function of k value. 
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2.2   Rank Value of an Option 

Rank value ri(oj) of an option oj used by user i can be calculated in the following 
way 

(3)

where fik(oj) is the usage frequency of option j by user i and k days back before the 
day of rank calculation and Nou means the coefficient compensating the frequency 
scattering, which can be equal to the number of options used. 

2.3   Rank Value of a Section 

Rank value ri(sj) of a section sj used by user i can be calculated in the following way 

(4)

where fik(sj) is the usage frequency of section j by user i and k days back before the 
day of rank calculation and Nou means the coefficient compensating the frequency 
scattering, which can be equal to the number of sections used. 

Fig. 2. Rank values of sections for a selected user on December 20th 2005 

Similarly, in order to reveal the nature of this element analogous analysis for the 
same user and the same period has been carried out. Fig. 2 shows how the rank value 
of chosen sections changes in function of k value. 
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2.4   Total Rank Value of a Page Profile 

Total rank value of a page profile assumes that the rank value primarily calculated is 
modified by rank values of other elements according to user preferences. So it can be 
calculated as follows 

(5)

where 

 woi – significance weight of an option determined by i-user, 
 wsi – significance weight of a section determined by i-user. 

3   Conclusion and Future Works 

The recommendation mechanism presented in the paper has been implemented and 
provided to the users of the ISEG2000-INT system, an internet information system 
designed for the retrieval of real estate cadastre data. The system has been deployed in 
about 50 intranets and extranets in local governments throughout Poland. 

Future work will focus on observing how users will use the recommendation 
mechanism and what values will gain the ranks depending on different values of pa-
rameters. It will be interesting to investigate the behavior of system users using asso-
ciation rules and fuzzy logic methods. 
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Abstract. This paper proposes an approach to dynamically compose an adap-
tive curriculum for e-learning based on a topic-centered resource space. By 
exploiting the semantic relationships that characterize learning objects (LOs) 
and learner profile, the approach dynamically selects, sequences, and links 
learning resources into a coherent, individualized curriculum to address 
learners’ focused learning needs. We developed an active learning system 
with semantic support for learners to access and navigate through learning re-
sources in an efficient and personalized manner, while providing facilities for 
instructors to manipulate the structured learning resources via a convenient 
visual interface. 

1   Introduction 

E-Learning is just-in-time education integrated with high velocity value chains. It is the 
delivery of individualized, comprehensive, dynamic learning content in real time, aid-
ing the development of communities of knowledge, linking learners and practitioners 
with experts [1]. But the production of learning content for e-learning is demanding 
and expensive. It is therefore a necessity to reuse e-learning materials for producing 
Web-based courses with less time and efforts. Unfortunately, existing electronic 
courses are seldom reused, as there is usually always a need to change some part for a 
new course to be held. 

The notion of learning objects (LOs) has been introduced in the e-learning field to 
enhance the portability, reusability, and interoperability of learning resources. Ideally, 
Web-based course developers could quickly and easily assemble learning objects into 
coherent and effective organization for instruction to address a learner’s focused 
learning needs [3]. However, current Web-based courses are still developed largely 
manually. Additionally, they are often designed for general users and thus not adapt to 
individual learners. [2] presents an approach to assemble learning objects into coher-
ent and focused learning paths from a repository of XML Web resources. It simply 
relies on the learner’s query to select matching LOs but not consider learner’s learn-
ing history and background. Therefore, a more automatic and flexible approach is 
needed that is sensitive to each learner’s unique needs and context, providing focused 
and structured learning resources.  



 Topic-Centered Adaptive Curriculum for E-Learning 351 

 

2   Semantic Modeling of Learning Resources 

The conceptual model of learning resources organization is shown in Fig. 1. Assets 
refer to any of the media files, such as Web pages, PDF documents, and videos. They 
can be uniquely identified with URI, and their semantic description is embedded in 
the corresponding learning objects. The distributed huge amounts of learning assets 
are stored separately, and related assets are grouped together as a learning object. 
Learning objects tagged with metadata represent any chunk of learning material re-
gardless of its form, granularity and functionality. Knowledge Map (KM) describes 
the domain-specific knowledge schema, which provides a semantic view of the link-
ing learning objects [4]. A Knowledge map uses a network structure to cover the 
knowledge structure in a specific domain, which includes nodes and typed semantic 
links between nodes.  

 

Fig. 1. Conceptual model of learning resources organization 

3   Adaptive Composition Mechanism 

The process flow of the curriculum composition comprises the following steps: 

• Step1: Query annotation. The first step is to automatically process the query and 
annotate the query with possible semantic information to expedite the search for 
LOs in a large repository.  

• Step 2: LOs searching. Ssearch the LO repository for relevant learning objects 
based on the keyword matching of the learning objects content and metadata to the 
query term. The search results are a set of learning objects. 

• Step3: Topic mapping. Identify the target topics by mapping the LOs in the search 
results to the topics in the knowledge map. The simple way is to follow the links 
preset by the instructors if there exist links from learning objects to topics, 
otherwise, use the topic clustering to find the mapping topic based on the metadata 
of returning learning objects. 

• Step4: Learning syllabus planning. Learning syllabus is represented as a sequence 
of semantically interrelated topics that a learner can follow to address his focused 
learning needs. Taken the mapping topics as anchor nodes, the learning syllabus is 
generated based on the graph traversal approach according to topic relationships.  
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• Step5: LOs sequencing. Substantiate each topic of the syllabus with one or more 
LOs. Pedagogical rules are used to select and sequence the learning objects about 
the same topic based on their metadata description.  

To the end, serving as components of a learning curriculum, the target learning 
objects are sequenced and provided for the learners. 

4   Implementation 

We have developed an e-learning platform WebCL (available at http://www. 
webcl.net.cn/) that has been used in more than twenty universities or high schools, 
and the total number of registered users exceeds 10000. The adaptive curriculum 
application is built on top of the WebCL Workbench that offers a plug-in interface for 
extension modules. Fig. 2 shows the resulting curriculum for the query “Lattice 
homomorphism” proposed by a novice. As the learner has little knowledge on this 
topic, the generated curriculum contains the basic and comprehensive content. The 
componential learning objects are displayed in a sequence with hypertext navigation 
structure.  

 

Fig. 2. The interface for displaying e-learning curriculum 

5   Conclusions 

By incorporating the learning objects and the learner profile, this paper proposes an 
adaptive curriculum composition approach for e-learning. Driven by the specific que-
ries from learners, adaptive e-learning curriculum is dynamically generated by select-
ing and structuring the semantic relevant learning objects according to knowledge 
map, LOs metadata, and learner profile. In this way, the generated curriculum with 
tailored content and flexible structure caters for different learners with different back-
grounds, capabilities and expectations, at different time and venue.  
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Abstract. This paper describes one solution to the problem of how to collect, 
organize, and select Web learning resources into a coherent, focused organiza-
tion for instruction to address learners’ immediate and focused learning needs. 
By exploiting the semantic relationships that characterize learning resources 
and learner profile, the proposed semantic-based thematic approach supports 
both semantic querying and conceptual navigation of learning resources pertain-
ing to specific topics. A system has been developed and deployed within an 
academic setting, enabling learners to organize, search, and share the learning 
resources in a flexible and personalized manner. 

1   Introduction

More and more instructors are developing multimedia learning materials, such as lecture 
notes, software simulations, and videos, to support distance learning. As a result, the 
amount of multimedia resources available to learners is increasing continuously. The 
wealth of resources presents a great challenge: how to provide a coherent, structured, 
shareable collection of resources to cater for learners’ specific needs. Some systems have 
been proposed intending to effectively support resources searching and exploitation [1], 
[2], [3]. However, they are still in infancy and have two weaknesses. One is that the ter-
minology used by different sources is often inconsistent and there is no common over-
arching context for the available resources, so maintaining huge weakly structured re-
sources is a difficult and time-consuming activity. The other is that existing keyword-
based search without semantic annotations retrieves much irrelevant information, so 
navigation through a large set of independent sources often leads to learners’ being lost.  

By incorporating the Semantic Web technologies, this paper proposes a semantic-
based thematic search approach. It is to select Web learning resources into a coherent, 
focused organization for instruction to address learners’ immediate and focused learn-
ing needs.  

2   General Architecture 

The general architecture is illustrated in Fig. 1, which comprises the following core 
modules. User interface enables learners to access the learning resources and instructors 
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to maintain the resource organization model by means of visual operations. Domain 
ontology describes the common knowledge schema in a specific domain. Learner pro-
file is used as the adaptive user model representing the interests and knowledge of indi-
vidual learners. Resource collecting module is responsible for collecting learning re-
sources from the Web and from people, and then all the collected documents are classi-
fied and stored in the resource space. Thematic search is to search for a collection of 
resources that provide the user with comprehensive information he is trying to find on 
specific topics. Conceptual navigation engine shows the resource structure in tree-view 
or map-view pattern through which users can freely navigate through the resources by 
simply clicking the nodes. 

 

Fig. 1. The general architecture 

3   Thematic Search Strategy 

For the given query proposed by the learner, the search is conducted by following the 
three-step process.  

Step1: Query Annotation. For a given query, the first step is to map the search 
term to one or more entities of the resource space. This might return no matches, a 
single match or multiple matches. If there is no matching entity, then we are not able 
to contribute anything to the search results. As for the case of multiple matches, one 
reason is that the query is divided into several terms. The other reason is the linguis-
tics ambiguity (e.g. synonym), in this context, users’ profiles are taken as the refer-
ence to select the proper annotation. Additionally, the search context and the popular-
ity of the term as measured by its frequency of occurrence in a text corpus can also 
give hints for selecting the proper annotation for the search terms.  

Step2: Target Entities Selecting. Taken the matching entities as the anchor ones, 
this step is to find semantic relevant entities. The simple approach for selecting the 
target entities for the one matching entity, purely based on the structure of the graph, is 
to collect the first N triples originated from the anchor entity, where N is the pre-
defined traversal constraints. As for the case of two matching entities corresponding to 
the query, it is the key problem to find all the semantic association paths between the 
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two entities so as to select the relevant instances on the paths. The basic idea of the 
algorithm is to traverse the graph in a breadth-first order starting from the two entities. 

Step3: Semantic Ranking. This step is to rank the target entities in terms of their 
association weights. Our approach to ranking the semantic associated results is pri-
marily based on capturing the interests of a user. This can be accomplished by ena-
bling a user to browse the ontology and mark a region (sub-graph) of nodes and/or 
properties of interest. If the discovery process finds some semantic association paths 
passing through these regions then they are considered relevant, while other associa-
tions are ranked lower or discarded.  

4   Implementation 

Assuming a student inputs the query “Knowledge Grid”, and Fig. 2 shows the search-
ing results. As the student is only interested in the research domain, so the search re-
sults related to the research domain are selected and displayed in a structured manner. 
In addition to the general information about the item (e.g. introduction, link-address), 
more related resources are given for learners’ reference, and thus learners can click 
any topic to get more focused information. To the right of each item title is the type of 
the learning resource. In this way, the search results augmented with semantic infor-
mation do help to guide user’s navigation. The student can click the related item to 
get more focused information.  

 

Fig. 2. Search results augmented with referenced information 

5   Conclusion 

Our semantic oriented system has the following advantages. First, the knowledge 
structure is separated from the media resources, which enables effective resource 
organization and reusing. Second, learners benefit from the thematic search that 
discovers and provides semantic associated resources to address the learners’ focused 
and personalized learning needs. Third, the adaptive learning resources delivered in a 
coherent structure empower learners to efficiently explore the learning resources at 
their own paces. 
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Abstract. In order to support knowledge workers during their tasks of 
searching, locating and manipulating information, a system that provides 
information suitable for a particular user’s needs, and that is also able to 
facilitate annotation, sharing and reuse information is essential. This paper 
presents Adaptable Personal Information Environment (a-PIE); a service-
oriented framework using Open Hypermedia and Semantic Web technologies to 
provide an adaptable web-based system. a-PIE models the information 
structures (data and links) and context as Fundamental Open Hypermedia 
Model (FOHM) structures which are manipulated by using the Auld Linky 
contextual link service. a-PIE provides an information environment that enables 
users to search an information space based on ontologically defined domain 
concepts. The users can add and annotate interesting data or parts of 
information structures into their information space, leaving the original 
published data or information structures unchanged. a-PIE facilitates the 
shareability and reusability of knowledge according to users’ requirements. 

1   Introduction 

In a community of practice people are often willing to develop and share knowledge. 
They could use a repository for this purpose, but often the context and relationship 
between information chunks will be lost. Knowledge management and the associated 
tools aim to provide such an environment in which people may create, learn, share, 
use and reuse knowledge, for the benefit of the organisation, the people who work in 
it, and the organisation’s customers. However, instead of helping users, many systems 
are just increasing the information overload. Adapting the information chunks and/or 
the links (associations) to the needs of individual users greatly enhances navigation 
and comprehension of an information space, and reduces the information overload.  

In this paper we propose an adaptable Personal Information Environment system 
(a-PIE) that brings together knowledge technologies and adaptive hypermedia to 
facilitate the reuse and sharing of information. a-PIE aims to provide a system in 
which members of the community or organisation are able to browse information 
tailored to their needs, store relationships to content of interest in their own 
information repository, and are able to annotate the relationships for reuse.  This 
paper briefly presents the technologies and a system overview of a-PIE, focusing on 
the support for adaptation of information. Finally related work and some conclusions 
are presented. 
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2   Motivation and Background 

A brief scenario helps explain the motivation behind this research. A user in a virtual 
community is looking/searching for information from a community or organisation’s 
web site. They find an interesting piece of information and would like to keep it for 
reference later in a personal repository. On occasions, they would like to add 
annotation to particular information snippets and would like to record the context 
before storing it in their personal repository. They would also like to share this 
information, with others in the community. As this is a diverse community they 
annotate the information with the level of expertise (e.g., experts, intermediate or 
beginners) the reader requires in order to understand the information. Then depending 
on reader’s profile (e.g., knowledge background, expertise) only those authorised by 
the original user will see the information and its annotations. 

In Open Hypermedia Systems, links are considered as first-class objects. The 
Fundamental Open Hypermedia Model (FOHM) [1] is a protocol for open 
hypermedia with additional context-awareness features. It is a data model for 
expressing hyperstructure by representing associations between data. Auld Linky [1] 
is a context based link server which supplies links from specified linkbases by parsing 
FOHM structures. FOHM also provides a Context modifier object, which can be 
attached to any part of the FOHM structure. Context objects define conditions for the 
visibility of particular objects and are used by Auld Linky to distinguish which 
bindings should be returned to the user. 

3   System Overview 

The adaptable Personal Information Environment (a-PIE) aims to provide a system in 
which members of the community are able to browse information suitable to their 
particular needs, identify and store FOHM structures in their own information 
repository which users may enhance prior to reuse. a-PIE further enhances these 
functionalities by using ontologies [2] to define the associations and facilitate 
interoperate between components. 

a-PIE consists of several services. The domain concept service provides the 
relevant concept. The user model service updates user model. The data item and 
association service manipulates data and structures, as FOHM objects, from linkbases 
through the contextual link server (Auld Linky). The user service or adaptive engine 
provides the facilities for reconciling the data content, FOHM structures, and user 
model, to present the individualised document to the user through a web browser. 

Figure 1 illustrates the system architecture of a-PIE. The functionality of the 
system is made available to software agents through a Web Service interface 
(WSDL), and to end-users through a Web browser. The system separates these 
components; domain concept, data, structure, user information and context. Each 
model has an ontology as a means for interoperation.  

• Domain concept: represents the basic structure of concept schemes. 
• Domain data model: represents the data in the form of FOHM Data objects. 
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• Structure model: connects FOHM Data objects as a series of FOHM Association 
structures which can be Navigational Link, Tour, Level of Detail and Concept. 

• User model: represents user-related information, such as background knowledge. 
• Context model: represented by FOHM Context objects which can be attached to a 

Data or Association object for describing the context in which the data item or 
association is visible (or hidden) from the user. 

 

Fig. 1. a-PIE System Architecture 

a-PIE provides adaptive hypermedia support through the use of Auld Linky as a 
contextual link server to integrate FOHM structure and data objects according to the 
context. Context objects define conditions for the visibility of particular objects and 
are used by Auld Linky to distinguish which bindings should be returned to the user. 
FOHM structures can be combined to implement a range of adaptive hypermedia 
techniques [3].  

The ontologies are used to enrich links and data content, and to enable other users 
to share and reuse the content or structure of the FOHM representation. In addition to 
browsing and searching the site the user can; add data, add additional specialist 
information, and change the context or behaviour of the FOHM structures.   

4   Related Work and Discussion 

There are several formal models proposed which focus on the mechanisms and 
structures based on adaptive hypermedia systems such as Adaptive Hypermedia 
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Application Model (AHAM) [4]. Hunter gatherer is a tool that allowed people to 
browse the web and identify pieces of information and group these as a collection of 
links [6], while, Piggy Bank is a browser enabled tool that re-constructs Web page 
content into a Semantic Web format [7]. The tool also allows user to save and share 
pages as links represented in RDF. Unlike a-Pie, the tool does not use an ontology to 
organise the pool of pages but a folksonomies. COHSE [8] is a non-adaptable 
ontological hypertext system that allow semantic annotations of webpages.  

This paper describes a-PIE as a Web-based system aimed to provide adaptable 
information and support sharing and reuse of information which are achieved by 
using FOHM and Auld Linky and Semantic Web technology. The a-PIE system 
conforms to the generic architecture for an Adaptive Hypermedia System proposed by 
Ohene-Djan et al.[5].

Acknowledgement 

Our thanks to The Royal Thai Government for funding this work. 

References 

[1] D. T. Michaelides, D. E. Millard, M. J. Weal, and D. C. De Roure, "Auld Leaky: A 
Contextual Open Hypermedia Link Server," presented at Proceedings of the seventh 
Workshop on Open Hypermedia systems, ACM Hypertext Conference, Aarhus, Denmark, 
2001. 

[2] T. Berners-Lee, J. Hendler, and O. Lassila, "The Semantic Web," Scientific American, vol. 
279, pp. 35-43, 2001. 

[3] C. Bailey, W. Hall, D. E. Millard, and M. J. Weal, "Towards Open Adaptive Hypermedia," 
presented at Proceedigns of the second International Conference on Adaptive Hypermedia 
and Adaptive Web-Based System, Malaga, Spain, 2002. 

[4] P. De Bra, P. Brusilovsky, and G. J. Houben, "Adaptive Hypermedia: From Systems to 
Framework," ACM Computing Surveys, vol. 31, 1999. 

[5] J. Ohene-Djan, M. Gorle, C. Bailey, G. Wills, and H. Davis, "Is It Possible to Devise a 
Unifying Model of Adaptive Hypermedia and Is One Necessary?," presented at Workshop
on Adaptive Hypermedia and Adaptive Web-Based Systems, 14th Conference on 
Hypertext and Hypermedia, Nottingham, UK, 2003. 

[6] m. c. schraefel, D. Modjeska, D. Wigdor, and S. Zhao, "Hunter Gatherer: Interaction 
Support for the Creation and Management of Within-Web-Page Collections," presented at 
Proceedings of International World Wide Web Conference, Honolulu, Hawaii, USA, 2002. 

[7] D. Huynh, S. Mazzocchi, and D. David Karger, "Piggy Bank: Experience the Semantic 
Web Inside Your Web Browser," presented at Proceedings of the fourth International 
Semantic Web Conference, Galway, Ireland, 2005. 

[8] L. Carr, S. Kampa, D. C. De Roure, W. Hall, S. Bechhofer, C. G. Goble, and B. Horan, 
"Ontological Linking: Motivation and Analysis," presented at CIKM, 2002.  



Towards Formalising Adaptive Behaviour
Within the Scope of E-Learning

Felix Mödritscher

IICM, Graz University of Technology, Inffeldgasse 16c, A-8010 Graz, Austria
fmoedrit@iicm.edu

Abstract. As there are a lot of approaches and projects within the
area of adaptive e-learning, several theoretical models have been devel-
oped in the last 15 years. Against this background, the AdeLE team
implemented a first prototype on basis of informal descriptions given
by literature research as well as concrete circumstances of the research
project. Nevertheless, a theoretical model fulfilling certain requirements
for our approach is still missing. This paper points out possibilities and
limitations of existing models in the scope of the AdeLE project. Fur-
ther, the authors own attempt towards formalising adaptive behaviour
in e-learning environments is denoted.

1 Introduction

Despite various approaches and systems arisen within the scope of adaptive e-
learning in the last 15 years (e.g. see [2]), the research project AdeLE aims at
developing another framework in this area by tying up to well-founded theories
and trying to realise innovative features such as an improved learner observation
through eye-tracking or the application of a dynamic background library. As a
first step of dealing with the basics of adaptive e-learning, we examined historical
approaches as well as system types given in this scope and introduced an model
applicable for the AdeLE project [1]. This model was implemented in the first
prototype as pointed out in [4]. Nevertheless, this theoretical approach is merely
informally described. Thus, I attempt to adopt or build up a theoretical model
for adaptive e-learning fulfilling certain requirements given within the AdeLE
project. Therefore, the next section gives a short overview about the AdeLE
project and outlines problems requiring specific features of a theoretical model.
Thereafter, existing approaches in this area are examined with respect to our
needs. Concluding this paper, I propose a solution for describing the adaptive
behaviour of the AdeLE system.

2 The AdeLE Project and Its Unclear Initial Direction

The research project AdeLE, which stands for “Adaptive e-Learning with Eye
Tracking”, aims on two important issues in the context of adaptive e-learning. On
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the one side we try to exploit eye-tracking technology for an improved learner ob-
servation and an enhanced adaptation mechanism. On the other side it is planned
to apply a so-called Dynamic Background Library (DBL) to adapt the learning
process by providing accurate and topical background information. Considering
these two directions, it was the task of the IICMs researcher group to realise a
server-sided adaptive e-learning environment which allows processing any data
about learning behaviour as well as offering the learner background knowledge
via DBL. In particular, my own research work deals with the conception and
implementation of the adaptive e-learning platform consisting of a LMS and an
Adaptive System, adapting the learning process on basis of didactical and ped-
agogical rules, exploiting the user model given by the Modelling System as well
as providing background information supplied by the DBL.

In the context of AdeLE, I faced the following problems with defining clear
requirements for the development of the system: At the beginning of the project,
our psychologist could not estimate which information the eye-tracking device
can infer about the learner behaviour. Thus, it was unclear to which aspects
should be adapted. Secondly, the elements of the virtual learning process to
adapt were not determined. According to the projects aims, adaptation might
affect navigational elements, the path thourgh the course, instructions as well
as single assets. Furthermore, the input of the DBL should also be offered in
some way. Thirdly, we tried to consider the users interaction with the system as
well as other sensory data, e.g. provided by the eye-tracking device. Yet, it was
also discussed to apply further sensors in the future. Fourthly, we distinguished
between didactical and pedagogical issues in e-learning. While didactics focuses
on the teachers intentions of running a course, pedagogy deals with the suitability
of an instruction within a certain context or for a certain learner. Thus, we
propose two kinds of adaptation rules, didactical and pedagogical ones.

Due to this lack of a clear direction in the initial phase of the project, I
chose a holistic approach towards adaptive e-learning trying to avoid didactical
restrictions and to consider all kinds of pedagogical aspects of the virtual learning
process. After all, I came to the conclusion that we need a theoretical model to
describe adaptive behaviour in the AdeLE system and evaluate its benefits for
learning. Therefore, the next section examines existing models with respect to
our special needs.

3 Possibilities and Limitations of Existing Models

Adaptive e-learning, as stated e.g. in [9], comprises a research and development
stream dealing with educational systems that adapt the learning content as well
as the user interface with respect to pedagogical and didactical aspects. Adap-
tive educational hypermedia is meant to be relatively new by commonly known
researchers (e.g. see [2]). Nevertheless, [7] state that certain ideas of adapting
instructions (e.g. Presseys teaching machine) can be tracked back to the early
20th century, while first systems were realised in the 1960s. [7] also provide
an excellent model to characterise adaptive instructional systems summing up
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the historical mainstreams: Firstly, the macro-adaptive instructional approach
comprises didactical aspects of learning content such as the students’ achieve-
ment levels, dependencies between instructional units, etc. A model behind this
mainstream can be reduced to the sequencing rules, as specified e.g. in SCORM.
Secondly, the aptitude-treatment interactions (ATI) approach focuses on instruc-
tional design on basis of students aptitudes, which originated various heuristics
for instructional design and UI principles. Thirdly, the micro-adaptive instruc-
tional approach comprises adaptation during instruction and on basis of a di-
agnose process, whereas a real adaptation model, e.g. based on mathematics,
trajectory, Bayesian probability, algorithms and rules, etc., is needed.

In practice, these three mainstreams for adaptive instructional systems can be
found in various types of systems. Macro-adaptive and computer-managed in-
structional systems focus on typical aspects as explained for the macro-adaptive
instructional approach, but these technological solutions do not allow on-task
adaptation, nor do they consider UI elements of the e-learning platform. The
ATI approach mainly affects courseware design as well as navigational elements
of the platform, but also influences micro-adaptive instructional technologies
such as intelligent tutoring systems (ITS) and adaptive educational hyperme-
dia systems (AEHS). ITS are based on AI techniques and include an expertise,
a student, and a tutoring model. The application of these systems are mostly
restricted to a certain domain or context or fail to incorporate valuable learn-
ing principles and instructional strategies [7]. Younger mainstreams, such as
AEHS or adaptive/personalised e-learning, tie up to the foundations of ITS and
comprise the following models: (a) a content model semantically enriching the
learning content, (b) a learner model specifying learner characteristics, (c) an
instructional (or tutoring) model providing the teaching strategy, and (d) an
adaptation model determining rules to adapt the learning process.

While a lot of excellent approaches e.g. [9] or [7] in this scope are of informal
nature, I inspected three formal models for the application for the AdeLE system
and identified the following possibilities and limitations: First of all, the Adap-
tive Hypermedia Application Model (AHAM) by [3] focussing on hypertext and
hypermedia systems allows specifying didactical issues and pedagogical rules.
Yet, this formal model restricts the possibilities of teachers, e.g. by addressing
merely the cognitive domain (read, learned) or not separating between learning
materials and learning activities. Further, to a high extent AHAM deals with
architectural issues, which is, in my opinion, not a requirement for designing
and evaluating adaptive behaviour within an e-learning environment. Secondly,
[5] came up with an innovative sequencing methodology for AEHS considering
also the suitability of a path through the course. Although this approach would
allow specifying and examining all possible didactical and pedagogical issues of
adaptive e-learning, it only addresses the learning content and, thus, I did not
figure out the way how elements of the platform can be directly adapted accord-
ing to specific rules. Thirdly, [6] introduces the Munich Model representing a
rather technological approach and specifying the single models, such as the do-
main model, the user model, etc., with UML and formal methods. Nevertheless,
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I think that this model is much too complex, because the design is too detailed,
and it can hardly be of benefit for describing adaptive behaviour in e-learning
environments. Notwithstanding the existence of a high number of other formal
models, I have to state at this point that the these three formal models miss
the requirements of our research project. Further, I have not found an formal
approach providing a flexible way to describe adaptation of instructions and
platforms elements on basis of relevant aspects of e-learning.

4 Conclusions and a Solution Approach

Concluding this paper and as a general statement, I assume that most models
miss important didactical or pedagogical aspects or drive our attention in the
wrong direction e.g. by focusing too strongly on software development issues. To
define and evaluate adaptive behaviour in the scope of an e-learning platform, a
formal model has to allow the specification of the systems underlying adaptation
principles without regarding issues of lower priority. Thus, I propose a(nother)
formal approach, namely FORMABLE, which stands for “FORmal Model for
Adaptive Behaviour in e-Learning Environments” and consists of four models:
(a) the Domain Model dealing with the domain, the context, and the learning
content, (b) the Pedagogical Model specifying states in relation to learners, the
domain, and the context, (c) the Didactical Model comprising all aspects of e-
teaching, and (d) the Adaptation Model realising different adaptation methods
and defining rules to offer the learner more relevant and suitable instructions.
As there is only limited space within this paper, the FORMABLE model, fully
described with the formal specification language VDM++, will be presented in
the poster session at the conference.
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Abstract. A common trend in modern applications is the move towards
more mobile, adaptive, customisable software. The evolution of software
from static, invariant tools for narrow portions of a task to adaptive,
open interaction frameworks is embodied in the use of a variety of tech-
nologies for creating a reconfigurable application. Perhaps the two most
important techniques are Adaptive architectures and Ubiquitious Com-
puting. However, many techniques employed merging these two technolo-
gies to form the vision of a truly ubiquitous, adaptive environment have
so far failed to take full account of the expressive quality of both context
and adaptivity. This paper presents a new, semantic interopration-based
approach to creating context-informed adaptive applications that make
maximum use of the rich content that can be found in both technologies.

1 Introduction

Adaptive Applications are characterised by their variable behaviour in response
to their information models[1]. Adaptivity allows for applicationsto make consid-
erable changes for personalisation and customisation preferences as defined by
the user and the content being adapted. This mechanism is extremely powerful
in providing tailored presentation of information to the user.

Adaptivity also permits this class of applications to leverage Contextual infor-
mation very effectively, employing additional axes of information to better inform
customisation and personalisation. Many of the current approaches to Contex-
tual support for Adaptivity are, however, focused on a mechanism whereby the
application itself does a large proportion of the work by querying external sources
of information and integrating the results by treating contextual data as separate
and distinct. By placing the responsibility for managing and querying and inte-
grating context on the application, this approach can place extra burden on the
application programmer, who must design an integration strategy for Context,
and on the application itself which potentially makes the information models
larget and more complex.

This paper presents a Context-Informed approach to enriching Adaptive ap-
plications. In this architecture, the adaptive application is served by a contextual
broker, which enriches the application based on a broader spectrum of concerns,
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and which makes use of a model-oriented approach for indirect querying and
direct integration. This approach provides and innovative solution using Topic
Maps to manage a semantic interoperation process.

2 Context

There are a great many[2] definitions and descriptions of what exactly constitutes
context, both in general and for particular application domains. For the purposes
of this work, it is most important to be aware that contextual information is
knowledge about the user, their environment or their task which is not known
to the application being used for the task, but which is available at run-time
through other services. This extra knowledge can be recognised by a semantic
description offered by services surrounding the user and their application, even
though the application itself may not know of such information directly.

The system presented follows the context-informed model: the aware envi-
ronment informs the application. This means that neither the target application
nor the sources need to be aware of each other, and that the Target application
need only be designed to know that it has the opportunity to gain some extra
information, not what that information might be or how it might be acquired.

The principal challenges associated with context-informed support for adap-
tive services are:

1. To Identify the information need of the adaptive service.
2. To Identify the possible external sources of information.
3. To Identify matching information in sources and infer on its influence on the

adaptive service.
4. To determine how to amend the adaptive service both in terms of data and

model.

These challenges comprise a broad solution to the process of enhancing adap-
tive services. Of particular interest in this work are the third and fourth chal-
lenges. The process of determining possible sources of context through exploring
the information space is, in itself, a very interesting problem. It is likely one
made more difficult if the nature of the information and the process by which it
is incorporated is not known.

3 Architecture

The Architecture is composed of three tiers: the Target Application, which is
the system to be enriched; the Sources of Context, which are services that offer
additional information to be combined as context, and the Context Exchange,
which brokers and manages the process. In proposing this form of architecure,
the roles of each participant are clearly defined: it is the Target Application
which is enriched by the integrated content returned by the Context Exchange.
The enrichment process is performed using a semantic, model-based exchange.
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The internal model of the Target Application is exposed via a schema, and the
schema labels are populated by the current state of the application’s knowledge.
This can then be compared to the information known to Sources of Context via
a joined schema that forms the Information Space.

A number of approaches have been suggested[3] for managing contextual in-
formation, and enabling transfers. The semantic interoperation approach, as op-
posed to a planned or workflow model, is desirable because it natually accounts
for the dynamic and composite nature of contextual data, as well as generally
giving a better responsiveness to change. Topic Maps represent a lightweight
‘index’ linking the semantically close elements of the different participant on-
tologies. This provides a navigable framework for creating an enriched model for
the Target Application that can be generated based on the definitive underly-
ing ontologies. This system employs Topic Maps to represent the shared schema
between the Target Application and the Sources of Context within the Environ-
ment. This allows the Context Exchange to create an expressive shared schema
that is still lightweight and composable, without the need for the detailed for-
mality that ontologies require. In addition, the ability of the system to alter the
Target Applications models as well as data will be dependant on the design of
the Target and the Environment.

3.1 Enhancing Adaptivity

The underlying benefit to the Adaptive System is that a Context-informed en-
vironment facilitates the leveraging of additional information known by external
services with minimal a-priori knowledge on the part of the developer. This as-
sists both the content designer and system developer by enabling them to focus
on the core concerns of the adaptive application, the remaining information being
handled as context. The developer remains in control of the enrichment process
by being responsible for determining how and when models are submitted to the
Context Exchange.

This approach to deciding what information to treat context can vary greatly
for different usage scenarios, depending on the configuration provided at design-
time, as well as the properties of the environment at runtime.

4 Analysis and Future Work

Currently, the system is in the early stages of implementation. It is intended to
employ the system in trials in both the eLearning and corporate collaboration
application domains. These areas provide a spectrum of cognitive depth and
application adaptivity useful in measuring the generality of this solution and
the nature of the tailoring process required by different systems. As an interim
approach, it is proposed initially to investigate the properties of this system in
a static, pre-determined service environment.

The topic of semantic matching is, in itself, an area of considerable research in-
terest. There are many challenges associated with the process of linking separate,
possibly disjoint perspectives, even with the considerable assistance provided by
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ontologies and other semantic techniques. Physical[4] and semantic[5] techniques
provide a basis for locating these links, but it is possible that the best achiev-
able solution, in practice, will be a semi-automatic system where the link list is
corrected and improved by the user. This has additional advantages in that it
assists in maintaining the scrutability of the overall adaptive system - a feature
vital in maintaining user interests[6].

The Degree to which the adaptivity of the Target Application affects how this
system can be employed. In particular, the process of amending and integrating
data and models will likely require some design-time tailoring, depending on the
particular properties of the target application and the sources.

5 Conclusion

This paper has presented a model-driven, context-informed framework for sup-
porting adaptive applications. The system is based on the principles of semantic
interoperation, which provide for the generation of a lightweight aggregate se-
mantic view of the information space which a user, and their application, occupy.
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Abstract. We built a Web-based adaptive recommendation system for students 
to select and suggest architectural cases when they analyze “Case Study” work 
within the architectural design studio course, which includes deep comparisons 
and analyses for meaningful architectural precedents. We applied hybrid 
recommendation mechanism, which is combining both content-based filtering 
and collaborative filtering in our suggested model. It not only retains the 
advantages of a content-based and collaborative filtering approach, but also 
improves the disadvantages found in both. We expect that the approach would be 
helpful for students to find relevant precedents more efficient and more precise 
with their preferences. 

1   Introduction 

The process of an architectural design studio course includes deep comparisons and 
analyses for meaningful architectural precedents, which are related to the design 
concept. There are several websites (e.g., GreatBuildings.com1 and archINForm2)
providing online architectural case searching for students and architects. The Web 
searching and navigation problems, however, require an intelligent educational 
recommendation mechanism that is adaptive based on user’s various needs and explicit 
and implicit user feedback in the task of finding relevant information in the complicated 
structure of website [1].  

Such a recommendation mechanism can be embodied by using several kinds of 
information filtering approaches. Balabanovic and Shoham [2] and Popescul et al. [3] 
proposed a mechanism of combining Collaborating Filtering approach with 
Content-based Filtering approach for information recommendation. The content-based 
filtering approach analyzes user’s preference and measures the similarity of different 
items to the user’s preference. The items that have a high degree of similarity to user’s 
preference are recommended to the users. Unlike the content-based filtering which 
considers only an active user’s preference, the collaborating filtering approach 
considers other user’s preferences. The degree of items usually needs to be rated by the 
user based on user likes or dislikes. However, explicit rating maybe has a rating sparsity 

1 http://www.greatbuildings.com/ 
2 http://www.archinform.net/ 
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problem. The hybrid approach, therefore, retains the advantages of a content-based and 
collaborative filtering approach, thus we wanted to apply this approach in our proposed 
system. 

In this paper, we built eDAADe (e-learning Dynamic Adaptive website in 
Architectural Design education), a Web-based adaptive recommendation system for 
students to compare and analyze the precedents in the “Case Study” phase of the 
architectural design process and to prove our concepts by several concrete examples. 

2   Hybrid Recommendation Approach in eDAADe 

To apply the hybrid approach in our eDAADe system, the process of the 
recommendation system can be explained as follows:  

(1) Identify the features of architectural precedents: each precedent can identify the 
following four feature categories: a) name, b) description, c) builder and d) keywords.

(2) Analyze the content of precedents based on explicit and implicit user feedback: 
the explicit feedback can be measured from students by rating the degree of preference 
based on their likes and dislikes. We use the 5-Point Likert Scales methodology to 
measure students’ ratings for each precedent. However, students perhaps are not 
willing to rate (rating sparsity). Therefore, we can find out the implicit feedback. We 
write a spider (cookie) program to record the data we need and apply data mining 
techniques to discover the students’ behavior patterns when they navigate the website. 
From the information, we are able to know students’ viewing time and frequency for 
each architectural precedent. If the precedent were viewed by students frequently and if 
they spent a lot of time at this site, we can assume the students have high interest in that 
precedent. Since each architectural precedent also includes four features as we 
mentioned above, we are able to know the student’s preferences according to each 
feature appearing on the web page by frequency rate. Based on this, we can build 
content-based profiles of each student tendency and interest.  

(3) Measure similarity between different students by computing Pearson-r
Correlation Coefficient: The similarity between an active student sx and another student 
sy using the Pearson-r correlation coefficient is calculated as: 
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Here xi denotes the preference rating of the student sx on architectural precedent i, xavg is 
the average preference rating of the student sx, and n is the number of architectural 
precedents co-rated by both student sx and user sy.

(4) According to the result in step (3) recommend architectural precedents to the 
active student. 

The eDAADe manages a user model that stores the estimates of the student’s 
preferences for architectural design cases. The user model is constructed by student 
explicit feedback (e.g., student to rate those precedents) and implicit feedback (e.g., 
students’ navigation behaviors for collecting architectural precedents). 



372 S.-F. Pan and J.-H. Lee 

3   The eDAADe System 

The eDAADe system is implemented by several technologies: PHP scripting language; 
MySQL, a relational database; Apache web server. Fig. 1 shows the architecture of our 
system.

Fig. 1. The system architecture of eDAADe system 

The system is divided into five parts: (1) Preferences management module: students’ 
architectural cases collected in their personalized web pages; (2) Implicit feedback 
module: students’ navigation behavior data stored in Web cookies in terms of date, 
duration time, frequency, etc. Time thresholds for duration offer a feasible way of 
determining whether the page is interesting or not; (3) Explicit feedback module:
students’ rating of the precedents based on their preferences; (4) User (student) model 
module: combining explicit and implicit feedback; (5) Recommendation engine 
module: the results of the similarity measurement.  

Fig. 2. A snapshot of the interface: (A) The features of architectural precedents; (B) Student to 
rate the recommend precedents based on their likes or dislikes; (C) Usage mining from cookies to 
know student’s implicit feedback 
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From the highest sum of the rated precedents will be recommended to the student 
(see Fig. 2). The recommendation is presented to the students with two kinds of 
adaptations. One is adaptive presentation. The most helpful and relevant recommended 
precedents are presented, sorted by an ordered list with photo links to students. The 
photo links are helpful for students to follow the descriptions of the recommended 
precedents to learn more about them. The other is adaptive navigation. It can assist to 
students in hyperspace orientation and navigation by the appearance of visible links. 
For example, we use visual cues such as colors and icons to show different meanings 
and significances of a recommendation. The adaptation in recommendation system is 
helpful for students to navigate the Web, from both feedbacks, explicit feedback (e.g., 
rating task) and implicit feedback (e.g., students’ navigation behaviors).  

4   Conclusion 

This paper proposed a hybrid approach, combining collaborating filtering and 
content-based filtering, to apply our eDAADe, a Web-based adaptive recommendation 
system. We have implemented this approach using explicit and implicit feedback 
modules from students (see Fig. 2). This recommendation mechanism is presented to 
the students with two kinds of adaptations, adaptive presentation and adaptive 
navigation. The system would be helpful for architectural students who want to find, 
compare and analyze relevant precedents more efficient [time wise] and more precise
with their preferences in the “Case Study” phase. An empirical study to measure 
students’ performance will be tested in the future work. 
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Abstract. To our knowledge, every free-text Computer Assisted Assess-
ment (CAA) system automatically scores the students and gives feedback
to them according to their responses, but, none of them include yet per-
sonalization options. The free-text CAA system Atenea [1] had simple
adaptation possibilities by keeping static student profiles [2]. In this pa-
per, we present a new adaptive version called Willow. It is based on
Atenea and adds the possibility of dynamically choosing the questions
to be asked according to their difficulty level, the students’ profile and
previous answers. Both Atenea and Willow have been tested with 32
students that manifested their satisfaction after using them. The results
stimulate us to continue exploiting the possibilities of incorporating dy-
namic adaptation to free-text CAA.

1 Introduction

Computer Assisted Assessment (CAA) studies how to use effectively computers
to automatically assess students’ answers. Traditionally, it has been done just
with objective testing questions. However, it is considered a quite limited type of
assessment [3]. Hence, several other kinds have been proposed. In particular, in
the mid-sixties, the possibility of assessing free-text answers was presented [4].
Since then, advances in Natural Language Processing (NLP) have made possible
a favorable progress of this field [5].

The approach described in this paper is based on the free-text scoring system
called Atenea [1] and its new version called Willow able to dynamically adapt
the assessment process for the first time. Willow considers the students’ personal
profiles in the evaluation section and adjusts the difficulty level of the questions
to the students’ knowledge. Two experiments have been done with 32 students
of our home university to study how well the adaptation in the assessment is
appreciated and which adaptive techniques are more valuable.

The article is organized as follows: Section 2 describes Atenea and Willow.
Section 3 details the experiments performed with the students. Finally, the con-
clusions and the open lines for future work are drawn out in Section 4.

� This work has been sponsored by Spanish Ministry of Science and Technology,
project number TIN2004-0314.
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2 Atenea and Willow

Atenea [1] is an on-line CAA system for automatically scoring free-text answers 1.
It is underpinned by statistical and NLP modules. Its main aim is to reinforce
the concepts seen during the lesson with the teacher. It compares the student’s
answer to a set of correct answers (the references) by using the wraetlic toolkit2.
The more similar a student’s answer is to the references, the higher the score
the student achieves.

Atenea randomly chooses the questions to ask the student until the end-of-
session condition is fulfilled as a fixed number of questions has been completed
or as a limited amount of time has expired. Recently, simple adaptation capa-
bilities based on stereotypes were added to the system [2]. However, this kind
of adaptation was very limited as it does not allow the system to dynamically
adapt the assessment. Thus, we have created Willow, a new version of Atenea
that, keeping all previous features, modifies dynamically the order in which the
questions are presented to the students.

During the assessment session, as the students answer the questions of the
different topics, which are chosen according to their difficulty levels, the values
are modified to adjust the level of the questions to the level of knowledge that
each student has in each topic addressed in the collection. When the students
successfully answer a certain (configurable) percentage of the questions in a
collection they are promoted to a higher level. On the other hand, a certain
percentage of failures will demote them to the lower level. A topic is considered
successfully passed when a student is in the highest level and has exceeded the
percentage necessary to be promoted even further. In this way, a session may
finish as soon as the student is considered apt in all the chosen topics.

3 Experiments with Students

Atenea and Willow have been used in two different experiments by the students
in the Operating Systems course, in the Telecommunications Engineering degree,
Universidad Autonoma de Madrid3. The teachers of that subject (none of whom
was involved in the development neither of Atenea nor of Willow) introduced
twenty different questions of different levels of difficulty and topics from real
exams of previous years. The use of the system was voluntary, but the teachers
motivated the students by telling them that the questions had been taken from
previous exams and that the practise would positively help them towards the
final score in the subject.

A total of 32 students took part in the first experiment, from which two
subgroups were randomly created each one with 16 students: group A that used
Atenea, and group B that used Willow. The score to pass a question was set to
1 Available at http://orestes.ii.uam.es:8080/ateneaAdaptativa/jsp/loginAtenea.jsp
2 Available at www.ii.uam.es/∼ealfon/eng/download.html
3 The authors would like to thank to Manuel Cebrián, Almudena Sierra, and Ismael

Pascual for their collaboration in the experiments with the students.
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Table 1. Average results for the first experiment

Question group A group B
Familiarity with on-line applications 4.3 3.8
Difficulty of use 4.1 4.1
Intuitiveness of the interface 4.0 3.5
System’s answer time 4.1 3.8
Fitness of students’ needs 3.4 3.2
Order of the questions 3.2 3.4
Level of difficulty 2.3 2.9
Number of references 3.0 3.0
Number of questions answered 7.0 8.5
Time to study this course less than 5 h. less than 5 h.
Recommendation of using Atenea/Willow yes yes

50% of the maximum score, and the percentage to be promoted or demoted was
set to 40% of the total number of questions. At the beginning all the students
received a brief talk (5 minutes) about Atenea and Willow, its aim and how to use
the system. Next, they were required to take a 5-minute test with five multiple-
choice questions corresponding to the five topics under assessment. In a 0–5 scale,
the average score was 2.8 for group A, and 3.2 for group B. Once finished the
test, the students were allowed to start using the indicated version of the system
during 20 minutes. After that, they were asked again to complete the same test
to check if they had acquired new knowledge during the assessment session. The
average score for the group A did not change at all, whereas the average score
for the group B increased slightly up to 3.4. Finally, the students were asked
to fill a non-anonymous Likert-type scale items satisfaction questionnaire. The
results are summarized in Table 1.

In the second experiment students could use Atenea and/or Willow during a
week from anywhere, at anytime, and feel free to choose any option. In partic-
ular, they were asked to compare Atenea and Willow and fill a non-anonymous
comparison questionnaire at the end of the week. In total, seven students (22%)
volunteered to take part in the experiment and six of them filled the question-
naire. The results are as follows: all the students agree that Willow fits better
their needs; they think that the promotion-demotion feature is quite good; and,
in general, they agree with the schema of starting with easy questions and next
having them increasingly harder.

4 Conclusions and Future Work

The free-text CAA systems Atenea and Willow have been tested in two different
experiments. The students were mostly familiarized with on-line applications but
none of them had used before a system that automatically scores open-ended
questions. The adaptation was focused on the dynamic selection of the questions
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according to the procedure of promotions and demotions of difficulty levels as
described in Section 2.

According to the comments given by the students, it can be confirmed that
they like the idea of having an interactive system with questions from exams of
previous years and the teachers’ answers. 91% of the students would recommend
to use the system to other friends in Operating System and other subjects. 80%
of the students with Internet access at home prefer to log into the system from
their home because they feel more comfortable. All the students find easy to use
the system irrespectively of the version. Besides, they think that it is very useful
to review concepts.

The students who used Willow were able to lightly increase their score the sec-
ond time the test was presented after using the system just 20 minutes, whereas
the students who use Atenea kept the same score. As expected, in average, the
students of the first experiment who used Atenea answered less questions and
they felt that the questions were more difficult than those who used Willow who
declared that the order of the questions were more adequate.

When the students are directly asked if they prefer Atenea or Willow, there is
not a clear answer. However, when they are asked about the system’s features one
by one, it can be seen that most prefer Willow, because it fits better their needs,
the order of the questions is more adequate, and they feel more satisfied as the
system controls their progress. In particular, the students who use Willow find
its use more amusing and they feel more engaged to keep answering questions.
On the other hand, some students say that they feel that they were learning less
because the questions presented were less varied and that they find the interface
less intuitive.

Including more dynamic adaptation in the system is a promising line of work
that could be further exploited by updating dynamically the level of difficulty
of each question according to the answers given by most of the students; giving
the option of moving freely between the questions, with a color code to warn
the students whether each question belongs to their knowledge level or not;
and repeating the experiment with more students, maybe as a compulsory and
anonymous experiment, to gather more results.
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Abstract. Adaptive hypermedia systems offer the functionality to personalize 
the information experience as per a user-model. In this paper we present a novel 
content adaptation approach that views information personalization as a 
constraint satisfaction problem. Information personalization is achieved by 
satisfying two constraints: (1) relevancy constraints to determine the relevance 
of a document to a user and (2) co-existence constraints to suggest comple-
menting documents that either provide reinforcing viewpoints or contrasting 
viewpoints, as per the user’s request. Our information personalization frame-
work involves: (a) an automatic constraint acquisition method, based on 
association rule mining on a corpus of documents; and (b) a hybrid of constraint 
satisfaction and optimization methods to derive an optimal solution—i.e. per-
sonalized information. We apply this framework to filter news items using the 
Reuters-21578 dataset.

1   Introduction

The WWW provides access to a massive amount of information through web portals, 
websites, mailing lists, distribution lists, bulletin boards and newsgroups. As the 
volume of information for public consumption increases it is becoming increasingly 
difficult to selectively search and consume information as per a user’s specific 
interest. Information Personalization (IP) methods allow the dynamic adaptation of 
generic information content to generate personalized information content that is 
specifically tailored to suit an individual’s demographics, knowledge, skills, 
capabilities, interests, preferences, needs, goals, plans and/or usage behavior [1, 2]. 
To date, there are a number of web-mediated information services that provide 
customized information regarding healthcare [3], customer relationships [4], product 
promotions, education [5], tourism and so on.  

Information personalization is largely achieved via adaptive hypermedia systems 
[6] that provide an umbrella framework incorporating hypermedia, artificial 
intelligence, information retrieval and web technology to develop and deploy person-
alized web-based information and E-service systems. Information personalization 
through content adaptation can be achieved via the selection of multiple information 
items based on the user-model and then synthesizing them based on a pre-defined 
document template to realize a personalized hypermedia document.  
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We believe that information personalization systems offering content adaptation 
can extend their information coverage by providing additional information items that 
are (a) ‘topically consistent’ with the user’s specified topic(s) of interest in order to 
provide a more comprehensive information outlook; or (b) ‘topically inconsistent’ 
with the user’s specified topic(s) of interest in order to provide contrasting 
viewpoints. In each case, the content adaptation requirement is to establish the topical 
consistency/inconsistency between two information items.  

We approach information personalization as a constraint satisfaction problem that 
entails the satisfaction of two constraints: (1) relevancy constraints—given a set of 
information items, the constraint is to select only those information-items that 
correspond to the user-model; and (2) co-existence consistency constraints—given a 
set of user-specific information items, the constraint is to select additional information 
items that are topically consistent (to a degree specified by the user). Our information 
personalization strategy involves the satisfaction of the abovementioned constraints 
such that: (i) given a large set of documents we select only those documents that 
correspond to the user-model; (ii) given the selected user-compatible documents, we 
collect additional documents based on the type and degree of co-existence consistency 
specified by the user; and (iii) we maximize the information coverage by selecting the 
largest possible set of documents that satisfy the above two constraints. In our work, 
information personalization is achieved without deep content analysis, rather by 
leveraging the pre-defined classification of documents along a list of topics.  

In this paper, we build on our previous work [7] to present an intelligent 
information personalization framework that comprises (a) an automatic constraint 
acquisition method based on association rule mining [8] to derive co-existence 
consistency constraints from the corpus of documents (indexed on topics); (b) a 
hybrid of constraint satisfaction methods to satisfy a variety of constraints to 
personalize information as per the user model; and (c) a user preference setting 
mechanism whereby users can set their personalization criteria: (i) choose to seek 
additional documents that are topically consistent, inconsistent or a mix of both; (ii) 
determine their tolerance to topical consistency/inconsistency; and (iii) set the degree 
of information comprehensiveness. We demonstrate the working of our information 
personalization framework for news item selection for a personalized news delivery 
service using the Reuters-21578, Distribution 1.0 data-set.  

2   Information Personalization: An Overview  

IP research offers interesting insights into ways for (a) profiling users based on 
information about the user’s demographic data, knowledge, skills, capabilities, 
interests, preferences, needs, goals, plans and/or usage behaviour; and (b) pro-actively 
adapting hypermedia objects based on the user’s profile. There are three levels of IP:  

Content adaptation involves the adaptation of the actual content via page variants 
[5], fragment variants [9, 4], adaptive stretchtext [10] and language processing.  

Structure adaptation involves the dynamic changing of the link structure of 
hypermedia documents. Collateral structure adaptation [11], link sorting [12], link 
annotation, and link removal/addition are some of the methods used.  
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Presentation adaptation leads to changes in the layout of the hypermedia 
document. Typically, the changes involve text positioning (or focusing), graphics and 
multimedia inclusion/exclusion, background variations and GUI interface.  

Our work involves content adaptation based on fragment variants, whereby 
multiple information fragments are selected with respect to a particular user’s model, 
and at runtime they are synthesized to yield a personalized information document.  

3   Constraints for Information Personalization  

Constraint satisfaction methods allow the efficient navigation of large search spaces 
to find an optimal solution that entails the assignment of values to problem variables 
subject to given constraints [13]. Constraint programming solves problems by stating 
constraints about the problem area and consequently finding solutions that may 
‘satisfy’ all the constraints. A Constraint Satisfaction Problem (CSP) is defined by a 
tuple P = (X, D, C) where X={X1, ... , Xn} is a finite set of variables, each associated 
with a domain of discrete values D = {D1, …, Dn}, and a set of constraints C = 
{C1,…, Cl}. Each constraint Ci is expressed by a relation Ri on some subset of 
variables. This subset of variables is called the connection of the constraint and 
denoted by con(Ci). The relation Ri over the connection of a constraint Ci is defined 
by Ri Di1 ×…×Dik and denotes the tuples that satisfy Ci. A solution to a constraint 
satisfaction problem is an assignment of a value from its domain to every variable, in 
such a way that every constraint is satisfied [13].  

3.1   Our Approach for Constraint Acquisition  

We believe that when information is composed it entails some inherent constraints 
about which topics can meaningfully co-occur in a coherent discussion. Typically, as 
informed users, we intuitively determine the co-existence consistency between topics, 
and then filter documents based on our need to either retrieve a set of documents that 
reinforce a viewpoint (i.e. documents that have a positive co-existence constraint 
between them) or a set of documents that present an alternate or divergent viewpoint  
(i.e. documents that have a negative co-existence constraint between them).  

We pursue the acquisition of co-existence constraints, between the topics of news 
items, as an association rule mining problem [8]; human experts finally validate the 
constraints. The frequency of co-occurrence of topics reflects the degree of co-
existence consistency between two topics. We treat topics as items and use the 
Apriori algorithm to find 2-itemsets [8]. We calculate the correlation between the two 
items, A and B, as follows:   

corr(A, B) =           p(AB)                                                     (1) 
                                                               p(A)p(B) 

The correlation value is used to distinguish between positive and negative co-
existence constraints as follows:  

• If 0 < corr(A, B) < 1, A and B are correlated negatively it means these two 
topics are topically inconsistent to each other, so a negative co-existence 
constraint can be established between these two topics.  
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• If corr(A, B) > 1, A and B are positively correlated and they reinforce the co-
occurrence of each other, so a positive co-existence constraint can be 
established between these two topics.  

• If corr(A, B) = 1, A and B are independent to each other.  

Negative co-existence constraints are used to either filter out topically inconsistent 
documents or to present documents that suggest divergent views. The positive co-
existence constraints are used to recommend the simultaneous presentation of 
multiple topically consistent documents. For example, with the football world cup in 
Germany in 2006, the topics Germany and football will co-occur more frequently in 
news articles, leading to a positive co-existence constraint between Germany and 
football. Using such a positive co-existence constraint we can recommend 
information about football if the user has a interest in Germany, and vice versa.  

From the Reuters-21578 dataset we acquired 913 frequent 2-itemsets that were 
further filtered by applying the Chi-Square statistical significance test; 177 item-sets 
with 95% interestingness were retained. The item-set correlation measure was used to 
divide the rules into 120 positive (with high item correlation) and 57 negative (with 
low item correlation) co-existence constrains that are represented as const(topic1, 
topic2, correlation), e.g. -const (earn, ship, 0.0093) and +const (barley, grain, 17.76).

4   Constraint Satisfaction Based IP Framework  

4.1   The User-Model  

The user-model comprises three elements: (a) user’s interests represented as a list of 
topics, (b) user’s tolerance towards inter-document co-existence inconsistency, 
selected by a sliding bar with a scale of 0-100%. A tolerance of 0% means that the 
user wants only those documents that offer a topically consistent viewpoint, whereas a 
tolerance of 100% means that the user is seeking documents that offer a divergent 
view—i.e. topically inconsistent documents. Any setting in between allows for the 
respective mix of both; and (c) user’s preference towards the coverage of the 
solution—i.e. whether to satisfy all the user-interests or the co-existence constraints.  

4.2   The Information Items  

The information items (i.e. document) comprise two sections: (i) the content section 
contains the information; and (ii) the context section contains a list of topics that are 
used to characterize the information in the document. The topics in the context section 
are compared with the user’s interests specified in the user-model to determine the 
relevance of the said document to a particular user.  

4.3   Information Personalization Requirements  

Our information personalization solution needs to satisfy the following requirements 
(ordered decreasing priorities):  
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1. The personalized information should be relevant to the interests of the 
user.  

2. The personalized information should reflect the topical co-existence 
constraints specified by the user.  

3. The personalized information should cover the largest set of relevant 
documents.  

4.4   Defining Information Personalization as a Constraint Satisfaction Problem  

In our CSP approach for information personalization, the topics representing the 
user’s interest are viewed as variables, and domains of the variables comprise any 
combination of available documents. Requirement 1 is a unary constraint to the 
variables and represented by constraint c1. Requirement 2 is a unary constraint c2 and a 
binary constraint c3. Requirement 3 is reflected in the objective function O. We define 
our information personalization problem as P (V, D, C, O).

• Variable set V ={v1, v2, … , vn}, where n is the number of topics of a 
user’s interest; vi, , represents the i th topic of a user’s interest.  

• Domain set D ={d1, d2, … , dn}; di, , represents the domain of vi. Suppose s ={t1,
t2, … , tm } is a set consisting of all documents, then di is the power set of s
without the empty set ø. E.g. If {t1, t2} is the set of documents, the domain of 
the variable will be {{t1}, {t2}, {t1, t2}}.

• Constraint set C ={c1, c2, c3}; c1= rel(vi), where  , is a unary constraint, 
and means the value of vi must be relevant to users’ interest (Requirement 1). 
Suppose vi represents the ith topic of a user’s interest, and the domain of vi is
{{t1}, {t2}, {t1, t2}}. By checking the topics of t1 and t2, we know t1 is relevant to 
the ith topic of the user’s interest, but t2 is not. To satisfy c1, {t2} and {t1, t2} will 
be removed from the domain of vi. c2= con1(vi), where  , is a unary 
constraint, and means the documents assigned to vi must be consistent to each 
other (Requirement 2). Suppose the system is trying to assign {t1, t2} to v1. To 
decide whether c2 is satisfied or not, we check the co-existence constraint 
between t1 and t2. Suppose t1={acquisition’ and ‘stocks’}, and t2 = ‘acquisition’ 
and ‘gold’}. We take one topic from t1 and t2 respectively to form pairs of topics 
ordered alphabetically—i.e. (acquisition, acquisition), (acquisition, gold),
(acquisition, stocks) and (gold, stocks). We check these four pairs against the 
negative/positive co-existence constraints.  

When checking c3, take a document from the value of both variables to form 
pairs of documents. If any pair meets the personalization conditions specified 
by the user, c3 is satisfied.  

• O = i(ni* weighti) is the objective function, where i is a member of the set of 
satisfied positive co-existence constraints. ni is the frequency of the constraint i
being satisfied. weighti is the correlation value of the constraint i. The target is 
to find a complete valuation that maximizes the objective function. This 
function is used to maximize the coverage of the personalized information.  
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4.5   Solving the Constraint Satisfaction Problem for Information 
Personalization  

From the specification of our CSP, it can be seen that information personalization is 
an over-constrained problem—i.e. a complete valuation that satisfies all hard 
constraints cannot be guaranteed. There are a number of possible reasons, e.g. the 
only document that can be assigned to a topic is topically inconsistent to another 
document that is assigned to another variable. Solving an over-constrained problem 
can be viewed as a partial constraint satisfaction problem (PCSP) in which a complete 
valuation is made with some constraints unsatisfied—the valuation with the smallest 
distance is selected as the final solution. Distance is defined as the number of 
constraints violated by a valuation [15]. In our framework, users can set up their 
information personalization preferences to guide the process in case a complete 
satisfaction of the constraints cannot be achieved. If a user prefers maximum coverage 
of the topics of interest then the solution that covers all the topics but violates the least 
number of co-existence constraints will be selected. If the user prefers a certain 
degree of co-existence consistency, then the solution satisfying the respective co-
existence consistency whilst not assigning documents for the least number of topics 
will be selected. To solve information personalization through PCSP in an efficient 
manner, we employ a hybrid of constraint satisfaction and optimization techniques. 
Our information personalization process is shown in Fig. 1. In the forthcoming 
discussion, we discuss our information personalization process using a working 
example, whereby the user has interest in four different topics (see table 1) and has 
selected to be provided topically consistent documents—i.e. asking to solve the 
positive co-existence constraint. The documents used in the example are shown in 
Table 2.  

Fig. 1. An illustration of our information personalization strategy  

Table 1. The user model used in the example 

Component Value 
Interests acquisition, gas, income, jobs 

Tolerance 20% tolerance to negative co-existence constraints 

Preference 
Satisfy the co-existence constraints (instead of 

finding documents for all topics of interest) 
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Based on the user-profile, we get four variables corresponding to the four topics of 
the user’s interest. We call them vacq, vgas, vincome and vjobs. The domain of four variables is 
the power set of the 15 news items that are shown in Table 2.  

Table 2. The dataset used for the example 

News Item  Topics  News 
Item  

Topics  

t1  Acquisition  t9  Jobs  
t2  acquisition, crude, nat-gas  t10  bop, cpi, gnp, jobs  
t3  acquisition, gold, lead, silver, zinc  t11  jobs, trade  
t4  gas  t12  gnp, jobs  
t5  cpi, crude, fuel, gas, nat-gas  t13  acquisition  
t6  fuel, gas  t14  fuel, gas  
t7  crude, gas  t15  jobs, trade  

t8  
gnp, income, ipi, retail, trade    

Step 1: User-relevant information selection  
In this step we filter all documents that are relevant to the user’s interest by applying a 
node consistency method. We satisfy the unary constraint c1= rel(vi) by comparing 
the topics of the various documents against a user’s interest. For our example, any 
document that does not have topic ‘acquisition’ will be filtered out from vacq ’s 
domain (the same is true for vgas, vincome and vjobs ). The resultant set of documents 
for each variable (see Table 3) is called the user-specific information set.  

Table 3. Relevant items for the variables—i.e. the user-specific information set  

 

Step 2: Domain reduction  
Typically, after step1 the set of relevant documents is quite large. The task at step2 is 
to reduce the domain of the variables by searching the solution space and eliminating 
redundant documents from the domain of variables in three stages.  

1. Delete duplicate documents from the user-specific information set.  
2. Delete values with multiple documents from the domain of variables. The 

rationale is that when trying to find solutions violating the least number of 
co-existence constraints, values with multiple documents will violate more 
co-existence constraints as compared to values with a single document. In 
this way, the domain size of a variable that has k relevant document will be 
reduced from 2k to k+1.  

3. Delete dominating values (sets) from the domain. If the topic set of item t1 
is a subset of the topic set of item t2, we say t2 dominates t1, and t2 is a 
dominating item. Because a dominating item presents some extra topics 
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besides the topics presented by an item dominated it, the dominating item 
only has the chance to violate more consistency constraints than the 
dominated item does.  

For the working example, we show the outcome of deleting values with multiple  
documents and dominating values for vacq in Table 4. The reduced domain of the 
four variables is given in Table 5. 

Table 4. Outcome of deleting multi-document and dominating values for Vacq 

Table 5. The reduced domain for the four variables in the user-model  

Step3: Topically consistent information selection  
After domain reduction, co-existence consistency is enforced through constraints c2
and c3. We apply Partial Forward Checking (PFC) algorithms to our Partial CSP 
using two different distances: (i) the number of variables assigned to the empty set; 
and (ii) the number of times the co-existence constraints are violated. The application 
of PFC algorithms to our working example yields two solutions, as shown in Table 6. 
Since the user has preferred the satisfaction of all co-existence constraints as opposed 
to having at least a single document for each topic of interest, for both the solutions 
one topic cannot be assigned a document without violating the co-existence 
constraints. Note that {t1} and {t8} cannot coexist due to the negative co-existence 
constraint nc(acquisition, trade, 0.034). Each solution is referred as the core 
information set.

Table 6. Topically consistent solutions  

Solution #  acquisition  gas  income  jobs  
1  {t1}  {t4}  NULL  {t9}  
2  NULL  {t4}  {t8}  {t9}  

Step 4: Information coverage maximization  
To maximize the coverage of the personalized output (i.e. requirement3), we apply 
optimization techniques to add more documents from the user-specific information set 
to the core information set, whilst maintaining the coexistence constraints.  

We use local search methods [16] to iteratively improve the solutions in table 6 as 
follows: Assign the core information set as the base-solution and then search its 
neighborhood for a better solution. The neighborhood of the base-solution consists of 
all solutions that differ with it by just the value of one variable. A solution is better 
than the base-solution if it has a higher value for the objective function. If a better 
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solution is found then it is deemed as the base-solution and search continues to find an 
even better base-solution. For our example, Table 7 shows the results of the 
information coverage maximization applied to the solutions shown in table 6.  

Table 7. Optimized solutions with maximum information coverage  

Solution 
#

acquisition  
gas  

income  jobs  Objective function  

1  { t1}  { t4, 
t6}  

NULL  { t9, t10, t12}  45.28  

2  NULL  { t4, 
t6}  

{ t8}  { t9, t10, t11, t12}  121.65  

It may be noted that solution2 has higher objective function value than solution1, 
hence it is selected as the best solution and it represents the best possible personalized 
information as per the user-model. In total 7 documents, each corresponding to the 
user’s interest and offering the desired co-existence consistency degree, will be 
synthesized and presented as personalized information to the user.  

5   Evaluations of Heuristics for Search Methods  

In general, variable and value ordering heuristics affect the efficiency of systematic 
search methods. For our problem, we compared the performance of partial forward 
checking (basic_pfc), partial forward checking with variable ordering (order_pfc), 
partial forward checking with variable and value ordering (full_pfc). Note that 
performance is measured in terms of the number of constraint checked.  

Given the Reuters-21578 dataset and the user’s topics of interest, we compared the 
performance of these algorithms by varying the user’s preference and co-existence 
consistency tolerance. The results (see Fig. 2 and Fig. 3) indicate that amongst the 
three variants of PFC, full_pfc always gives the best performance, hence vindicating 
our approach. We performed a number of other experiments to test the effectiveness 
of our framework for different user-models and preferences, and noted that for each 
exemplar user-setting unique personalisation was generated. 

Fig. 2. Performance of search algorithm: User 
preference is satisfy all co-existence constrains 

Fig. 3. Performance of search algorithm: 
User preference is satisfy all user interests
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6   Concluding Remarks  

Intuitively, information personalization is a constraint satisfaction problem—the 
user’s interests and preferences impose a set of constraints towards the selection, 
filtering and composition of information items—whereby the satisfaction of the user’s 
constraints yield personalized information as per the user-model. We have presented a 
novel information personalization strategy that addresses the underlying 
personalization constraints using standard constraint satisfaction techniques. Our 
information personalization framework allows (a) the user to easily set their 
personalization preferences in a flexible manner (which can be repeated if they are not 
satisfied with the output); (b) establishes a core information set—i.e. the smallest set 
of documents that meets all the user’s interests and preferences—as the baseline 
personalized information; and (c) maximizes the information coverage of the core 
information set, through a recursive local search method, by including additional 
documents that satisfy the user-model. We have incorporated co-existence constraints 
that aim to provide users with information that either reinforces or contradicts the 
information pertaining to their topics of interest. In addition, the negative co-existence 
consistency constraints ensure that the combination of two documents does not 
inadvertently lead to the generation of factually inconsistent information—i.e. one 
document stating a certain fact/recommendation whilst the other document 
simultaneously contradicting the same fact/recommendation.  

In this paper, we demonstrated our framework in the field of news service, 
however it can be applied to other fields where mutually exclusive information items 
need to be selected and presented to users vis-à-vis personalized information.  
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Abstract. We describe an intelligent interactive online tutor for computer lan-
guages. The tutor uses an ontology of programming language terms together 
with a language-specific ontology.  These ontologies are embedded in web 
pages structured at different levels of student expertise to provide a web front 
end that can be re-assembled in many different ways to suit a particular stu-
dent’s attempt to compile a particular program.  This dynamic reassembly copes 
well with the initial learning curve for a language as well as revision a few 
months later.  We argue that such a dynamic solution is more appropriate in this 
case than user profiling as a student’s capabilities are not the same for all parts 
of the language to be learnt or from one session to the next.  Our system gives 
the student control over the learning process by the use of question answering 
techniques on the same ontology.  Our system tracks what the user is doing in 
the programming exercises to understand what they are trying to write. Early 
trials with a real student audience have produced positive results and feedback 
for more research. 

1   Introduction 

Our aim is to produce an e-tutor that behaves like an experienced colleague looking 
over your shoulder as you learn a language.  Our e-tutor, the Intelligent Verilog Com-
piler (IVC) is embedded in a web tutorial that on the face of it looks much like any 
other, explaining the syntax of the language and providing some examples.  The IVC 
teaches a second year undergraduate the Verilog hardware description language by 
moving between teaching, checking, correcting and reminding. The IVC uses a com-
piler to check the syntax and a model checker to check the dynamic semantics of pre-
defined exercises.  The student is able to ask questions as well as being taught, allow-
ing them to move the focus to what they want to ask to create a dialogue rather than a 
monologue.   

The programming exercises bring to light areas where the student needs to com-
plete ideas or correct misunderstandings.  The compiler output and the student’s pro-
gram are passed through an explainer which deduces what is helpful to read from the 
ontology as well as suggesting the underlying cause of the error as a mistake or as an 
omission. 

Layering the ontology allows different computer languages to be taught in the 
same framework.  Adapting the framework to teach a new language L requires new 
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language web page fragments and the language ontology i.e. the words used to de-
scribe programming in language L but not in any other.  Common concepts such as 
variable, module etc are in the programming ontology.   

2   Ontology Design 

IVC includes a programming ontology, the Verilog-specific ontology and links into 
WordNet [2]. Adding synonyms creates richness of vocabulary to support the ques-
tion answering in unrestricted English. A Prolog program, voogle (verilog google), 
provides automatic generation of text from the tutorial web content from a variety of 
viewpoints based on a subset of those used in WordNet.  It uses a variety of levels of 
text from glossary entry to full explanation.  Selection of text to display in each situa-
tion is guided by an appreciation of the task that the student is trying to perform. 

Displaying the line of source code with an error message works well for errors in 
statements or expressions. We have rewritten some of the grammar that generates the 
compiler to provide more detailed error messages at a lower level.  However, errors in 
blocks need more context, so here we have taken the approach of several extra passes 
over the code.  The explainer “understands” what language constructs the code actu-
ally represents, and remedies the inability of a chart parser to use much context in its 
error handling. 

Another issue is how to detect what is missing from incorrect code.  For example, 
the explainer component understands that a particular compiler error can arise from a 
missing endcase keyword. If the explainer cannot find endcase in the source code, 
then this is explicitly pointed out to the user.  The voogle component generates suit-
able help text explaining what a case statement requires, i.e. omitting much of the 
detail as the problem is with the structure of the case rather than its contents. 

3   Dialogue Planning 

Dialogue planning aims to keep track of the overall progress towards a correct an-
swer.  The focus is determined by keeping track of which line the student is working 
on and hence which construct they are thinking about. 

We are using the data collected from the questionnaire for previous versions of 
IVC to generate a graph as in Figure 1 below. There are many possible graphs de-
pending on how people construct their code, but we have continued the established 
pedagogical approach that emphasises using sequential and combinational logic to-
gether to avoid an imperative style of writing Verilog.  We believe all languages have 
style issues like this to consider, and that using these graphs to plan the dialog allows 
different styles to be supported. 

These graphs are effectively syntax graphs, often called railway diagrams, which 
form the basis of the chart parser used by the compiler.  One of the equivalent snip-
pets of the grammar, expressed in Extended Backus-Naur format is: 

conditional_statement ::= if (expression) state-
ment_or_null [else statement_or_null|if_else_statement 
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Fig. 1. Dialogue management graph for IVC2.1 with student input shown in (italics) and sys-
tem (suggest) e.g. now think about wiring your design into the outputs 

We have extended them in two ways: the student can start at any point rather than 
strictly left-to-right, and each transition has a prompt text to advise them where they 
can get to from where they are. We have considered whether the dialogue graph 
should be visible, fading it out as the student becomes more proficient, or whether the 
student should know where they are: at present it remains hidden to promote deep 
learning. 

4   Results 

The student feedback from [1] indicates that they prefer to keep code, explanation and 
help in one window, resulting in a pop-in rather than a pop-up style of handling the 
user interface.  Figure 2 overleaf shows the explanation between the code and the 
errors. The ask a question button replaces the help text with a dialogue. 

5   Conclusions and Future Work 

IVC is a shallow system in the sense that it takes a simplistic approach to a number 
of active research areas in adaptive hypermedia, too many to describe in this for-
mat. It has shown that introducing an ontology opens up opportunities to follow the 
focus of the student’s activities without the constraints of a user profile or hard-
coded dialog.   

There are many learning scenarios where this approach has difficulties: we ob-
served in the user trials in [1] the complication of two partially correct answers mud-
dled into one incorrect one, but we have also demonstrated that there are many where 
it is effective.  We aim to allow the student to control how much help is being given 
to promote deep learning through a conversation with the IVC.  
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Fig. 2. The student has typed (<=) instead of (=) at line 24. The voogle component generates 
links back into the tutorial whilst the explainer (in red text) points out the error.   

This work was funded by the Cambridge MIT Institute (CMI) and the evaluation 
performed with the Centre for Applied Research in Educational Technology 
(CARET). We wish to thank the students for their enthusiasm and commitment. 
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Abstract. The use of Information and Communication Technologies (ICTs) is 
spreading inside the classrooms at all educational levels. As this integration has 
extended to young learners (3 to 5 years), the authorities have recommended 
their use so that children can acquire knowledge and dexterities they will use all 
their lives. Keeping in mind that it is at this age when very young learners 
acquire abilities and basic dexterities at their own pace, the more personalized 
the better. From all the premises above, we can claim that whereas other 
computer assisted language learning systems do not account for differences in 
children’s cognitive development when designing computerized applications, 
the introduction of AHS (Adaptive Hypermedia Systems) is aimed at adapting 
and personalizing content to children’s needs and abilities. 

1   Introduction 

Nowadays, ICTs are a common resource used in all educational levels as a way to 
improve and enrich the teaching process.  

However, the effective incorporation of ICTs in the classroom and the suitable use 
of educational software for early ages is not exempt from important challenges. In this 
period, children have not developed yet all the language and cognitive abilities that 
older learners have. These circumstances demand from the system an exclusively 
visual interface and require, in addition, previous training in the use of computers and 
input devices (mouse and keyboard).   

According to Haugland [1], the appropriate use of computers as well as the 
educational software may increase creativity and self esteem in children. He also 
claims that children exposed to software that tends to boost their development may 
successfully increase their intelligence, verbal /non verbal skills, visual and movement 
related abilities, structural knowledge, long term memory, problem solving, decision 
making, abstraction and conceptual formation skills. On the contrary, the uncontrolled 
use of ICTs in the classroom could infer a negative impact on children.  

Thus, it is necessary to consider several factors which could affect the successful 
integration of ICTs in pre-school education [2]: how to integrate the computer in the 
classroom, the features of the educational software at these ages, the use of adequate 
input devices, the interaction styles and the teacher's active role as organizer of the 
learning process. 
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We claim that an adaptive hypermedia system adapts to young learners´ educa-
tional software demands because:  

• Thanks to their hypertext structure, the necessary level of freedom is achieved so 
that the children develop their curiosity and explore the knowledge.  

•  The multimedia tasks provide the necessary motivation to make children feel 
attracted by software content [3].

• The intelligent tutoring system carries out the adaptation to the student's 
characteristics, which provides a personalized teaching and adaptation to the level 
of the student's knowledge, as well as to the student's learning style. 

• It is also in charge of providing the necessary support and help to reach the 
learning objectives. 

2   Adaptive Hypermedia System for Children 

Our objective is to use ITCs for teaching a foreign language at early ages. Bearing in 
mind the considerations dealt with in the previous section, we seek, therefore, to 
develop an AHS for English teaching in pre-school education (3 to 5 years). This 
system will be a Web-based system, since the election of Web-like development of 
adaptive platforms in educational hypermedia is becoming standard. [4] This 
environment allows the teacher to carry out observations and evaluate all the students. 
In addition, not only do we seek to develop an AHS, but also evaluate the use of ICTs 
at early ages and the benefits derived by adaptating to this type of user and evaluate 
which Web platform will allow us to know the results of the children’s interaction 
with the system.  

Adapting to children is different to adapting to adults because children at this age 
still cannot read or write and most AHS are text-based systems.  Also, in this period 
children have not yet developed all the language and cognitive abilities that older 
learners have. 

Under the name of SHAIEx (Adaptive Hypermedia System for English learning at 
pre-school in linEX), this system is being designed to integrate information 
technology in relation to certain learning traits at early ages. From the whole system, 
we have already developed the following phases /subsystems: 

• Content and structure of the pedagogical domain. The content consists of nine 
didactic units and comprises points of interest of Infant school. The didactics units 
have been elaborated starting from preschool curriculum, books and surveys to the 
teachers. The decomposition of each didactic unit in blocks of multimedia 
activities and the dependency among them is based on the task-based paradigms[5].

• User model. For the adaptation, SHAIEx stores the following child's 
characteristics: 

− Educational level: For 3, 4 and 5 years will be the corresponding levels 1, 2 and 3, 
based on the curriculum for infantile education. The different levels are associated 
with the contents of the curriculum, which implies that a 3 year old child, for 
example, can be in level 2 or that a 5 year old child begins from level 1. Because 
multimedia activities are addressed to heterogeneous groups of students, such tasks 
should be developed by accounting for all students’ needs and preferences. 

.
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− Knowledge: The contents will adapt as the child progresses. Different itineraries 
will be available for those didactic units which show a varying degree of 
complexity for different users. 

− Dexterity with the mouse: The device elected for interaction with the system is the 
mouse since it is the most efficient device for this age [6]. The children are learning 
to use the mouse and considering that operations like “double click” or “drag and 
drop” can be complicated for them, we will adapt the use of the mouse in the 
activities and games to the dexterity they have. 

− Language: Although our objective is to develop an English learning system, we 
will allow the inclusion of other languages (French, Spanish, etc.) that the children 
can learn in the school. 

− Difficulty of the activities: The complexity of the activities and games will be 
adapted increasing or diminishing the number of elements of the same ones. 

− Text information: We include a text label together to a picture (or a sound) so that 
the children associate the text with the visual (or auditory) information. 

This user model is created for defect to the beginner level for the system and the 
teacher can improve the initial information. Once the user model is created the system 
update this user model with the progress of the children. 

3   Methods and Techniques of Adaptation 

The system adapts both the navigation support and the presentation [4]. For the 
navigation support, the links, represented as graphical icons, are generated and 
ordered according to the educational level and knowledge of children. The mech-
anism based on teaching task and rules developed by Carro [5], [7] is used to provide 
the navigation support. 

For presentation, adaptive multimedia presentation is used, by which the system 
adapts the different task to the user. The scene presented to a child is generated by 
building the most suitable version according to his/her profile (adaptive scene). 

 

Fig. 1. Adaptive Scene of SHAIEx 
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In Figure1, a scene of the unit “Happy Birthday” is shown. The appearance or not 
of these characters, the textual information and their associated dialogue are described 
in the table above. For level 1characters 1 and 2 will appear saying only their names. 
For level 2 characters1, 2 and 3 will appear and saying this time their names and the 
animal type they are. Finally, in level 3 all the characters will appear telling us their 
names and nationalities. The textual information only appears for level 3. 

The difficulty and the mouse interaction style of the activities will be adapted to the 
educational level and psychomotor skills. The location of the multimedia elements 
inside these activities is randomly determined to produce different variations. Thus, the 
child will successfully complete the activity according to his/her knowledge, not to their 
memory capabilities. In the activity showed in figure 2, the child is asked to place the 
character in the corresponding shadow after listening to information and descriptive 
hints. Likewise, the adaptation will be carried out according to five parameters: the 
number of characters (difficulty), the audio information related to each character (lang-
uage and level), to show the text information or not and the mouse interaction style. 

 

Fig. 2. Dynamically generated adaptive activity 

The audio attached to each character depends on the language and educational 
level he/she has. For level 1 the character's name will be identified; for level two the 
animal type will be chosen and for level 3 the information to be identified is the 
character's origin. The textual information only appears for level 3. Finally, the way 
of carrying out the activity for each level of dexterity with the mouse will be also 
adapted (one click, click move click, drag and drop).  

4   Future Work 

For the completion of the whole hypermedia system, there are some phases which are 
being currently developed and some others to develop in 2006: 

• Design and development of the whole system. The user's interface is being imple-
mented in Macromedia Flash, since this tool allows us to design attractive 
animations and motivating games for children. The intelligent tutor’s implement-
ation will implement this by means of Java Servlets 

E  Agudo, H. Sánchez, and M. Rico .
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• User’s Evaluation. Evaluating the child’s progress is crucial so that the system can 
adapt to his/her learning needs. Most educational systems evaluate this progress by 
means of tests and activities based on reading skills. Considering our learners 
cannot read or write and are slightly familiar with the use of computers, in order to 
assess progress and language acquisition, we should design activities adapted to 
such characteristics. 

• System evaluation in the classroom. Whether the whole system is an efficient 
learning resource will be evaluated in a real environment, the preschool classroom. 
From the children’s  feedback, improvements to the initial prototype will be added  

5   Conclusions 

This paper aims to present how the integration of ICTs is more than advisable at all 
educational levels and claim it is important to introduce them at early ages to make 
children familiar and involved with their use. Our research has also attempted to 
demonstrate when developing software for such an early age it is necessary to keep in 
mind children are learning simultaneously how to communicate in natural languages 
and developing most of their cognitive and psychomotor abilities. From these 
assumptions we can state that AHS is surely the best solution to develop software for 
early ages, since, covering all children’s needs, they offer the most personalized and 
adapted teaching hypermedia method. As for the software design, AHS can also 
provide adaptation in different areas:  knowledge, educational level and dexterity with 
the mouse, consequently achieving the adaptation and necessary motivation so that 
the preschool children can get the highest benefits from the learning process [8].   
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Abstract. This paper presents COLLECT-UML, a constraint-based ITS that 
teaches object-oriented (OO) design using Unified Modeling Language (UML). 
We have developed a single-user version that supports students in learning 
UML class diagrams. The system was evaluated in a real classroom, and the 
results show that student performance increases significantly. We present our 
experiences in extending the system to provide support for collaboration and 
describe the architecture, interface and support for collaboration in the new, 
multi-user system.  

1   Introduction 

E-learning is becoming an increasingly popular educational paradigm as more 
individuals who are working or are geographically isolated seek higher education. As 
such students do not meet face to face with their peers and teachers, the support for 
collaboration becomes extremely important [3]. There have been several definitions for 
collaborative learning. The broadest (but unsatisfactory) definition is that it is a 
situation in which two or more people learn or attempt to learn something together [4].
A more comprehensive definition states as follows: “… a coordinated, synchronous 
activity that is the result of a continued attempt to construct and maintain a shared 
conception of a problem”. Effective collaborative learning includes both learning to 
effectively collaborate, and collaborate effectively to learn, and therefore a 
collaborative system must be able to address collaboration issues as well as task-
oriented issues [6].  

In the last decade, many collaborative learning environments have been proposed 
and used with more or less success. Researchers have been exploring different 
approaches to analyse and support the collaborative learning interaction. However, the 
concept of supporting peer-to-peer interaction in Computer-Supported Collaborative 
Learning (CSCL) systems is still in its infancy, and more studies are needed to test the 
utility of these techniques. Some particular benefits of collaborative problem-solving 
include: encouraging students to verbalise their thinking; encouraging students to work 
together, ask questions, explain and justify their opinions; increasing students’ 
responsibility for their own learning and increasing the possibility of students solving 
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or examining problems in a variety of ways. These benefits, however, are only 
achieved by active and well-functioning learning teams [8]. 

This paper describes COLLECT-UML, a web-based Intelligent Tutoring System 
(ITS) that takes a Constraint-Based Modeling (CBM) approach to support both 
problem-solving and collaborative learning. The CBM approach is extremely 
efficient, and it overcomes many problems that other student modeling approaches 
suffer from. CBM has been used successfully in several tutors supporting individual 
learning [7]. We provide a brief overview of the single-user version which we have 
finished developing [1, 2] and describe extensions being made to this tutor, to support 
multiple students solving problems collaboratively. 

2   Related Work 

Three categories of CSCL systems can be distinguished in the context of the 
collaboration support [6]. The first category includes systems that reflect actions and 
make the students aware of their team-mates’ actions. The systems in the second 
category monitor the state of interactions; some of them aggregate the interaction data 
into a set of high-level indicators and display them to the participants, while others 
internally compare the current state of interaction to a model of ideal interaction, but 
do not reveal this information to the users (e.g. EPSILON [8]). In the latter case, this 
information is either intended to be used later by a coaching agent, or analysed by 
researchers in order to understand the interaction. Finally, the third class of systems 
offer advice on collaboration. The coach in these systems plays a role similar to that 
of a teacher in a collaborative learning classroom. The systems can be distinguished 
by the nature of the information in their models, and whether they provide feedback 
on strictly collaboration issues or both social and task-oriented issues. COLER [3] is 
an example of such systems.  

Although many tutorials, textbooks and other resources on UML are available, we 
are not aware of any attempt at developing a CSCL environment for UML modeling. 
However, there has been an attempt [8] at developing a collaborative learning 
environment for OO design problems using Object Modeling Technique (OMT) – a 
precursor of UML. The system monitors group members’ communication patterns 
and problem solving actions in order to identify (using machine learning techniques) 
situations in which students effectively share new knowledge with their peers. The 
system does not evaluate the OMT diagrams and an instructor or intelligent coach’s 
assistance is needed in mediating group knowledge sharing activities. In this regard, 
even though the system is effective as a collaboration tool, it would probably not be 
an effective teaching system for a group of novices with the same level of expertise, 
as it could be common for a group of students to agree on a flawed argument.  

3 COLLECT-UML: Single-User Version 

COLLECT-UML is a problem-solving environment, in which students construct UML 
class diagrams that satisfy a given set of requirements. It assists students during 
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problem-solving, and guides them towards a correct solution by providing feedback. 
The feedback is tailored towards each student depending on his/her knowledge.
COLLECT-UML is designed as a complement to classroom teaching and when 
providing assistance, it assumes that the students are already familiar with the 
fundamentals of OO design. For details on system’s architecture, functionality and the 
interface refer to [1, 2]; here we present only the basic features of the system. 

At the beginning of interaction, a student is required to enter his/her name, which is 
necessary in order to establish a session. The session manager requires the student 
modeler to retrieve the model for the student, if there is one, or to create a new model 
for a new student. Each action a student performs is sent to the session manager, as it 
has to link it to the appropriate session and store it in the student’s log. The action is 
then sent to the pedagogical module. If the submitted action is a solution to the 
current problem, the student modeler diagnoses the solution, updates the student 
model, and sends the result of the diagnosis back to the pedagogical module, which 
generates appropriate feedback.  

COLLECT-UML contains an ideal solution for each problem, which is compared to 
the student’s solution according to the system’s domain model, represented as a set of 
constraints. The system’s domain model contains 133 constraints that describe the 
basic principles of the domain. In order to develop constraints, we studied material in 
textbooks, such as [5], and also used our own experience. 

We conducted an evaluation study in May 2005 [2]. The study involved 38 
volunteers enrolled in an introductory Software Engineering course at the University 
of Canterbury. The students had learnt UML modeling concepts during two weeks of 
lectures and had some practice during two weeks of tutorials prior to the study. 

The study was conducted in two streams of two-hour laboratory sessions. Each 
participant sat a pre-test, interacted with the system, and then sat a post-test and filled 
a user questionnaire. The pre-test and post-test each contained four multiple-choice 
questions, followed by a question where the students were asked to design a simple 
UML class diagram. The participants spent two hours interacting with the system, and 
solved half of the problems they attempted. The average mark on the post-test was 
significantly higher than the pre-test mark (t = 2.71, p = 4.33E-08). 

We also analyzed the log files, in order to identify how students learnt the 
underlying domain concepts. Figure 1 illustrates the probability of violating a 
constraint plotted against the occasion number for which it was relevant, averaged 
over all constraints and all participants. The data points show a regular decrease, 
which is approximated by a power curve with a close fit of 0.93, thus showing that 
students do learn constraints over time. The probability of violating a constraint on 
the first occasion of application is halved by the tenth occasion, showing the effects of 
learning. 

The results showed that COLLECT-UML is an effective learning environment. The 
participants achieved significantly higher scores on the post-test, suggesting that they 
acquired more knowledge in UML modeling. The learning curves also proved that 
students did learn constraints during problem solving. Subjective evaluation showed 
that most of the students felt spending more time with the system would have resulted 
in more learning and that they found the system to be easy to use. The questionnaire 
responses suggested that the participants found the hints helpful. 
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Fig. 1. Probability of constraint violation 

4 COLLECT-UML: Collaborative Version 

The collaborative version of COLLECT-UML is designed for sessions in which 
students first solve problems individually and then join into small groups to create 
group solutions. The system has a distributed architecture, where the tutoring 
functionality is distributed between the client and the server. The interface, which is 
an extension of the single-user interface, is shown in Figure 2. The problem 
description pane presents a design problem that needs to be modeled by a UML class 
diagram. Students construct their individual solutions in the private workspace (right). 
They use the shared workspace (left) to collaboratively construct UML diagrams 
while communicating via the chat window. 

The private workspace enables students to try their own solutions and think about 
the problem before start discussing it in the group. The group area is initially disabled. 
When all of the students indicate readiness to work in the group, the shared 
workspace is activated, and they can start placing components of their solutions in the 
workspace. The Group Members panel shows the team-mates already connected. 
Only one student, the one who has the pen, can update the shared workspace at a 
given time. The chat area enables students to express their opinions regarding objects 
added to the shared area using sentence openers. The student needs to select one of 
the sentence openers before being able to express his/her opinion.  

The group moderator can submit the solution, by clicking on the Submit Group
Answer button. The feedback messages on the individual solutions as well as 
contribution to the group solution and collaboration will appear on the frame located 
in the right-hand side. The system gives collaboration-based advice based on the 
content of the chat area, students’ participation on the shared diagram and the 
differences between students’ individual solutions and the group solution being 
constructed. The task-based advice is given to the whole group based on the quality of 
the shared diagram.  

The ultimate goal of COLLECT-UML is to support collaboration by modeling 
collaborative skills. The system is able to promote effective interaction by diagnosing  
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Fig. 2. COLLECT-UML interface 

students’ actions in the chat area and group diagram using a set of 22 meta-
constraints, which represent an ideal model of collaboration. These constraints have 
the same structure as domain constraint, each containing a relevance condition, a 
satisfaction condition and a feedback message. The feedback message is presented 
when the constraint is violated.  Figure 3 illustrates an example of a meta-constraint. 
The student model records the history of usage for each constraint (both from the 
domain model and the collaboration model) and the group model records the history 
of group usage for each constraint from the domain model. This information is used to 
select problems of appropriate complexity for the student, and generate feedback. 

(235
 "Some methods in the group diagram are missing from your individual solution. You
   may wish to discuss this with other  members."
  (and (match GS METHODS (?* "@" ?tag ?name ?c1_tag ?*))

 (match SS CLASSES (?* "@" ?c1_tag ?*)))
  (match SS METHODS (?* "@" ?tag ?name2 ?c1_tag ?*))
  "methods"
(?c1 tag))

 

Fig. 3. An example of a meta-constraint 

5   Conclusions and Future Work 

This paper presented the single-user version of COLLECT-UML, and the results of the 
evaluation study performed. The results of both subjective and objective analysis 
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showed that COLLECT-UML is an effective educational tool.  We then presented the 
multi-user version of the same intelligent tutoring system. We have extended the 
interface and developed meta-constraints, which provide feedback on collaborative 
activities. The goal of future work is to complete the implementation of the multi-user 
version and conduct a full evaluation study in April 2006, aiming to evaluate the 
effect of using the system on students’ learning and collaboration.

CBM has been used to effectively represent domain knowledge in several ITSs 
supporting individual learning. The contribution of the project presented in this paper 
is the use of CBM to model collaboration skills, not only domain knowledge. 
Comprehensive evaluation of the collaborative version of COLLECT-UML will provide 
a measure of the effectiveness of using the CBM technique in intelligent computer-
supported collaborative learning environments.
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Abstract. The growth of available personalization services and the heterogeneity 
in content and representation of therein exploited User Models (UMs), raise a 
need for a mechanism allowing to aggregate partial UMs generated by other ser-
vices. Such a mechanism will allow reuse of partial UMs in multiple personaliza-
tion services that may need it. This paper discusses the details of a decentralized 
mediator for cross-domain and cross-technique translation and aggregation of 
partial UMs. The mediator facilitates enriching UMs managed by personalization 
services and improving the quality of the provided personalization. 

1   Introduction 

Providing accurate personalized information services to consumers requires modeling 
their preferences, interests and needs. This data is referred to in the literature as the 
User Model (UM) [7]. Typically, service providers build and maintain proprietary 
UMs, tailored to the specific contents offered by the service, and the personalization 
technique being exploited. Since the quality of the provided personalized service 
depends largely on the characteristics and richness of the UMs, different services 
would benefit from enriching their UMs through importing and aggregating partial 
UMs, i.e., the UMs built locally by other, possibly related, services. This can be 
achieved through mediation of partial UMs.  

UM mediation raises a number of issues. The first issue is the commercial nature 
of the nowadays information world. Due to competition, personalization services 
usually neither cooperate, nor share their partial UMs. The second issue is customer's 
privacy. Partial UMs built by service providers may contain customer's private data, 
which should not be disclosed to untrusted parties [4]. The third and fourth issues are 
the structural heterogeneity and incompleteness of the UMs contents, since every 
service refers to a specific application domain only. The lack of standard representa-
tion, and specific requirements imposed by different personalization techniques, result 
in personalization services building their models in different, ad-hoc forms. As a 
result, large amounts of heterogeneously represented and possibly overlapping (or 
conflicting) data are scattered among various service providers.  

Generation of a central UM, as a composition of partial UMs stored by various per-
sonalization services, is discussed in [6]. For this, each service maintains a mechanism 

* The author would like to thank his advisors, Tsvi Kuflik and Francesco Ricci, for their valu-
able comments on this paper. 
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capable of accessing the relevant parts of the central UM. To provide personalization, 
each service extracts the required data from the central UM and later updates the cen-
tral UM. However, the centrality of the UM poses a severe problem that should be 
treated. In [8], the authors discuss agent-based sharing and management of partial 
UMs, which are centrally aggregated into a global UM. However, neither the sharing 
policy, nor the translation between different representations is defined, such that UMs 
sharing between the services should be implemented explicitly. 

Unlike the above studies, this work aims at handling the aggregation through a de-
centralized UM mediator, capable of aggregating partial UMs. The mediator provides 
a scalable platform for privacy-enhanced data exchange and facilitates an ad-hoc (i.e., 
for a specific purpose, and not derived from a general, continuously maintained UM) 
generation of the UMs for the target service through translation and aggregation of 
partial UMs built by other services. Thus, the mediator bootstraps empty UMs, or 
enriches the existing UMs, leveraging the quality of the provided personalization. 

2   Mediation of User Models 

Principal architecture of the mediator was discussed in [1], whereas this paper elabo-
rates on the mediation process and the ways of applying the mediator in a decentral-
ized distributed environment. The main functionality of the mediator is to facilitate 
aggregation of partial UMs built by different services. Thus, it provides a common 
interface for user modeling data exchange. Figure 1 illustrates the mediation process. 

service      2,5 
 KB 

Mediator
  5 

aggregation

target service

service

   3
  1 

4

  6 

service
3

    4 
   3

service

Fig. 1. Architecture and stages of the UM mediation

The mediation process is partitioned to the following stages: 

1. A target service, required to provide personalization to a user, queries the media-
tor for the UM related to the application domain of the provided service. 

2. The mediator identifies the required personalization domain and the UMs repre-
sentation in the target service. 

3. The mediator determines a set of other services that can potentially provide par-
tial domain-related UMs of the given user and queries them. 

4. Services, actually storing the needed data, answer the query, and send to the me-
diator their partial UMs of the given user. 

5. The mediator translates and aggregates the acquired partial UMs (using the KB) 
into a single domain-related UM, represented according to the target service.  

6. The generated domain-related UM is sent to the target service, which is capable 
of providing more accurate personalized service. 
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Two major issues that should be resolved to facilitate proper functionality of the 
mediator are: (1) "Which services can provide valuable partial UMs?", and (2) "How 
to translate and aggregate the acquired heterogeneous UMs?", i.e., stages 3 and 5 in 
figure 1. Thus, in the rest of the paper we focus on these stages.  

First, let us analyze the distribution of partial UMs among the services. Nowadays, 
personalization services are exploited in a wide variety of application domains (e.g., 
movies, music, tourism, etc...). The contents of the UMs may vary between applica-
tion in the same domain, and certainly between applications in different domains. 
Thus, the UM is considered as an aggregation of partial domain-related UMs: 
UM=aggr(UM1,UM2,…,UMk). Moreover, within a given domain, the services may 
exploit various personalization techniques (e.g., collaborative, content-based, case-
based reasoning, etc) that impose different representations of the UMs. As a result, 
domain-related UM is considered as an aggregation of partial technique-related UMs: 
UMd=aggr(UMd

1,UMd
2,…,UMd

n), where UMd
t denotes the partial UM referred to 

application domain d, built by a service exploiting personalization technique t.
Stage 3 of the mediation aims at determining the set of services that should be que-

ried by the mediator. We assume that three groups of services will provide valuable 
partial UMs for building UMd

t for a service from domain d exploiting technique t: (1) 
other services from d that also exploit t, (2) services from d that exploit another tech-
nique t', and (3) services from another, relatively similar, domain d' that also exploit t.
Although other services, i.e., with different combinations of techniques and domains, 
can potentially provide valuable partial UMs, we refrain from querying them, since 
their mediation requires multiple translations, which may 'contaminate' the data.  

To alleviate the task of determining and querying the relevant services, we pro-
pose to organize the available services in a hierarchical semantically demarcated 
structure. The upper level of the hierarchy represents different application domains 
of the services. The domains are represented by the nodes of an undirected graph, 
where the weights of the edges reflect the similarity between the respective domains. 
The similarity values allow determining whether partial domain-related UMj can be 
valuable for aggregating another domain-related UMi. The bottom layer represents 
specific services within the domains, such that the services are grouped according to 
the personalization techniques they exploit. This organization of services inherently 
restricts the queries for partial UMs only to the services referring to the same appli-
cation domain, or to different but relatively similar domains, and exploiting the same 
personalization technique (or both, i.e., the same domain and technique). Analyzing  

application domains
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srv
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Fig. 2. Organization of services: graph of domains and grouping by the techniques 
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UM representations in various techniques will allow determining the applicability of 
partial UMd

m for aggregating in another UMd
n, and further restricting querying of 

services. Figure 2 illustrates the organization of the personalization services.  
Another important issue is translating and aggregating the acquired partial UMs 

(stage 5). Clearly, different application domains require different information to be 
stored in the UMs. Even within the same domain, different services may store different 
information in their partial UM, according to the exploited technique (e.g., ratings 
vector in collaborative UM vs. a list of interest topics in content-based UM). More-
over, partial UMs from the same domain and technique may use different terms to  
de-scribe equivalent semantic concepts. Thus, successful translation of partial UMs 
requires rich inter- and intra-domain Knowledge Base (KB) that allows identifying 
commonalities between partial UMs and inferring the required data. According to the 
above-mentioned groups of services providing valuable partial UMs, we define 3 types 
of possible translations: (1) simple concatenation of partial UMs, (2) cross-technique
translation, and (3) cross-domain translation. Clearly, each type of translation requires 
specific inference mechanism and exploits different data from the KB. 

In addition to the main task of UMs translation, stage 5 of the mediation process is 
also responsible for aggregating partial UMs, i.e., resolving conflicts and inconsisten-
cies. This is not unreasonable that different services will provide partial UMs with 
different levels of accuracy, relevance and 'freshness'. Although we highlight the 
importance of resolving these issues, they are beyond the scope of the current work. 

Consider an example scenario where content-based movie recommender requests 
the mediator for a UM of a given user (stage 1). The mediator identifies the domain 
and the representation of the UM, and queries other services that can potentially pro-
vide valuable partial UMs (stages 2 and 3). Let us assume that other content-based 
movie recommenders, movie recommenders exploiting other techniques, and TV, 
books and music recommenders are queried. Services, storing the user's UMs, answer 
the query and send their partial UMs (stage 4). The mediator exploits various KBs to 
translate and aggregate the acquired partial UMs into a single movie-related content-
based UM (stage 5). For example, cross-technique translation from collaborative to 
content-based movies UM exploits a KB of movies data (e.g., genres, directors and 
actors), which allows the mediator to generalize a set of collaborative ratings into the 
content-based UM, containing a list of genres, directors and actors liked/disliked by 
the user. Conversely, cross-domain translation from books to movies content-based 
UMs exploits a KB of books and movies genres that facilitates the translation through 
identifying the correlations between the contents of the UMs (e.g., liked/disliked 
genres, common to movies and books). Then, the aggregated UM is sent to the mov-
ies recommender, which provides the user more accurate personalization (stage 6).

Finally, we would like to highlight three hypothesized advantages of the proposed 
mediation mechanism: (1) the designed one – better personalization provided by the 
target service, (2) scalability and robustness – achieved due to the lack of a central-
ized user modeling mechanism and UM representation, (3) data encapsulation and 
privacy – achieved due to an independent management of domain-related data by the 
services, and direct communication between them, where attacking a single service 
will expose partial UMs only. Nonetheless, we should raise the main disadvantages: 
necessity of strong inference mechanisms and rich inter- and intra-domain KBs. 
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3   Preliminary Results and Future Research 

Preliminary evaluations of cross-domain mediation in collaborative movie recom-
mender were reported in [2]. There, the datasets from different (but similar) domains 
were simulated by splitting movies UMs according to the genres of the movies. The 
accuracy of the recommendations over the aggregated UMs was similar to the accu-
racy of centralized collaborative recommendations, providing an initial validation to 
the feasibility of cross-domain UMs mediation. In the future, we plan to investigate 
the applicability of cross-domain mediation in less similar application domains. 

Cross-technique mediation between collaborative and content-based movie re-
commenders was discussed and evaluated in [3]. To achieve this, we exploited IMDB 
database (www.imdb.com) for extracting the features of the movies (e.g., genres, ac-
tors, directors, etc) and building a weighted content-based UM that served as a basis 
for generating content-based recommendations. Experiments showed that for small 
UMs, accuracy of the recommendations using the translated content-based UMs is 
better than of the recommendations using the original collaborative UMs. 

Currently, we are also working on UMs mediation between case-based reasoning 
and content-based tourism personalization systems. For this, we exploit IR techniques 
for analyzing the contents of the UMs built by Trip@dvice tourism planning system 
(tripadvice.itc.it) and initializing the UMs of museum visitors. In parallel, we exploit 
similar IR techniques for analyzing textual contents of Web-sites classified in Web-
directories for devising distances between different application domains. 

In the future, we plan to investigate the possibility of exploiting UM ontologies, 
e.g., GUMO [5], for the purposes of using parts of generic UM representations in the 
mediation process. Finally, we will extensively evaluate the proposed approach 
through combining cross-technique and cross-domain mediations, and will deduce the 
conditions, where UM mediation improves the quality of provided personalization. 
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Abstract. Currently, there is an increasing demand user-adaptive systems for 
various purposes in many different domains. The development of such systems 
requires computational efforts which is often challenging and off-putting. The 
main contribution of our work is the idea to go one step further from sharing 
user model data (interoperable user models) towards the exchange of user 
model reasoning strategies (interoperable user modeling). In this paper we 
discuss, exemplified in a concrete scenario, how Semantic Web techniques may 
be applied to the field of the Adaptive Systems in order to have a more effective 
and reliable user model interoperability, considering both the perspectives of 
User Modeling Servers and Web Servers. 

1   Introduction 

Personalization features are becoming popular and are being integrated in various 
domains, e.g. e-commerce, e-learning, tourism and cultural heritage, travel planning, 
interaction in instrumented environments. Users can nowadays interact with a great 
number of personalised systems, so there is the great opportunity to acquire wider  
knowledge about a user and use it in order to reach a better adaptation. This 
possibility is exemplified trough the so called “Ubiquitous user modeling”[7]. 
Ubiquitous user modeling describes ongoing modeling and exploitation of user 
behavior with a variety of systems that share their user models.  

This possibility can be carried out by user model servers (e.g. [9], [10], [4] ) which 
have made a significant advancement by offering flexible server-client architectures 
where a user model, stored as a central repository, is maintained by and shared across 
several applications. 

These shared user models can be either used for mutual or for individual adaptation 
goals and can be just exchanged or integrated [10] . 

Sharing user models across applications has many advantages [8], for instance it 
lets to speed up the phase of user model initialization [10] and it lets the “increased 
coverage”, since more aspects can be covered by the aggregated user model, because 
of the variety of the contributing systems. The “increased level of detail” and the 
“increased reliability”, including in the user model features that one system could not 
acquire by itself, lead to a deeper understanding of the user, letting better adaptation 
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results. What statements can be retrieved and exchanged in respect to privacy 
regulations and how they are integrated depends on several layers of metadata 
attached to the statements [8]. 

Our approach moves from these considerations and is aimed to explore how 
interoperability of user models can be improved by sharing semantically annotated 
rules.  

In the paper we will provide a justification of the need and the challenge of this 
approach which represents our thesis and our research activity. To test its applicability 
and value we move from U2M [8], a framework for ubiquitous user modeling focused 
on the exchange and the semantic integration of partial user models, with the aim to 
extend this framework by introducing the exchange of semantically described rules 
that represent the reasoning strategies implemented by the applications to model 
users, following the principles described in MUSE [5]. In Sec. 2 we specify the 
problem we want to face, by showing an example with existing applications that share 
user models data, and explaining how these problems can be solved through the 
approach of the interoperability of User Modeling`  Sec. 3 concludes the paper and 
specify which will be the next steps of our researches. 

2   Interoperability of User Modeling Reasoning Strategies 

The main focus of our work moves from interoperability of user data but focuses on 
the possibility to make the user modeling reasoning strategies interoperable among 
systems. 

Starting Problem  
To better specify the problem we want to address in our proposal, we take into 
consideration two systems, UbiquiTO [1] and Specter [11]. Both these applications 
interact with the same user and for her they define a user model according to the 
application goals. What they wish to do is to communicate and share/exchange 
knowledge regarding user models. UbiquiTO is an adaptive and mobile tourist guide 
for the city of Turin, while Specter addresses the exploitation of user actions captured 
in an intelligent environment to define a memory for situated user support. Imagine a 
shopping scenario wherein a system tries to predict whether or not the user should be 
presented an advertisement of a nearby store. In this context, UbiquiTO wants to 
provide personalized suggestions to a user that has already interacted with Specter. To 
perform adaptation in a shopping environment, UbiquiTO needs to know the user’s 
“propensity to spend” (that indicates the user’s availability of money), which it infers 
on the basis of user age and profession. Being the features age and profession not 
directly related to the propensity to spend, the value inferred by UbiquiTO could be 
not much reliable. UbiquiTO knows that the user interacts with Specter as well, so it 
decides to verify if Specter calculates a value for the user’s “propensity to spend”. 
Specter computes this value (by the direct observation of user actions), thus 
UbiquiTO asks Specter for it.  
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The interoperability of user models data outlined in this scenario, leads to many 
issues:  

i) Does UbiquiTO trust Specter? Is the value provided by Specter calculated in a way 
that UbiquiTO believe reliable?  
ii)  If the value “propensity to spend” inferred by Specter for the same user is different 
from the one calculated by UbiquiTO, which is the most reliable? If also another 
application infers the user “propensity to spend” but stores a very different value for 
the same user, how can UbiquiTO decide which value trust?  

UbiquiTO needs to manage all these conflicts. 

Proposed Solution  
We state that sharing the user modeling reasoning strategies exploited by the 
applications could bring relevant contributions to address these problems and can 
extend  the U2M framework approach. 
In particular, the basic idea of the proposal is to exchange reasoning strategies 
described by means of rules and using a semantic web rule language to represent 
them1. The choice of using rules to express knowledge is related to their role in the 
semantic web. As underlined in [2] rules can add expressiveness to description logic-
based ontology languages and thus they can be used to draw inferences, to express 
constraints, to transform data, etc. 

In detail, considering these questions, we can sketch how exchange reasoning 
strategies and not only value about user model could address them. 

i) When UbiquiTO asks Specter for the value of the user “propensity to spend”, it has 
no way to check nor if Specter or the values provided by it are reliable before using it 
to perform adaptation (and so before having a direct feedback of its validity from the 
user). Knowing the value itself is not enough, since an application may have many 
different ways to derive it. Knowing the reasoning process that lead to the definition 
of “propensity to spend” gives UbiquiTO an explanation regarding how this value is 
obtained in Specter, letting the chance of evaluating its reliance, according with some 
heuristics.  
ii) If the value calculated by UbiquiTO is different we would have a problem of 
“conflict resolution” and UbiquiTO should choose between the values. However, 
knowing the mere values is not enough since they do not provide a mean to take the 
decision. Thus, if UbiquiTO could know the rule describing the reasoning process that 
led Specter to this value, it could understand how that value has been defined. 
However, this is not yet sufficient to take the decision. UbiquiTO needs a set of 
strategies that allow to understand if process itself is good or not. Therefore, we 
hypothesize that for each class of the user’s ontology of each system there is a 
property (provenance) that describes the modality of acquisition of the value of the 

1 Candidates are SWRL [www.daml.org/2003/11/swrl/], which combine OWL DL, OWL Lite 
and the Unary/Binary Datalog RuleML and extend the set of OWL axioms to include Horn-
like rules, and RDF/RuleML [http://www.ruleml.org/w3c-ws-rules/implementing-ruleml-
w3c-ws.html], which combines XML Schema definitions, translators, and bidirectional 
interpreters written in Java. 
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corresponding feature. For example, the value of the feature “Interest For Art” may be 
inferred by the system or declared by the user herself, it may be recent or out-of-date, 
and the combination of these values influences the reliability of the values they are 
referred to. Hence, UbiquiTO checks the rule that produces this user feature and, in 
particular, analyzes every term of the rule, which is mapped to the class of the user 
ontology, and the values of the corresponding property “provenance”, and on the 
basis of its heuristics, it will be able to choose which of the conflicting values are 
more reliable, and then import this value. This approach can be extended to a situation 
with more than two systems, wherein there could be an higher possibility that more 
than one application infers different value for the same user feature. 

3   Conclusions and Future Work 

The main contribution of our work is the idea to go one step further from sharing user 
model data (interoperable user models) towards the exchange of user model reasoning 
strategies, thus some reasoning mechanisms to both update the model and decide 
about adaptation strategies (interoperable user modeling).

The main focus of our research concerns the possibility to explore how to make the 
user modeling reasoning strategies interoperable. In this line, our two thesis will 
follow two directions: (i) how can user modeling strategies be defined as rules that 
can be shared across applications; and (ii) what has to be shared in order to acquire 
more knowledge of a user and improve the adaptation process.  

Regarding the first aspect, our proposal follows principles and goals of the 
Semantic Web representation of rules [6], and we want to demonstrate how 
interoperability of user models can be improved by sharing semantically annotated 
rules that describe the reasoning strategies for user modeling implemented by the 
applications that share user models statements.

Regarding the second aspect, there are two open issues that have to be investigated. 
The first one regards the problem of the semantic match: in the scenario, how 
UbiquiTO may be sure that Specter offers a values that really semantically 
corresponds to the one it is looking for? In other words, how can UbiquiTO be sure 
that Specter has the same understanding of the concept “propensity to spend”? The 
second one deals with the issue of provide proof to the user: in the scenario, how 
UbiquiTO can provide its final user with the justification of the results obtained?  

In order to test our approach, the next step will be the development of a 
framework for the sharing of the knowledge among Adaptive Systems (data and 
reasoning strategies about UM ) exploited with semantic web service technology [3]. 
All the adaptive applications of the framework will be designed as semantic web 
services that take as input user data and give in output (i) user modeling dimensions 
(ii) adaptive services and (iii) reasoning strategies related with user and adaptation 
modeling.  

Furthermore we are working on the definition of suitable evaluation methodologies 
to verify the achievement of the interoperability of reasoning strategies, in particular 
(i) what may be considered a success and (ii) how to measure it. 
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Abstract. This research outline refers to the assessment of motivation in online 
learning environments. It includes a presentation of previous approaches, most 
of them based on Keller’s ARCS model, and argues for an approach based on 
Social Cognitive Learning Theory, in particular building on self-efficacy and 
self-regulation concepts. The research plan includes two steps: first, detect the 
learners in danger of dropping-out based on their interaction with the system; 
second, create a model of the learner’s motivation (including self-efficacy, self-
regulation, goal orientation, attribution and perceived task characteristics) upon 
which intervention can be done. 

1   Introduction 

Motivation has always been one of the most important factors for learning (Bandura, 
1986), i.e., it plays a crucial role in e-learning and especially with regard to drop-out 
and quality of learning. In a classical interaction between a human tutor and students 
in the classroom, the assessment of motivation is done by tutors, who then act 
according to their findings. In the case of an Intelligent Tutoring System (ITS), the 
assessment of motivation is also needed in order to interact with students according to 
their level of motivation.  

We propose an approach to assessment of motivation in two stages: first, indirect 
assessment/observation – the aim of this stage is to identify learners that are in danger 
of dropping out or giving up as early as possible using unobtrusive observation 
methods; second, explicit elicitation: in order to inform a personalized and suitable 
intervention, the system would explicitly explore and verify the learners’ motivational 
level (self-efficacy, self-regulation, goal orientation, attribution, perceived 
characteristics of the task etc). Thus, we are addressing the following research 
questions: Which factors in the learning behavior can predict drop-out? How to 
assess/create a learner model of his/her motivation? 

2   Background 

Human tutors usually infer motivation from observational cues – like mimics, posture, 
gesture, conversational cues etc. which are difficult to be processed by adaptive 
systems (although there are efforts in this direction – i.e.: Kapoor, Picard and Ivanov, 
2004; D’Mello et al., 2005; Fernandez and Picard, 2005). Thus, most of the research 
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is directed towards finding a way to assess motivation from cues that can be easily 
processed automatically (e.g. learner’s interactions with the system, time spent on a 
task, his/her statements about his/her level of motivation etc.).  

Three previous works are of particular interest for our research. All of them are 
related to Keller’s ARCS model (Keller, 1987), briefly presented here: ARCS stands 
for Attention, Relevance, Confidence and Satisfaction. Gaining and retaining the 
learner’s attention is necessary for an efficient learning, relevance (of the learning 
content) is a condition for attention and motivation, confidence determines the level of 
effort invested in learning and satisfaction refers to the reward gained from the 
learning experience. The three mentioned works came up with interesting approaches. 
One of these approaches has been presented by de Vicente & Pain (2003); they 
proposed several rules to infer motivational states from two sources: the interactions
of the students with the tutoring system and their motivational traits. A second 
approach was developed by Qu, Wang & Johnson (2005) and infers three aspects of 
motivation – confidence, confusion and effort from several sources: the learner’s 
focus of attention, the current task and expected time to perform the task.; they were 
interested in particular in low confidence, high confusion and low effort, as these are 
strong indicators of the student giving up. A third approach was introduced by Zhang, 
Cheng, He& Huang (2003); they also started from ARCS model and assessed two of 
the model’s variables: attention and confidence.

All three approaches focus on motivational states and a way to measure them 
without asking the learner. The ambition to build a system that is able to assess 
motivation without specifically asking the learners about it seems too high for our 
current knowledge. The assessment of motivation classically includes either 
observation or self-report or both. The idea of getting a system to do what humans do 
is a goal that seems quite far – at least when we talk about emotions, feelings, 
motivation and will. And as these aspects are important for learning, they need to be 
taken into consideration. 

That is why our approach for the assessment of motivation is based on Social 
Cognitive Learning Theory and especially related to self-efficacy (SE) and self-
regulation (SR) concepts. SE is generally described by Bandura (1986) as the 
confidence that the individual has in his/her ability to control his/her thoughts, 
feelings and actions; more specifically, it refers to a person’s belief/ expectancy in 
his/her capacity to successfully complete a task. SR refers to a person’s ability to 
control his/her actions, in our case learning (Schunk & Zimmerman, 1994; 
Zimmerman, 1994). Karoly (1993, p.25) defines SR as “those processes (…) that 
enable an individual to guide his/her goal-directed activities over time and across 
changing circumstances (contexts)”. 

We argue that Social Cognitive Learning Theory is a sound theoretical base for 
assessment of motivation. It is a well established construct in the literature. There is 
broad evidence that this theory has good application in classroom (Tuckman, 1999; 
Schraw & Brooks, 2000), as well as in online learning (Hodges, 2004; Irizarry, 2002) 
and blended learning (Wang & Newlin, 2002). The theory offers a variety of 
possibilities to intervene in order to motivate the learner in a personalized way. It also 
offers a framework for influencing the learner’s subjective control of the task through 
motivational beliefs (SE) and cognitive learning strategies (SR/ self-monitoring). 
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3   Methodology 

In accordance with the two stages of assessment proposed above, this project is split 
into: the prediction of drop-outs and the dialog-based creation of learner model. 

3.1   Which Factors in the Learning Behavior Can Predict Drop-Out? 

The approach for this first research question will build upon and elaborate Johnson’s 
approach (Qu, Wang & Johnson, 2005): This research aims at identifying the learners 
with the risk of dropping out. Rather than directly inferring particular motivational 
states from the observed behavior, we propose to use behavioral cues as indicators 
that can predict the giving-up risk. These indicators related to the concept of SR 
include: browsing fast rather than reading, skipping sections, non-systematic 
progression, and answering questions quickly (in less time than the minimum required 
time for at least reading the questions). Another indicator is how often and how 
insistent the learner seeks for help from peers/instructor. Also if the learner is 
searching external content for a related topic it may be a sign of getting lost in the 
course content; it may also be a sign of an elaboration cognitive strategy. 

Perhaps the most intuitive and easy to use indicator is time (time required higher 
than predicted time). It is interesting that de Vicente & Pain (2003) used it to infer 
confidence or lack of interest, while Qu, Wang & Johnson (2005) used it to infer 
effort. Time is probably a component of each of the three mentioned aspects, but is 
not sufficient to infer any of them. We use time as a general indicator of drop-out risk: 
a too short or a too long focus on an issue may indicate “problems”. Of course, both 
could be due to other factors: a too short time spent on a task might be explained by a 
good knowledge and exceeding time could be justified by factors like breaks or deep 
thought. These situations can be clarified by asking the learner. 

To evaluate the drop-out risk prediction two comparison studies will be conducted 
that compare the ITS’ prediction against the learner’s performance and continuity 
with the course, on one hand, and human tutors’ prediction (based on the learner’s 
interactions with the ITS), on the other hand. The benefits from the second approach 
are: human teachers can provide explanations for the learners’ behavior; they can 
identify and explain contradictory situations (i.e. the learner’s behavior indicates 
drop-out/good performance, but the actual behavior of the learner is different).  

The next step after spotting the learners in danger of giving-up is interacting with 
them in order to identify the ones really in danger (as situations like the ones 
mentioned above can occur) and engage them in a dialog in order to explicitly elicit 
information about their motivation and build a learner model. Figure 1 illustrates the 
steps involved in our approach. 

“Dialog” between the
system and the learner

Personalized
intervention

Detection of learner’s
giving-up risk

Fig. 1. The assessment process 
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3.2   How to Build a Learner Model of Motivation? 

The second research question will be approached based on a dialog with the learner. 
The dialog deals with the following aspects: a) Inform and explain the learner about 
the dialog: the learners identified to be in danger of giving up will be informed by the 
system that it has noticed some “confusing” behavior and informs the learner about 
the next questions that he/she will be asked in order to identify “the problem”; b) Ask 
the learners about their SE, SR, goal-orientation (GO), attribution of their 
performance and perceived characteristics of the task at hand.  

To elicit the level of SE, SR and GO, adapted versions of existing questionnaires 
will be used. To elicit the attribution of their performance, learners will have to 
choose from the following options (depending on the level of performance): my (lack 
of) ability; my (lack of) effort; (bad) luck; task reasonable (hard) difficulty. Perceived 
characteristics of the task include difficulty, cognitive interest, sensory interest 
(structure/ presentation), controllability and challenge. From the attribution choice we 
can infer the locus of control and the control-non control dimension. This information 
together with the other measured aspects will be included in a learner model. 

An experiment will be conducted to investigate the reliability and construct 
validity of the adapted SE, SR and GO questionnaires. The construct validity of the 
attribution measurement is assured by the fact that the options given for answering are 
from the theory of attribution (Heider, 1958; Weiner, 1974). A random group of 
students will participate in the experiment. They will be required to complete the 
questionnaires and the gathered data will be analyzed in three ways: reliability 
coefficients will be calculated; a confirmatory factor analysis (for the types of GO) 
and goodness-of-fit of the model will be investigated. 

4   Summary 

Social Cognitive Learning Theory offers a frame for a deep knowledge of a learner’s 
motivation and several possibilities for intervention. It can, thus, serve as a sound 
theoretical basis for assessment of motivation in online learning environments. Our 
research includes two aspects: the predictions of the giving-up risk and the 
development of a learner motivational model (including SE, SR, GO, attribution and 
perceived task characteristics). 

By the actual time, our research has covered the research questions, the literature 
review and partially the methodology. Future work includes: define the methodology 
in detail, conduct a study to predict and validate the dropping-out risk assessment and 
one to build and validate the learner’s model of motivation; collect and analyse the 
data and draw conclusions about this approach. 
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Abstract. This paper details the central ideas to date, from a PhD entitled 
‘Player Profiling for Adaptive Artificial Intelligence in Computer and Video 
Games’. Computer and videogames differ from other web and productivity 
software in that games are much more highly interactive and immersive experi-
ences. Whereas usability and user modelling for other software may be based 
on productivity alone, games require an additional factor that takes account of 
the quality of the user experience in playing a game. In order to describe that 
experience we describe a model of User, System and Experience (USE) in 
which the primary construct for evaluation of a player’s experience will be the 
Experience Fluctuation Model (EFM), taken from Flow theory. We illustrate 
with a straightforward example how this system may be automated in real-time 
within a commercial game. 

1   Introduction 

The majority of modern commercial video games distinguish between players in a 
rather shallow manner. For example, it is common practice to offer players a choice 
of three distinct difficulty levels, through which advancement is pre-set and linear. 
This practice assumes a player model based on “an ideal user and so some players 
may feel somewhat discontented when they advance in a manner that is counter to the 
ideal” [1]. This paper outlines the central ideas from a PhD project that sets out to 
address this issue. We propose an approach to effectively model the users of commer-
cial computer & video games (hereafter called games) so that a game's play structure 
may automatically adapt to the preferences and skills of each individual player. The 
motivation is to improve the experience of mainstream game playing, and to broaden 
the appeal of games generally since the mainstream gaming audience has a rather 
narrow demographic. 

Variation between players can be seen in Electronic Arts and iHobo audience mod-
els of gamer ‘clusters’ with differing skill levels and lifestyle priorities for games [2]. 
These levels of game playing ability, combined with personality types, have been 
refined into player types in models such as Demographic Game Design (DGD) 1 and 
2 [2] (based on Temperament Theory and the Myers-Briggs Type Indicator). These 
refinements illustrate that gamers have differing personality qualities such as attention 
span, temper, reasoning faculties, spatial skills; and differing attitudes to game hard-
ware such as the mechanistic/anthropomorphic split between hardcore PC gamers and 
casual gamers. Games too come in different flavours, such as the four game types of 
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Callois – agon (competitive play), alea (games of chance), mimicry (impression of 
altered identity) and illinx (sensation of vertigo) [3] – for each of which gamers will 
have differing preferences. This variation seems to be of low priority in the industry. 
Paradoxically, developers are generally unconcerned with broad accessibility for their 
games. Accessibility should be designed in from the beginning, as “many of the 
games which are afforded vast budgets have no potential to tap the higher sales fig-
ures” [4] – because they only feature one mode of play (often agon). Most of the all-
time top-selling games contain multiple modes of play (i.e. Halo) – achieved with 
massive budgets and world-class game design. It would be easier implemented with 
adaptive player modelling. 

This project builds on existing User Centered Design (UCD) principles and proce-
dures, as evidenced in such user modelling applications as Intelligent Tutoring Sys-
tems. Most other research on User Modelling is focused on productivity software 
where less import is placed on experiential factors. We propose incorporating the 
user's play experience in the real-time User Model, to suit game systems. A corner-
stone of this approach, and the focus within this paper, is on the use of Experience 
Fluctuation Model (EFM) [5] and Flow Theory [5] to describe and measure players’ 
(optimal) experience. Flow theory proposes that the key attribute of optimal experi-
ence for an individual is a balance between the challenges perceived in the experi-
ence, and the skills deployed respectively. It views optimal experience as autotelic 
and task/goal-oriented, similarly to gaming. 

We illustrate a new approach for the automation of Flow measurement in-game, and 
propose a new experience-description construct – the USE model, shown in Figure 1 
and described in Section 2. Section 3 details a method for automating Flow evaluation 
which is illustrated in Figure 2. Section 4 lays out the plan for future work in the PhD. 

2   Adapting the PAT Model for Computer Game Play 

In order to conceptualise the major elements of task-oriented computer use, [6] pro-
posed the Person-Artefact-Task (PAT) model. The PAT model provides a framework 
for the relationships between the constructs used for measuring a person working with 
an artefact, and their consequent experience. The aim was to create a propositional 
model to help researchers operationalise Flow in the context of a computer-mediated 
experience (CME). The study of the interactions between Person, Artefact and Task 
provides logical propositions describing how a Flow experience is produced. 

We contend that PAT was designed to describe production-oriented systems, and 
falls short when it comes to game systems. As pointed out in [7], research in UCD has 
mostly focused on productivity software and there is an important difference between 
usability and playability. When playing a game, experience not production becomes 
the ultimate point of the task, and must thus be a part of the Task section of the 
model. Flow also has a dependency relationship with learning, which has a profound 
effect on gameplay. Therefore Flow cannot be an extrinsic part of the model, nor 
completely describe the playing experience, as in PAT – it must be intrinsic to the 
interaction space, with other constructs. To achieve this we propose a new model, the 
User-System-Experience (USE) model, derived from the PAT model but with an im-
portant structural-emphasis shift. 
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The experience description construct used in PAT, and most other CME research, 
is Flow. For games also, Flow is the best-fit experiential construct, as we can see re-
markable similarity between its attributes and antecedents [5] and those of play [8]. 
Flow can be viewed as a balance between external complexity and internal informa-
tion processing, and so we have illustrated roughly how complexity may be related to 
engagedness [11]. 

Fig. 1. The USE model for virtual interactive entertainment, e.g. computer gaming 

However, not all computer gaming experiences fit the ‘challenge vs. skill’ model 
of Flow. For a number of game types, and for other games in limited contexts, a con-
struct designed for more passive experience is necessary – namely, Telepresence [9]. 
This describes the “experience of presence in an environment by means of a commu-
nication” [9], and is defined by the vividness of the experience – i.e. breadth (number 
of senses involved) and depth (degree of involvement) – and the responsiveness of the 
system. 

Thus these two constructs form the basis for describing experience in the USE 
model. In any given gaming experience, Flow will occur depending on the user's de-
gree of engagement, and learning potential. The EFM implicitly presupposes learning 
– viz clear goals and immediate feedback – and a lack of learning will necessarily rule 
out a Flow type experience. A user who is either totally familiar with, or unable to 
master, the system will have little or no capacity for learning or Flow – here 
Telepresence may occur given a sufficiently immersive set of stimuli. If there is nei-
ther engagement nor immersion, the game offers no intrinsic reward and will likely be 
given up. Note that games have a very high dimensionality of interaction. It is no triv-
ial matter to completely learn any game. 

Should learning commence, the possibility of a Flow experience is raised, and the 
user will have an experience corresponding to some part of the EFM. This implies 
that games are learning-based experiences, and that game software is educational. We 
see support for this in USE: gameplay depends on both the design of a game and the 
player's state while playing, just as quality of learning is tied to the experience had 
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while learning. The authors contend that learning is what distinguishes games from 
productivity software.  

Our USE model can be seen as a refinement of the PAT model, describing the rela-
tionships between User, System and Experience. The Experience boundary models 
the causal formation of a user's experience, includes the Flow and Telepresence rela-
tionship, and is mediated to the Player via the usage channel of the System boundary, 
which comprises the hardware and software facilitating gameplay. USE could be used 
to facilitate the operationalisation of Flow evaluation in a player modelling algorithm.  

3   Automating Experience Evaluation Models Such as Flow 

The methodology proposed to achieve player modelling includes automating the 
evaluation of Flow, guided by the EFM, over the course of a gameplay session and 
ideally with reference to previous Flow experiences via a persistent gamer profile. 

It has been proposed [10] that the cognition and emotion of gamers can be mapped 
from the attributes of the state of Flow, to a corresponding set of attributes of gameplay. 

Table 1. List of attributes of Flow and corresponding gameplay attributes 

Flow Attributes Gameplay attributes 
A task to be completed Gaming experience (inc. social interaction) 
Perceived Challenges Mastery and completion of game 
Skills w.r.t. challenges Familiarity with controller, genre & game 
Ability to concentrate Telepresence, isolated environment 
Clear goals Clearly presented contingencies (reward pat-

terns) 
Immediate feedback Well-timed, suitable and desirable rewards 
Altered sense of time Immersion in gameplay 

In the scheme proposed, a testbed game would be developed with appropriate 
adaptive mechanisms for gameplay. Then each of the above elements would be identi-
fied in the testbed’s gameplay mechanism, assigned a utility metric, and evaluated at 
some periodicity of game cycles congruent to acceptable computational overhead. 
Principle to Flow are two elements – challenges and skills. Given their causal relation 
and temporal synchronicity, reasoning about their operation within a testbed game is 
simpler than for the other elements above.  

Gameplay attributes describing the concepts of challenge and skill would be moni-
tored in the evaluation module – for example, consider the game of Pacman: 

• Challenges Avoid ghosts Eat dots quickly Tactical use of fruit 
• Skills  # Lives left # Dots eaten Use fruit when threatened 

Based on this simple evaluation, the game adaptation engine would have a knowl-
edge base of choices with which to decide its course of action – for instance, if 
#Lives left is low, increase the averaged Manhattan distance of all ghosts to make  



 User-System-Experience Model for User Centered Design in Computer Games 423 

Fig. 2. A schema diagram of the game engine for adaptivity and Flow automation 

avoidance easier. Pacman shows capacity for telepresence, but its gameplay is about 
producing Flow through the perceived-challenge/skilled-response cycle – that is 
what personalised adaptivity would be used to improve – this game is more about 
mechanics than aesthetics. 

4   Conclusion and Future Work 

This PhD aims to model game players in order to improve their playing experience, 
and it is hoped, broaden the demographic appeal of games. One part of the approach 
will be to automate the evaluation of a player’s experiential state as described by the 
EFM, a model derived from Flow theory. In this paper we proposed the USE model to 
format the relationships between user experience measurement constructs, user ty-
pologies and gaming preferences, and the system which provides the CME. This 
model is based on the PAT model, and is intended to facilitate player modelling for 
mainstream games. 

Our short-term goal is to define in detail, and then encode, the schematic relations 
shown in the USE model using only simple data capture methods – and then test the 
hypothesis that measuring and adapting to Flow can improve the gameplay experi-
ence. Current research suggests that Information Theory could be used to evaluate  
in-game decision making, within the framework of a formal system describing game-
play. This formal system is currently a type of categorical grammar, but that may 
change after the first implementation has been evaluated. The initial testbed game will 
be a version of Pacman, which offers a classic example of the Predator/Prey game, 
has been used in similar research [12], and is still both familiar to and popular with 
modern gamers. 
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Abstract. In this paper we discuss ideas for adaptive support of cross-language 
text retrieval. In order to enable users to access multilingual information, differ-
ent problems have to be solved: disambiguating and translating the query 
words, as well as categorizing and presenting the results appropriately. After 
giving a brief introduction to cross-language text retrieval, word sense disam-
biguation and document categorization, actual achievements of the research 
project are described and future work is discussed. We focus especially on the 
problem of browsing and navigation of the different word senses in a source 
and target languages. 

1   Introduction 

The Internet comprises of mainly English documents, but the amount of documents in 
other languages grows daily. Therefore, the internet is likely to change very quickly 
from an English language medium to a multilingual information and communication 
service. Most people have a good passive understanding of a foreign language, but are 
not usually in the situation to formulate search queries in this foreign language as 
good as in their mother tongue. Considering that people want to access multilingual 
information, the importance of their ability of language understanding increases rap-
idly. At the moment the support provided to navigate multilingual information is not 
yet so sophisticated that users can access documents over the internet in the seamless 
and transparent way as they do in their mother tongue.  

In order to enable users to access multilingual information, different problems have 
to be solved: disambiguating the query words (Section 1.1), translating the query 
words (Section 1.2), categorizing and presenting the results appropriately (Section 1.3). 
In the following we briefly discuss these aspects. 

1.1   Disambiguating the Query Words 

Humans often use polysemous words for searching for documents; a distinction of the 
related word senses is difficult [9]. A word is polysemous if it has different meanings 
(polysemy from Greek poly = many and semy = meanings). When people search for 
documents related, e.g., to the word bank, they will find different documents related to 
different meanings of this word (bank as a financial institution, bank as a seat, etc…). 
Humans are able to disambiguate these polysemous words using their knowledge about 
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the related context, but mostly they can do this using their linguistic context knowledge 
related strictly to the language [9]. Reading the documents retrieved, they can assign 
the word sense to its linguistic context. In order to identify the meaning of a polyse-
mous word in a Word Sense Disambiguation task, this has to be considered. Working 
in a multilingual context, words have to be disambiguated both in the native and in 
other languages (See Section 2.1). 

1.2   Translating the Query Words 

Retrieving documents in other languages, we have to translate the concepts of the 
search keywords. Machine translation should help in processing and delivering this 
information. But as discussed in [10], this approach cannot be viewed as a realistic 
answer to the problem of query translations right now. The problem of automatically 
matching documents and queries over languages is not properly solved yet, and there-
fore it has to be done manually to a great extent. In Section 2 the use of query-related 
word senses retrieved from the lexical resources and their translation as an alternative 
solution to this problem is discussed. 

1.3   Categorizing  and Visualizing the Results 

User studies have shown that categorized information can improve the retrieval per-
formance for a user. Thus, interfaces providing category information are more effec-
tive than pure list interfaces for presenting and browsing information as shown in [6], 
where the effectiveness of different interfaces for organizing search results was evalu-
ated. Users were 50% faster in finding information organized into categories. Similar 
results based on categories used by Yahoo were presented in [8]. Motivated by these 
evaluations, we developed methods in order to provide additional disambiguating 
information to the documents of a result set retrieved from a search engine in order to 
enable categorization, restructuring or filtering of the retrieved document result set. 
Since we cannot expect a perfect word sense disambiguation or categorization of 
results, an adaptive and error tolerant visualization is required. Thus, the retrieval of 
information should be supported by an appropriate interactive visualization of results 
and categories. 

2   Cross-Language Text Retrieval 

In general an information retrieval system tries to find and retrieve relevant docu-
ments related to a user query, with documents and query being in the same language 
[1]. Dealing with a multilingual document collection naturally brings up new ques-
tions. Being able to read a document in a foreign language does not always imply that 
a user can formulate appropriate queries in that language as well.  

In [10] three main approaches for multilingual information access are described: 
machine translation, corpus-based and knowledge-based techniques. Since we want to 
avoid the use of large corpora and translation methods that are not yet providing suf-
ficient quality, our focus is on the use of lexical resources to enable multilingual in-
formation access. Thus, we are using so-called knowledge-based approaches. We first 
try to disambiguate word senses, then retrieve the appropriate translation from the 



 Adaptive Support for Cross-Language Text Retrieval 427 

lexical resource and finally categorize documents using the proper word sense. Then 
we have to visualize the results according to the user needs.  

2.1   Word Sense Disambiguation (WSD) and Translation (WST) 

For disambiguating word senses a variety of association methods (knowledge-driven, 
data-driven or corpus-based WSD) can be used [7]. So far, we only used the knowl-
edge-driven WSD approach, i.e. we make use of linguistic information contained in 
lexical resources [11], like machine readable dictionaries, thesauri or computational 
lexicons, in order to obtain a linguistic context description of different word senses. 
Therefore, lexical resources have to be (automatically) explored using the query 
words, selecting the concepts based on the linguistic relations that define the different 
word senses and their linguistic context.  

In order to use such resources for a multilingual approach we have to retrieve not 
only the concept (word sense) with its linguistic relations, but also its related transla-
tions. EuroWordNet [12] provides such a list of word senses for each word, organized 
into synonym sets (SynSets), and an Inter-Lingual-index (ILI) is used to access the 
concepts (SynSets) of a word sense in different languages. However, different prob-
lems related to the use of (Euro)WordNet for this purpose have been encountered as 
discussed in more detail in [2]. One main problem is that the differentiation of word 
senses is very often too fine grained for typical information retrieval tasks [3]. One 
way to obtain a higher granularity is to merge SynSets if they describe a very similar 
meaning of the same word [5]. For web search, such methods could be used for creat-
ing a reduced structure of the ontology hierarchy, having fewer word senses that are 
carrier of a more distinctive meaning, in order to categorize the documents retrieved 
[2]. We described a first approach to solve this problem in [5]. 

2.2   Prototypical Implementations 

So far, we have developed several tools [3, 4] and evaluated different disambiguation 
approaches [2, 5]. In the following, we briefly discuss some of the most important 
aspects. For more details see the referenced publications. 

Multilingual exploration of lexical resources 
We implemented a user interface with a focus on multilingual explorative search. The 
interface can help users in discovering languages using lexical resources for disam-
biguating meanings, combining words and their translation. The translations of all 
possible source language senses are provided in the target language based on the ILI 
entries of EuroWordNet (see Section 2.1).  In this way we can recognize the word 
senses of the different word combinations and disambiguate them with the help of the 
lexical resource. 

Categorization of Documents Using the Sense Folder Approach 
An approach to classify documents in Sense Folders, which are defined based on con-
text descriptions obtained by merging information from word senses (retrieved from 
WordNet) with associated linguistic relations is proposed in [2]. These context descrip-
tions are used in order to categorize and annotate retrieved documents with their best 
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matching Sense Folder. Every document is first assigned to its most similar Sense 
Folder and afterwards this classification is revised by a clustering process in order to 
improve the disambiguation performance [2]. Labels defining the disambiguating 
classes are then added to each document of the result set. The visualization of such 
additional information (Fig. 1) should enable a simple navigation through the huge 
number of documents and, if possible, should restrict information only to the relevant 
query-related results. More details about this approach can be found in [2, 3] and [4].   

Figure 1 shows the implemented categorization techniques combining the knowl-
edge-driven WSD with the knowledge-based text retrieval approach integrated in the 
developed user interface. The lexical resources are used in order to disambiguate 
documents (retrieved from the web) given the different meanings (retrieved from 
lexical resources, in this case EuroWordNet [12]) of a search term having unambigu-
ous description in different languages. These techniques were combined with cluster-
ing processes that strongly improved the overall classification performance. While the 
pure Sense Folder based approach correctly classified 42% of the documents, the 
clustering process was able to assign approximately 70% of the documents to the 
correct class [2].  

annotation

 

Fig. 1. Desktop User Interface 

3   Conclusions and Future Work 

The main goal of this work is to develop an adaptive user interface that helps users in 
the search process considering the languages they can speak and the word senses they 
want to navigate in order to retrieve the documents they are looking for. The retrieved 
web documents are automatically categorized using different methods as described 
above. The results are not yet presented in groups that can be accessed interactively. 
However, a first approach to visualize the relations of word senses and search results 
for language exploration has been implemented.  

A better integration of all techniques (word sense disambiguation, word sense 
translation and classification approaches) in an interactive, user and context adaptive 
retrieval tool is one main goal of future work. At the moment these techniques are 
separated and should be put together in a combined user interface. Furthermore, the 
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usability of the current user interface should be evaluated in order to better understand 
the needs of users working in a multilingual environment. 
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Abstract. One of the challenges of adaptive hypermedia educational (AHE) sys-
tems is that of adapting the sequencing of learning units presented to the student.
One approach is to model the set of possible sequencings with a graph, but the
process of designing and maintaining the graph may be tedious and error-prone.
This paper presents some ideas to overcome this, inpired by swarm intelligence
techniques. Problems that may arise, as well as possible solutions, are presented.

1 Introduction

Web based education is becoming more popular in recent years, as many learning activ-
ities are moving to the web. One of the main challenges of web-based systems is their
ability to be adaptive, i.e. to adapt to different user requirements. Adaptation is achieved
through several means. One of them is sequencing adaptation, that is, to adapt the order
in which the learning content units are presented to the student.

A possible approach to the problem is to define a set of sequencings using a graph
in which every node is equivalent to a learning unit or to another graph. The traversal
of the student through the graph determines the actual sequencing of units for her. This
approach for the definition of adapting sequencings has proven to lead to positive re-
sults [1], but has some drawbacks as it is explained bellow. A way to extend this idea is
proposed in this paper, based on swarm intelligence techniques.

The rest of the paper is organised as follows. Section 5 makes a survey of initiatives
related to the work presented here. Sections 2 and 3 explains its theoretical foundations,
putting emphasis on the new contributions. An overview of lines for future work and
how these ideas will be experimentally tested are presented in Section 4.

2 Definition of Paths

For the definition of the posible sequencings available to the student, we use Sequenc-
ing Graphs (SG). Topologically, a SG is a hierarchical directed multigraph [2]. Details
specific to SG are depicted in this section.

� Work partially funded by Programa Nacional de Tecnologias de la Informacion y de las Co-
municaciones, project TIC2002-03635.
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Nodes of a SG can be associated to actual learning units, or to other sequencing
graphs of a lower level of hierarchy. There may be multiple edges from one node to
another one. The edges have always one and only one condition associated to them, and
there could be a set of actions on each one to modify the student model.

Conditions are boolean conditions connected by negation, conjuction (&) and disjuc-
tion (|) operators. These conditions are evaluated against data in the student model. Op-
erators allowed for integer comparison are =, <, ≤, >, ≥. Strings (including booleans)
can only be checked for equality. Actions may add a new variable to the environment,
modify the value of an existing one, or delete it. They can be used to record the history
of the student as she traverses the graph.

B1

B2

B3

B4

α 1

α 3 α 4

α 6
α 5

α 2
A1

A3

A2

Fig. 1. An example of Sequencing Graph

3 Selection of the Best Paths

Not all possible sequencings are well suited for learning. That’s why some of them are
permitted and some of them are not. (i.e. it would make no sense to deliver a student
the last assesment if she has not been presented the former theory units.) That is why
some arcs exist between units and some do not. Moreover, the arcs have conditions to
match before the student is allowed to travel from one unit to the next one, and this is
how the sequencing is adapted to different students with different capabilities or needs
(this brings some similarities with link hidding [3]).

This approach has two weaknesses. First, it relies on some human designer/teacher
to design the graphs. While this gives the opportunity of reusing the expertise of a
teacher, it makes it harder to maintain the system in the long term. The use of hierarchy
mitigates the problem, as some lower-hierarchy graphs can be remade from scratch
without affecting the general graph, but it still requires a lot of work to add new learning
units to a existing graph.

Additionally, student groups change over time. Different generations have, as a
group, different capabilities and needs. It would be desirable that graphs offered the
possibility of adapting themselves to different populations of students, and not only
adapting the sequencing of learning units to every student according with some rules.
As it is pointed out in [4], the set of paths designed at first could not be adequate.

We have tried to overcome these problems with the addition of some stigmergic
capabilites to our system. Thus, succesful paths are reinforced in order to guide students
through the optimum path for their learning. The mechanism is similar to the one used
by ants for reinforcing the paths leading to food sources through the use of pheromones.
When a unit is delivered to the student, his sucess or failure is recorded. If there was
a success, information is stored about the actual activity and the former one. Thus, the
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Fig. 2. An example of a selection screen

edges have both a conditions to be met by students and information about how many
students were succesful when following it.

This information is presented to the student every time she finishes one unit. All the
available units (those at the end of an edge with a fulfilled condition) are presented to
her. Each of them has information attached, about how many students have gone to each
of them starting from the same unit as the student has just finished. The total number
of students that have gone there is also showed. That way, the student has the ’ratio of
success’ for each unit, according to the data collected from her peers. As it can be seen
in Figure 2, the result brings some similarities to a collaborative filtering system [5], but
applied to adaptive sequencing.

A student that knows that she is above average compared with her classmates can
select to do a unit that has a lower ratio of success but represents a higher challenge.
A not-above-average student will be able to select those units in which many of her
classmates were succesful. This represents an additional degree of adaptation. Its big
advantage is that it is achieved in a distributed and automatic manner, and gives a sen-
sation of freedom and self-control to the students about its own learning, which is very
positive.

As more and more students use the system, learning paths appear in the same way
as natural paths are created in the wilderness. These learning paths are created with no
interference from the human teacher. They are created distributedly and automatically,
using indirect communication between classmates. It is an stirmegic process.

4 Future Work and Experimental Tests

As many collaborative filtering systems, the platform proposed in this paper is suscepti-
ble to the ’cold-start’ problem. In any case, this should not be critical as the system has
inherent adaptability capabilities because of the underlying graph (see [1] for results of
a similar system with no swarming techniques involved).

There are some issues to be concerned about, though. As with every other stigmergic
process, there exists the possibility of local ’not-really-better’ optima. This happens
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when students reinforce some paths in excess, so everybody follows the same paths,
even if they are not optimal for them. This could happen as the first steps of aggregation
are almost random, but once a path is reinforced the process is positively reinforced and
accelerated [6]. A possible way to overcome this problem is the clustering of students,
so a student only produces reinforcements on arcs for some of her mates, those that have
similar capabilities and needs as her; this has the drawback of making the ’cold-start’
problem even worse, as the system evolves more slowly.

This process of “student clustering” can be directed by the student themselves. The
system presented in this paper shows only how students have performed so far as a
homogeneous group. If the names of students is shown (e.g. “A, B and F suceeded
here”), next students have the oportunity of following those students (i.e. classmates)
with whom they feel more identified. This approach presents some social concerns (e.g.
privacy) that need to be solved.

Another possibility to be studied in the future is that of extending the information
stored to more than one step. Thus, students would not be compared with those peers
that visited the same node as they are now, but to those that visited the same sequence
of nodes up to this point. In a sense, this is similar to what is proposed in [7]. Again,
the ’cold-start’ could get worse, as more data are needed.

We are preparing some experiments to be conducted on our platform. The students
will be able to interact with the tutor for some months. As time progresses, arcs will
be reinforced and the students will have more information available to them about the
following learning units. We plan to see the influence of differents factors as: presence
of the reinforcement information, importance of the reinforcement information (i.e. cold
start very notorious or not), influence of first or more capable student on the results of
their classmates (presence of leaders [8]), appearance of local optima. Based on the
collected data, an improved version of the platform will be developed. Results will be
compared to former experiments on which there was no reinforcement of paths, only a
graph-defined set of sequencings.

5 Related Work

Some authors have used the Unified Modelling Language (UML) for the definition of
adaptive sequencings [9, 10]. The drawback of this approach is that it makes it harder
for non-technical course designers to create courses with adaptive sequencings.

Collet et al. use a graph metaphor very similar to the one used in this paper, but
the transitions between nodes are decided according to some probabilities associated
with the arcs, and there are not any conditions or prerrequisites. This work has been
succesfully applied to the Paraschool system [7]. There is another similarity between
that work and the one presented here, as Collet uses swarm intelligence techniques to
modify the graph. There are two main differences. First, swarm-based adaptation in
the Paraschool system is absolutely invisible to the student, as they do not notice how
the positive and negative feromones are modifying the probabilities in the arcs of the
underlying graph. Second, positive and negative pheromones are used (depending on
students actions) and they reinforce several arcs leading to the current node; the nearer
ones being reinforced (or penalised) more than the further ones.
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Tattersal et al. use a Transition Matrix, in which they record how well the students
have interacted with a set of learning units in a Learning Network [11]. There is no
graph in this case, as students have to deal with all the units in any order1. Depending on
how well they perform in each one, the path ’coming’ from the former unit is reinforced
(e.g. if you solve correctly exercise 3 and formerly you saw the video in activity 5, the
index (5,3) in the Transition Matrix in increased). Next activities are decided randomly,
but probabilities are weighted according to the indexes in the matrix. This is invisible
to students.

Our approach gives the students the opportunity to see what are the ’reinforce-
ments’ on each arc. This bears similarities with collaborative-filtering applications.
COFIND [5] is such a tool that has been used in web-based education. In that case,
students had to select between educational resources giving more weight to the more
useful ones. There was no sequencing involved, just a distributed filtering of the most
valuable resources (e.g. web pages, multimedia presentacions, etc) from the point of
view of the students.
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Abstract. Current adaptive systems acquire information about users
mainly by simple tracking of resources, a user has requested and by
asking users to supply the needed information. In this paper, we discuss
user modeling based on observing a user’s interaction with the system.
We propose to collect usage data on the server side as well as on the
client side. Collected data are then processed into knowledge about user’s
intentions and preferences. This processing relies on a set of heuristics,
which help to interpret the usage patterns found in the collected data.

1 Introduction

Adaptivity is becoming ever more important feature of web-based systems. An
adaptive system reflects the particular needs of an individual user in a particular
context and improves the efficiency of the user – system interaction. It is a
response to the permanent information growth on the Internet, where finding
the right information becomes difficult and time consuming.

Each adaptive system can only perform personalization if it already has some
knowledge about the user. This knowledge is stored in various attributes in
the user model. As the user continues to use the system, additional knowledge
is acquired and added to the user model resulting in better adaptation. This
leads to the cyclic loop “user modeling – adaptation” in an adaptive system, as
mentioned in [1].

Our work focuses on the user modeling part of adaptive systems. Many user
modeling systems gain information about users by simply asking them, however
we chose to focus on an approach based on user observation. This includes the
collection of data about user activity and the transformation of this data into
knowledge about the user – creating the user model. We identify the main prob-
lems in this area and discuss possible solutions. Results of our work, as part of the
project [2] are verified in the domain of job offers in a system used for job finding.

The paper is structured as follows. Section 2 discusses the approaches of gath-
ering information about user actions in the information space in a non-intrusive
manner. Next, in Section 3, we describe the methods used to transform acquired
usage data to the user model. Finally, we draw some conclusions.
� Supervisor: prof. Mária Bieliková.
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2 Data Collection

There are several ways to acquire information about a user which serve for user
model constructing. One is to monitor the user’s interaction with the system –
logging each user action for further analysis. One main drawback is the unre-
liability of user characteristics deduced from the acquired information, because
there is no explicit relation between user actions and characteristics in the user
model. However, this approach has the advantage that the system does not force
the user to provide information explicitly, but instead it implicitly gathers the
sequence of user actions during a session and interprets the acquired data to
make statements about the user.

There are several approaches to user monitoring, which can either be per-
formed on the server side or on the client side of the system. As a third option,
one can combine both of these approaches.

Server side monitoring tracks user requests for resources. Its main drawback
is that it does not provide precise time-related data, because it relies on the
behavior of web browsers, which usually do not re-demand an already visited
page from the server, but instead use the copy stored in the local cache. Thus the
system does not know the exact time that the user spent viewing a certain page.
The current most widespread web browsers do not respect the cache-control
directives of the HTTP protocol forbidding the use of the local cache, so they
cannot be used to bypass the cache problem. It is also mentioned in [3] that client
side monitoring is necessary to get the precise records about a user’s interaction
with a system. Despite this, server side monitoring is still suitable for many
adaptive systems. For example, AHA!1 uses server side logging to track what
reading material is presented to the user [4].

Client side monitoring allows for the creation of a detailed log of user actions
with exact timestamps. It can be performed by a specific client side application
(e.g., User Action Recorder in [5]) or by employing a client web technology like
JavaScript or Java applets. Since we consider the first approach as very invasive
and not flexible enough, we focus on the second approach. The mentioned web
technologies are common in the majority of web browsers on all major platforms.
The possible drawbacks are that not every user accepts this kind of detailed mon-
itoring and some of them block the execution of embedded scripts. Furthermore
users may not have the necessary software installed on their computers (e.g.,
Java virtual machine).

Several tools with support for client side logging exist that exploit JavaScript
such as WebVip2 or WET3. Both tools are primarily designed for the purpose of
web site usability evaluation. These tools are either too focused on the evaluation
process or demand the entire copy of the web site for their operation. Therefore,
we developed our own client side logging tool based on JavaScript combined with

1 Adative Hypermedia for All, http://aha.win.tue.nl/
2 Web Variable Instrumenter Program,
http://zing.ncsl.nist.gov/WebTools/WebVIP/overview.html

3 Web Event-logging Tool, [6].
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the DOM2 event handling and asynchronous server communication using AJAX
technology.

To summarize, it is not possible to gather any data if the user is not willing to
enable client side user monitoring, which is a strong argument against the sole use
of the above mentioned tools. On the other hand, server side monitoring is more
reliable since it always acquires some data, but carries the risk of loosing precious
time-related information. Our approach is based on the idea of combining the
two aforementioned approaches – on the extraction of a maximum amount of
data from the server log and on the use of the client log as a source of optional
additional, precise information about the user’s activity.

3 Data Analysis

After the data collection stage, we are supposed to transform the sequence of
user’s activities into statements about her cognitive processes. In another words,
we have to determine non-behavioral meanings, which are either implied by or
associated with the users’ behavior [7] (e.g., to find out user goals, estimate user
knowledge about certain concepts). The binding between actions and cognitive
processes is not deterministic and is never definite. This is why the problem is
widely discussed in the user modeling community (e.g., [8, 7]).

Patterns and Heuristics. When interpreting the data we look for interesting
usage patterns, which describe the implicit feedback of the user. We analyze
the sequences of “clicks” on the web-site and usage of the back button in the
browser. We use sequential pattern mining algorithms to find such sequences of
actions that differ only slightly from the predefined ones. For the initialization
of the system, we plan to define patterns related to the user’s goal and evaluate
these patterns as the system will be used by real users.

We assign higher weights to the “first click” of the found sequence, as it
usually has stronger relation to the user’s intentions than the rest of the sequence.
Successively we identify the appropriate usage pattern and use heuristics to infer
user characteristics (see fig. 1).

An example of a simple heuristic in the domain of job offers is: “If a user chose
to view at least “sufficient number” of offers from sector A (e.g., health-care or
IT), raise the relevance level of this sector in the model of the user’s ideal job
offer”.

During the analysis stage we also consider the navigation model of the system,
which actually determines the possible sequences of user actions and thus makes
all heuristics system-specific. Educational systems with sequential structure of
pages forming an e-course, would have different usage patterns compared to
a job offer portal, whose content is not sequential. The system must support
easy navigation and searching in the information content, what results in a
hierarchically organized navigation structure of the portal.

Relations between concepts. User actions in the context of adaptive web-based
systems can be regarded as navigation between concepts. Our idea is that by
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Fig. 1. Sources for creating an instance of the user model. We search for interesting
Usage Patterns in the Usage Data. These patterns are determined by the Navigation
Model. Knowing the related Heuristics, we can evaluate the located Usage Patterns to
estimate attributes of an Instance of the User Model. Heuristics are bound to the goals
of the user, determined by the Application Domain.

comparing the visited concepts and finding out their common and different as-
pects, we may gain knowledge about reasons (user preferences), why a user
reacted differently to each of them. This comparison can either point out the
values of different attributes of two concepts or compute their distance.

The distance represents the measure of dissimilarity of two concepts. For
instance, C# is different from JAVA but it is definitely closer – less different to
JAVA than to Lisp. A heuristic, which use the differences of two concepts must
consider the distance of these concepts and its impact on the user model.

Afterward, it is possible to estimate user characteristics from the different or
similar user actions related to the compared concepts. For instance, if the user
“refuses” one offer but “accepts” another and these offers are quite close to each
other, with their main difference being in the duty location, we can surmise that
the user prefers the region from the second offer.

4 Conclusion

We described our research in the field of user modeling that is focused on user
modeling based on user observation, which comprises the collection of informa-
tion about the user activities within an information system and the successive
analysis of the acqired information to create a user model.
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We have identified several ways of user activity data acquisition, where client
side monitoring appears to be the most efficient based on the richness of data,
but also has a serious drawback in the unreliability of execution. Therefore, we
use a combination of client and server side monitoring to achieve good results.

Analysis of the acquired data transforms the acquired user behavior into the
knowledge about user characteristics or about user goals. We identified aspects,
which influence the creation of heuristics that estimate some user characteristics
from the recorded usage patterns.

Future work includes the design and verification of a method for the creation
of an instance of the user model based on analysis of server and client side logs.
This method would map the preferences of a user to a particular sequence of
actions, use the comparison of the visited concepts to reveal user preferences and
semi-automatically fill the user model with relevant data. To verify our design,
we evaluate it with the user model used in the project [2] for adaptation in the
domain of job offers.
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2. Návrat, P., Bieliková, M., Rozinajová, V.: Methods and tools for acquiring and
presenting information and knowledge in the web. In: International Conference on
Computer Systems and Technologies – CompSysTech’ 2005, Varna, Bulgaria (2005)

3. Paganelli, L., Paterno, F.: Intelligent analysis of user interactions with web appli-
cations. In: IUI ’02: Proceedings of the 7th international conference on Intelligent
user interfaces, New York, NY, USA, ACM Press (2002) 111–118

4. Bra, P.D., Calvi, L.: AHA: a generic adaptive hypermedia system. In: 2nd Workshop
on Adaptive Hypertext and Hypermedia. (1998) 5–12

5. Thomas, R., et al.: Generic usage monitoring of programming students. In Crisp, G.,
Thiele, D., Scholten, I., Barker, S., Baron, J., eds.: 20th Annual Conference of the
Australasian Society for Computers in Learning in Tertiary Education (ASCILITE).
(2003)

6. Etgen, M., Cantor, J.: What does getting wet (web event-logging tool) mean for
web usability? (In: 5th Conference on Human Factors & The Web)

7. Judd, T., Kennedy, G.: Making sense of audit trail data. Australasian Journal of
Educational Technology 20(1) (2004) 18–32

8. Kay, J., Lum, A.: Creating user models from web logs. In: Intelligent User Interfaces
Workshop: Behavior-Based User Interface Customization. (2004)



V. Wade, H. Ashman, and B. Smyth (Eds.): AH 2006, LNCS 4018, pp. 440 – 444, 2006. 
© Springer-Verlag Berlin Heidelberg 2006 

Intervention Strategies to Increase Self-efficacy  
and Self-regulation in Adaptive On-Line Learning  

Teresa Hurley 

National College of Ireland, Mayor Street, Dublin 1, Ireland
teresa.hurley@gmail.com

Abstract. This research outline refers to the validation of interventional 
strategies to increase the learner’s motivation and self-efficacy in an on-line 
learning environment.  Previous work in this area is mainly based on Keller’s 
ARCS model of instructional design and this study argues for an approach 
based on Bandura’s Social Cognitive Theory – especially the aspects of self-
efficacy and self-regulation. The research plan envisages two phases: The first 
phase will extract rules for interventional strategy selection from expert 
teachers. The second phase aims to validate these rules by providing to the 
learner the selected strategy and observing the resulting behavior.   

1   Self-efficacy in Adaptive On-Line Learning 

On-line education is one of the most dynamic and potentially enriching forms of 
learning that exists today. However, attrition rates for on-line learning courses, which 
tend to be 40% to 50% higher than traditional classroom courses (Dille & Metzack, 
1991) is a serious problem resulting in personal, occupational and financial 
implications for both students and academic institutions. Motivation to learn is 
affected by a student’s self-efficacy, goal orientation, locus of control and self-
regulation. In a traditional classroom tutors can infer the level of motivation of a 
student from several cues, including speech, behavior, attendance, body language, or 
feedback and can offer interventional strategies aimed at increasing self-efficacy and 
self-regulation. Intelligent Tutoring Systems (ITS) need to be able to recognize when 
the learner is becoming demotivated and to intervene with effective motivational 
strategies. Such an ITS would comprise two main components, an assessment 
mechanism that infers the learners’ level of motivation from observing the learning 
behavior and an adaptation component that selects the most appropriate intervention 
strategy. This study aims to inform the development of the adaptation component by 
extracting and validating selection rules for motivational intervention strategies to 
increase learners’ self-efficacy. 

2   Background 

2.1   Learner Modeling 

Studies on the assessment of motivation in on-line learning to date include Del 
Soldato, 1994, de Vicente & Pain, 2002; 2003;  Qu, Wang & Johnson, 2005; and 
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Zhang, Cheng & He, 2003. These studies primarily focus on similar motivational 
states, mainly derived from the ARCS model (Keller, 1987a, 1987b), such as 
attention, relevance, confidence, and satisfaction. These states are inferred from 
behavioral cues in the interaction such as time taken, effort, confidence, and focus of 
attention. However, the theoretical basis for these models seems to be weak. We 
argue that a model of motivational states of learners should build upon a well 
established theory of motivation in learning. Accordingly, we propose a model that is 
based on Social Cognitive Theory (Bandura, 1986) and in particular the constructs of 
self-efficacy, goal orientation, locus of control and self-regulation. As learners differ 
widely in these constructs, intervention strategies must be adapted to suit the 
individual and the task. Such interventions may take the form of verbal persuasion, 
vicarious experience, mastery experience or scaffolding.  

2.2   Motivation 

Motivation in general is defined as “the magnitude and direction of behavior and the 
choices people make as to what experiences or goals they will approach or avoid and 
to the degree of effort they will exert in that respect” (Keller, 1993). Pintrich and De 
Groot (1990) report that students with higher levels of intrinsic motivation and self-
efficacy achieve better learning outcomes. Malone (1981) states that intrinsic 
motivation is created by three qualities: challenge, fantasy and curiosity.  

Social cognitive theory provides a framework for understanding, predicting, and 
changing human behavior. The theory identifies human behavior as an interaction of 
personal factors, behavior, and the environment.  

Self-efficacy. Bandura (1986) described self-efficacy as “individuals’ confidence in 
their ability to control their thoughts, feelings, and actions, and therefore influence an 
outcome”. Individuals acquire information to help them assess self-efficacy from (a) 
actual experiences, where the individual’s own performance, especially past successes 
and failures, are the most reliable indicator of efficacy; (b) vicarious experiences, 
where observation of others performing a task conveys to the observer that they too 
are capable of accomplishing that task; (c) verbal persuasion, where individuals are 
encouraged to believe that they possess the capabilities to perform a task; and (d) 
physiological indicators, where individuals may interpret bodily symptoms such as 
increased heart rate or sweating as anxiety or fear indicating a lack of skill. 
Perceptions of self-efficacy influence actual performance (Locke, Frederick, Lee, & 
Bobko, 1984), and the amount of effort and perseverance expended on an activity 
(Brown & Inouye, 1978).  

Attribution Theory. Attribution Theory (Heider, 1958; Weiner, 1974) has been used to 
explain the difference in motivation between high and low achievers. Weiner 
identified ability, effort, task difficulty, and luck as the most important factors 
affecting attributions for achievement. High achievers approach rather than avoid 
tasks relating to achievement as they believe success is due to ability and effort. 
Failure is attributed to external causes   such as bad luck or a poor exam. Thus, failure 
does not affect self-esteem but success builds pride and confidence. Low achievers 
avoid success-related tasks because they doubt their ability and believe success is due 
to luck or other factors beyond their control. Success is not rewarding to a low 



442 T. Hurley 

achiever because he/she does not feel responsible, i.e. it does not increase his/her 
pride or confidence. 

Locus of Control. Locus of control (Rotter, 1966) is a relatively stable trait and is a 
belief about the extent to which behaviors influence successes or failures. Individuals 
with an internal locus of control believe that success or failure is due to their own 
efforts or abilities. Individuals with an external locus of control believe that factors 
such as luck, task difficulty, or other people’s actions, cause success or failure.

Goal Orientation. One classification of motivation differentiates among achievement, 
power, and social factors (McClelland, 1985). Individuals with a learning goal 
orientation (mastery goals) strive to master a particular task regardless of how many 
mistakes they make. Their primary goal is to obtain knowledge and improve skills. 
Individuals orientated towards performance goals are concerned with positive 
evaluations of their abilities in comparison to others and focus on how they are judged 
by parents, teachers or peers. It is possible for students to have learning and 
performance goals at the same time.  

Self-Regulation. Self-regulation refers to students’ ability to understand and control 
their learning by employing cognitive strategies that assist in construction of meaning 
and retention of information and by using metacognitive strategies such as planning 
and monitoring to control their progress (Zimmerman, 1994).   

3   Research Question and Study Design 

This study aims to inform the development of the intervention component of an 
adaptive educational system. An assessment component that creates an accurate 
model of the motivational states of the learner is currently being developed in a 
related project being carried out by a fellow researcher and it is planned to use this 
assessment component in the validation stage of this study.  The fact that this 
automatic assessment component has not yet been developed is currently a limitation 
for us. However, the intervention strategies will remain valid and can be incorporated 
as soon as the assessment component becomes available. In the meantime, a learner 
model will be created manually. With this model we propose to extract expert views 
on selection rules for intervention strategies that increase learners’ self-efficacy and 
self-regulation and these rules will be validated in a subsequent phase. 

The research will have two separate phases: The first phase will extract rules for 
strategy selection from experts. The second phase aims to validate these rules. 

A learner model has been developed based on the Social Cognitive Theory 
constructs of self-efficacy, goal orientation, locus of control, and self-regulation. The 
learner model contains twenty-three learner personas which have been systematically 
developed using the above constructs. In order to identify rules to determine which 
interventional strategy - verbal persuasion, vicarious experience, mastery experience 
or scaffolding - is the most appropriate for each learner’s persona when low 
motivation is observed from the behavior of the learner, the assistance of expert 
teachers will be sought. If, for example, a learner with low self-efficacy (“I believe I 
cannot pass this quiz”) and external locus of control (“The quiz items are too hard”) is 
involved, teachers might indicate that verbal persuasion (“This quiz is similar to the 
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one that you just passed. Most students that passed the first quiz also passed the 
second.”) would be the strategy to adopt. In this way, a set of rules could be extracted.  

Second, these expert rules need to be validated in a real learning environment to 
see if the intervention strategies adopted actually increase the self-efficacy of the 
learner. This will take the form of a Wizard of Oz study where an intervention based 
on the extracted rules will be applied to a learner who has become demotivated. A 
human tutor will observe the learning behavior of students in an online course. 
Demotivated students will receive an intervention in accordance with the expert rules. 
The outcome will be assessed based on a subjective report from the learner (e.g., 
motivation and satisfaction) and on an observation of the learner’s behavior and 
progress.  

In conclusion, this study offers a way to elicit and validate explicit rules from 
experts on intervention strategies to increase self-efficacy and self-regulation. These 
rules will then be used by an Intelligent Tutoring System to select the most 
appropriate intervention strategy for a demotivated learner and the results will be 
monitored. 

4   Summary 

Social Cognitive Theory offers a theoretical framework for a deep knowledge of a 
learner’s motivation by utilising the concepts of self-efficacy, goal orientation, locus 
of control and self-regulation as a base for interventional strategies to increase the 
level of the level of the learner’s motivation. 

This research outline has been defined as the first step of a two-year project. A 
literature review has been conducted. The learner model is currently being developed 
which will be used to extract the rules and to validate the interventional strategies. 
Future work includes conducting the studies, analysing the data and drawing 
conclusions. It is anticipated that the first results will be available for presentation at 
the conference in June 2006. 
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Abstract. Personalised elearning is being heralded as one of the grand 
challenges of next generation learning systems, in particular, its ability to 
support greater effectiveness, efficiency and student empowerment. However, a 
key problem with such systems is their reliance on bespoke content developed 
for, and only used by, these systems. The challenge for adaptive systems in 
scalably supporting personalised elearning is its ability to source, harvest and 
deliver open corpus content to adaptive content services and personalised 
elearning systems. This paper examines the issues involved in implementing 
such an adaptive content service. The paper seeks to explore the accurate 
extraction of content requirements from the adaptive system, the sourcing and 
identification of suitable learning content, the harvesting and customisation of 
the content for delivery to adaptive elearning systems. 

1   Motivation 

eLearning environments are attempting to respond to the demand for personalised on-
demand distance/on-line learning by providing increasing support for such functionality 
as personalisation, adaptivity and on-demand learning object generation [1]. Adaptive 
Hypermedia is seen as one of the key areas of delivering personalised “just-for-you” 
eLearning. The benefit of such learning is that it can be dynamically tailored to the 
individual’s experience, goals, preferences etc. This empowers the learner as the 
learning experience and activities are more suited to that individual.  

One of the most significant problems with personalised eLearning systems (PeLS) 
is that they are traditionally restricted to using bespoke proprietary content. This is 
particularly the case with Intelligent Tutoring Systems (ITS) where, in fact, the 
personalisation is embedded in the content itself [2]. However in the second 
generation of adaptive systems the sequencing for adaptivity has been separated from 
the physical content. This provides the opportunity whereby content can be selected, 
to create a learning offering, in a sequence that suits each individual learner. This 
would allow the developers of online learning offerings to concentrate on the 
pedagogical design of such offerings, rather than on content development. However, 
in such systems (Knowledge Tree, Aha!, APeLS) the content is, in most cases, still 
sourced from a private repository of learning resources. This paper discusses ongoing 
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research into the provision of dynamic adaptivity using open corpus content rather 
than content uniquely created for each system involved.  

The paper begins with a brief introduction into the state of the art in Adaptive 
Hypermedia Systems (AHS), how they currently source and utilize learning content, 
and how this has evolved over the generations of AHS. The paper proceeds by 
identifying the key issues and challenges in the discovery, harvesting, and delivery of 
open corpus content for AHS. The paper concludes by presenting a proposed system 
architecture of an open corpus content service, in its initial stages. The areas where, 
and methods by which, key challenges will be addressed are detailed.  

2   State of the Art  

The first generation AHS were stand alone systems with knowledge rules and content 
entwined in a single model. The AHS reconciled this model with a user model to 
produce personalised content. Two of the most successful systems that emerged from 
this generation were AHA! [3] and ELM-ART [4]. However as personalisation rules 
and content were intertwined, there was little scope for content reuse or the use of 
externally developed content.  

The second generation of AHS attempted to alleviate some of the difficulties 
encountered in the first generation by implementing a multi-model approach. This 
approach created a distinct separation of content from the personalisation rules of the 
system [5]. In these systems the adaptive tool is more generic and relies upon separate 
knowledge models to adapt the system for each individual. The user-model is used to 
represent attributes such as Prior Knowledge, User Preferences, Cognitive and 
Learning Style, Aims and Goals etc. Successful second generation AHS include 
APeLS [6], KnowledgeTree [7], various prototype systems based on the AHA! 
architecture and KBS-Hyperbook [8].

The current, or third, generation of AHS is moving toward a service-oriented 
architecture. The systems are attempting to support adaptive personalisation through 
the use of individual services for the sourcing of learning content, the personalisation 
of learning offerings, and the presentation of such offerings. One of the main 
challenges in scalably supporting personalised elearning for this generation of AHS, 
is its ability to source and harvest open corpus content and make it available to 
adaptive content services and thus to PeLS.   

3   Challenges and Direction 

The fact that AHS, ITS and PeLS have traditionally been reliant on bespoke 
proprietary content has severely restricted the ability of these systems to reuse content 
or to use externally developed content. The move in second generation AHS to make 
content and knowledge sources discreet has provided an opportunity whereby content 
developed externally to an AHS can be used in the creation of personalised learning 
offerings. By implementing a content service whereby open corpus content may be 
used to supply suitable learning content to AHS, a situation is created where such 
systems can improve their ability to reuse content and improve the quantity and variety 
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of content available to the user. There are several key issues and challenges involved in 
the creation of such a content service, which will be detailed in this section.  

• The provision of accurate content requirements by the AHS and the structuring 
of these requirements into queries that can be used to source relevant learning 
content. 

• The performance of the AHS must not be detrimentally affected by the use of a 
content service rather than using bespoke proprietary content.  

• Content Metadata - Interoperability between metadata standards, the vocabulary 
used in metadata descriptions and the generation of metadata descriptions for 
open corpus content. 

• Once content has been sourced and harvested, the manner and format in which it 
is delivered to the AHS from the content service needs to be addressed. 

Issues such as digital rights management, intellectual property, security and ensuring 
the conceptual and aesthetic flow of learning offerings will also arise when utilising 
open corpus content. However, it is felt that these issues are out of the scope of this 
current research and as such will not be addressed by this work. 

Requirements for desired content must be specified by the sourcing AHS. A course 
developer’s knowledge can be leveraged through their personalised elearning designs. 
The ontological knowledge representation of the subject matter area provides 
information on the learning concepts involved, the relationships of those concepts, 
such as prerequisites, and the semantic granularity of those concepts. When personal-
isation information is incorporated into learning designs it provides information on 
pedagogy, context and subject matter area. 

The technical requirements found in elearning designs relate to the syntactic layers 
of learning content, namely the representation layer and the description layer. 
Requirements from the representation layer relate to the metadata standard 
implemented and in the case of some open corpus content, the absence of metadata 
information. Requirements relating to the description layer include the vocabulary and 
taxonomies used to describe the learning content, also the format of the metadata 
information. Granularity is an issue that affects both the semantic and syntactic layers 
of learning content. The granularity of learning content refers to its size, conceptually 
and technically, its aggregation and its ability to be reused and repurposed [12]. 

These requirements, both semantic and syntactic, can be extracted from the AHS 
learning designs without manual intervention from the author and passed to the 
content service for incorporation into queries that are used to source suitable content. 
By satisfying requirements that are both semantic and syntactic in nature, more 
accurate identification of suitable content is achieved. [13] 

To support Dynamic Contextual eLearning, content requirements from the AHS 
will need to be satisfied at run-time during the personalisation of an elearning 
offering. This leads to concerns over system performance. The time taken to source 
and deliver suitable content for incorporation into the elearning offering must not 
unduly inhibit the performance of the AHS. If the performance of the system is slow 
or tedious, student empowerment will be sacrificed. To combat this and unsure 
suitably expedite content search queries, a metadata cache will be generated.  

A web crawler will be instantiated that will create and continually maintain a cache 
of metadata pertaining to the learning content that is sourced. An entry will be made 
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for all sourced learning content. When a query is executed, the search will be 
performed against this metadata cache to source suitable candidate content. Once 
found, the true location of the content can be extracted from the metadata information 
and the content can be harvested for customisation before being delivered to the AHS 
for incorporation into the learning offering in question. 

The ability of AHS to use open corpus content and the reusability of content in 
AHS is restricted by the fact that not all systems employ the same metadata standards. 
Not all metadata standards are interoperable and thus some systems may be unable to 
accurately decipher or comprehend content that uses conflicting metadata standards. 
Mappings to a canonical metadata model will need to be implemented. This involves 
customising the existing metadata before entry into the cache so that all metadata 
descriptions are structured in a standard fashion. This ensures that when searching for 
content the correct metadata tags are referenced for requirements matching.  

The lack of a standard vocabulary in describing content also makes semantic 
matching of searches to relevant content a difficult task. Such an interoperability issue 
not only effects the sourcing of content but also the re-use of any learning objects 
generated by the service. It will be necessary to map to a fixed ontology of terms 
during the customisation of the metadata. This will ensure consistency of content 
metadata descriptions and increase the semantic accuracy of searches.  

No assumptions can be made regarding metadata descriptions of content sourced 
on the WWW. The content may have insufficient metadata descriptions or have no 
associated metadata information. This impedes the ability of AHS to comprehend and 
categorize sourced content. When learning content is discovered and lacks sufficient 
metadata information, a metadata description of the content will need to be generated 
before the learning content can be classified and added to a cache of candidate 
content. Thoroughness and consistency in this metadata generation is essential to 
ensure accurate searching and retrieval of content. Metasaur [9], Semtag [10] and 
IBM’s LanguageWare [11] are all tools that are attempting to resolve this problem 
using various methods of lexical analysis and metadata tag generation.  

When suitable content has been retrieved it needs to be delivered to the AHS in a 
format that can be used during the generation of a personalised eLearning offering. To 
enable this, the content needs to be structured into a learning object. The generation of 
learning objects and their structuring is deemed to be outside the scope of this 
research, however there are research projects focused on addressing such issues. For 
example, the iClass project suggested the development of a component called the 
Learning Object Generator [14]. The open corpus content service could provide 
appropriately grained and suitably tagged content to such a learning object generation 
environment which could then deliver the learning object back to the AHS. 

4   Proposed Architecture 

It is proposed to provide an open corpus content facility as a stand-alone service that 
can replace the current method of content sourcing in the architecture of AHS. The 
system that will be used for the purposes of this research will be APeLS [6], which is 
an adaptive system developed by KDEG, Trinity College Dublin. 
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Fig. 1. Proposed Architecture of Open Corpus Content Service 

Content identification will be the first issue that the system must address. A web 
crawler will be implemented to traverse selected digital repositories and the WWW. 
As content is sourced, a metadata cache will be created, updated and maintained. 
Mappings to a canonical metadata model will be implemented using a fixed ontology 
of terms to create the metadata descriptions used in the cache. These mappings are 
required to ensure both accuracy and consistency in content description and the 
results of searches performed on the cache. In cases where metadata descriptions are 
insufficient or do not exist, automatic/semi-automatic analysis of the content and 
generation of metadata descriptions will need to take place, before an entry can be 
made in the candidate content cache. An analysis of the tools available to perform this 
tag generation will take place before that methodology of automatic analysis and 
tagging is adopted by the system.  

Semantic and Syntactic content requirements will be extracted from course 
learning designs contained within APeLS, which have been created by a course 
developer. An interface will be provided whereby the learning design can be 
analysed, and the necessary information regarding the nature of the content required, 
both technical and semantic, can be extracted without manual intervention by the 
user. These requirements are then customised by the open corpus content service, and 
restructured into a search query. This search query is then used to identify suitable 
learning content in the metadata cache of candidate learning content.  

Once suitable content has been identified, the physical location of the content, be it 
in a digital repository or on the WWW, is extracted from the metadata information 
and the actual content is harvested. The content is then passed to either an LO 
Generation service or to the adaptive system itself, depending on how the delivered 
content needs to be structured for incorporation into the learning offering. If passed to 
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an LO Generation Service it will be structured and sequenced into a learning object. 
This learning object is then passed back to the AHS. However if the content is passed 
directly back to the AHS, then that system will be responsible for ensuring that 
conceptual and aesthetic flow is maintained. Once the content is delivered to the 
AHS, the course developer will assess its suitability for the learning offering. If the 
course developer is not satisfied, the content requirements can be manually refined 
and the search query regenerated to improve the suitability of the content returned. 
When the content developer is satisfied with the content retrieved, it can then be 
integrated into the adaptive learning offering for which it was sourced.  
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Abstract. HCI in GIS is complicated by information overload and inap-
propriately designed user interfaces considering the task at hand. Implicit
user profiling makes it possible to personalise both the data displayed
by the GIS, and the interface used to display this data. The advance of
mobile computing in recent years has put a great demand on mobile GIS
to be made more efficient and user-friendly, as GIS are best experienced
in the field. While operating in the field, it is quite conceivable that one’s
hands would be otherwise occupied, thus the advancement of a multi-
modal system is imperative for field operation. This doctoral consortium
paper addresses the personalisation of the HCI with such a mobile GIS.

1 Introduction

The two main areas addressed by this paper are personalisation of HCI (Human
Computer Interaction) and mobile GIS (Geographic Information Systems). Ge-
ographic Information Systems display maps to a user, and allow him to interact
with them. In particular, the goal of our research is to improve HCI for mo-
bile GIS applications by way of personalisation. There is a massive amount of
GIS data available at many levels of detail, mapping every kind of feature from
detailed, specialist data such as the topography and local rainfall distribution
in some remote river catchment, to general, local tourist information, such as
the location of all the restaurants and hotels in Manhattan. This wealth of data
inevitably leads to the problem of information overload.

The maps displayed by GIS applications are a form of hypermedia - hyper-
maps. The individual elements (rivers/roads/parks etc.) comprising the map can
be interacted with independently of one another. Their independence and flexi-
bility can be exploited to produce personalised maps corresponding to the users
needs for his task at hand, and to reduce the problem of information overload.
This monitoring of HCI for user profiling in GIS has been explored to some
extent. Zipf [1] and Weakliam et al. [2] explore the reduction of the dataset
presented to the user by generating user profiles, and implicitly capturing user
preferences in order to personalise their dataset, thus reducing information over-
load. Data describing user preferences can be ascertained based on the frequency
and location of mouse clicks over the displayed data. This information is then
used to personalise the dataset. Research has been concentrated on reducing
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and improving the dataset by personalisation based on contextual information
[1][3][4] or on user profiles [1][2], but comparatively little research has been car-
ried out in the way of using this information to improve the HCI interface for
the users future interactions.

Making use of the user’s context is very important in GIS. There are many
contexts which can be taken into account; Location, operating system, user goals,
experience and social contexts are some of the contexts which can be used to
build a clearer picture of the user. Users with distinctly different contexts will
have distinctly different goals and interaction requirements when they interact
with the GIS, e.g. A professional surveyor with years of GIS experience sitting
at his desktop PC and a tourist with little GIS experience using a hand-held PC
would require a very different interfaces (and datasets) while browsing the same
area. The presentation of different maps of the same area to each of these two
users, using one application and offering them both the functionality they desire
to perform their respective tasks would be the ideal scenario. However there is
a gap to be bridged before that situation is achieved.

The goal of this research is to develop a framework which focuses on improv-
ing the current levels of HCI in GIS to bring them nearer this ideal, to tackle
the issues of improving usability by focusing the user on his task, in a multi-
modal, mobile environment. We aim to achieve this by means of implicit and
explicit profiling to personalise the user’s multimodal, mobile experience. The
advancement of mobile computing in recent years and the need to use GIS in
the field has placed a high demand on the improvement of Mobile GIS. The
use of mobile systems goes hand in hand with the development of multimodal
systems. When using a mobile device in the field, it is conceivable that one’s
hands/eyes might be otherwise occupied, thus necessitating the development of
alternative I/O such as speech and device tilting. We hope to enrich GIS user’s
HCI experiences as much as possible by allowing them to interact multimodally
in a mobile environment.

2 Related Work

CRUMPET [1] and CoMPASS [2] both generate personalised maps for mobile
applications. The contents of the maps reflect the user’s interests. CRUMPET
is aimed primarily at once-off users, it uses explicit profiling, while CoMPASS is
aimed at repeated users. It’s user profiling is entirely implicit. We aim to focus
on implicit profiling, with the introduction of a ”first-time use” explicit profiling
wizard, similar to [3] to make our system viable to both once-off tourists, and
professional users who will repeatedly return to the system.

Mueller and Lockerd [5] developed a system called Cheese, which tracks and
records mouse movements on a web page. The user’s positioning of the mouse
allows them to make certain inferences and assumptions as to the user’s inter-
ests. The system posts mouse movement data (position and time) automatically
by embedded scripting. The data is analyzed and stored on a server. The system
made predictions on user preferences for a particular item shown on a web site
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with an accuracy of up to 75%. Cheese focused on web pages, however we be-
lieve that this method of implicit profiling has potential to be explored further
in terms of GIS.

Fischer [6] provides an overview of HCI. Originally, HCI was primarily focused
on making systems easier to use. As a result some of the more expressive notions
were curtailed. While accommodating novices, the systems became laborious
for experienced users, and prevented them from exploiting applications to their
full potential. However as things have developed, it is now possible to focus on
improving functionality and to use applications as expressive extensions of the
human. High functionality applications can interpret contextual factors in the
user’s environment and adapt the software to the individual users in order to
provide the most productive environment for the user. Oviatt [7] has conducted
much research into multimodal HCI in GIS. User trials have shown that multi-
modal interaction in GIS is preferred by 95% of users tested. Doyle et al. [8] have
conducted user trials on the CoMPASS multimodal GIS system which show that
the introduction of combined speech and pen commands yield an increase in ef-
ficiency of 12.21% over non-multimodal commands. One of our system’s goals is
to personalise the level of multimodal functionality available to the user, based
on their profile.

Crow et al. [9] discuss the notion of task-oriented interface construction, in
contrast to the more traditional tool-centered interface. DB Habits provides an
adaptive user interface. The system uses pattern recognition techniques to profile
users. It remembers the tasks a user performs from observation of a user’s behav-
ior, the tasks are then made available to the user as macro scripts. This simple
form of programming by example makes effective, accurate personalisation pos-
sible. We believe it could be combined seamlessly with profile and context based
personalisation.

These systems all provide various important aspects of an adaptive multi-
modal GIS interface. However, no aspect alone resolves the provision of such
a system. We propose a framework to provide such a system. Research will be
focused on the intersection of these topics, optimizing the user’s multimodal
interaction experience by focusing him on the task at hand using personalisa-
tion. It is imperative to design the GIS interfaces of the future to suit the user’s
requirements, as it produces a more user-friendly interface for the end user.

3 Work Developed so ar

Work to date has been developed within the CoMPASS (Combining Mobile Per-
sonalised Applications with Spatial Services) project. The project is comprised
of a number of components. Of primary interest are the personalisation and mo-
bile HCI components. The personalisation component profiles users implicitly
based on their interactions with the map data. Their interactions with specific
features are monitored - such as turning on/off a feature and zooming in/out
on feature(s). By gathering this information the system can determine which
features are of most interest to a user and can personalise his future sessions by

F
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returning more detail related to the features that interest him, and less detail on
the ancillary features. The mobile HCI component is concerned with migrating
the CoMPASS application to the mobile environment, that of the tablet PC and
PDA. Smaller screen sizes and slower download speeds have lead to a rethink of
the interface design, and the introduction of multimodal interaction. CoMPASS
benifits from the introduction of mutlimodal interaction, as it makes the appli-
cation more versatile [7], easier to use [8], and will reduce the clutter of buttons
on the interface as some functionality is ported to other modalities.

As part of the introduction of multimodal interaction to CoMPASS, the option
of giving voice commands to interact with some of the basic map functionali-
ties [2] was integrated into the system. This improves HCI for the mobile GIS
environment by allowing simple tasks to be carried out in a hands-free environ-
ment [8]. The multimodal commands were integrated into the user profiling and
personalisation component.

Work was carried out on improving the feedback from the system to the
user. The prototype interface developed to date has been largely functional, to
demonstrate all the available functionality to the user. From a user’s point of
view, the interface was not very well designed. Employing a user centered design
approach, we re-implemented the loading of the map data to the users device
on a feature by feature basis, and included a status bar to inform the user as to
the percentage of the overall map loaded.

A comparison study was carried out comparing the CoMPASS system, which
is based on non-proprietary open-source software to a professional mobile GIS
application. A number of things were learned from this comparison. It is intended
that recognised comparison techniques such as in [10] be used in the future to
carry out an evaluation of the suggested framework.

4 Plans for Future Research

The advantages of multimodal interaction with hypermaps [7][8][4], and the re-
duction of information overload in GIS by personalisation [1][2][6] have been
clearly documented by many sources. These elements, fused with implicit pro-
filing [5], and the flexibility of an adaptive user interface [9] would provide a
valuable human-computer interface for a GIS. We propose the development of a
framework to provide an adaptive multimodal GIS interface.

Research will be primarily focused on creating an adaptive user interface. User
data extracted from implicit profiling of the user’s interactions with the hyper-
maps will be recorded and stored in a database. The appearance and function-
ality of each individual’s custom interface will be determined by the weighted
frequency of the implicitly collected data, for instance, if a heavily weighted
functionality appears frequently in the user’s profile data, then it should appear
prominently on the GUI for that user’s future sessions. Incorporating person-
alised multimodal interaction capabilities into the mobile interface will compli-
ment the primary research to produce a personalised, user-friendly mobile GIS.
Following the system’s development, recognised interface evaluation techniques
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[10] will be employed to evaluate the interface. The interface will be evaluated in
terms of both its suitability and adaptability to a given user, and its adaptability
to other GIS applications.

The intersection in the topics of personalisation, mobile GIS, and adaptive
interfaces provide an interesting research area. An area with a growing demand
for development due to the ever-growing cache of geographic data, and its recog-
nised uses. Our proposed framework will broach the advancement of adaptive
multimodal interfaces.
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Abstract. Interactive Digital TV (IDTV) opens new learning possibilities where
new forms of education are needed. In this paper we explain a new conception of
t-learning experiences where TV programs and learning contents are combined.
In order for its creation to be possible we will use Adaptive Hypermedia tech-
niques and Semantic Reasoning to design an Intelligent Tutoring System (ITS)
whose tasks consist in selecting, combining and personalizing the contents to
construct these learning experiences.

1 Introduction

The arrival of IDTV makes the access to distance education easier, since about 98% of
European homes have at least one television set, whereas the penetration of Internet-
enabled computers is lower than 60% [1]. Apart from wide-world usage, TV is consid-
ered by the viewer trustworthy in reference to broadcast content and easy to operate.
These conditions are an ideal starting point for TV-based interactive learning, referred
to as t-learning.

In fact, education has always been present on TV, embedded in documentaries or
programs for children—e.g. Sesame Street. To designate this form of entertainment de-
signed to be educational, in 1973, Robert Heyman coined the term edutainment. Today,
some TV channels have developed t-learning contents in this direction. In the UK, we
can find some examples of games and interactive stories for children, as well as docu-
mentaries with additional contents, e.g. Walking with beasts produced by the BBC [1].
In Portugal, TV Cabo has developed several edutainment applications, some of them
adapted from existing web sites, like Ciberdúvidas —resolving doubts regarding the
Portuguese language [2].

Apart from introducing education into TV programs, transferring traditional struc-
tured courses to IDTV is also possible, using this medium solely as a means of trans-
mission for education: transmitting on TV the image of the teacher to the students and
vice versa [3] or broadcasting on TV typical e-learning courses, based on text and im-
ages [4]. One step further, the scenario for t-learning developed by our research group
[5] has improved on these, since learning resources are designed especially for TV and
so are based on audio and video content.

However, the approaches mentioned above isolate learning elements from TV pro-
grams. The approach we propose looks for a new conception of learning through TV,
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so as it not only acts as a means of transmission for the courses, on the contrary, the
education offered is specific for this medium, taking into account its restrictions and
making the most of its potential. Concerning the restrictions, we have to bear in mind
both social and technological ones. As the student has just been a viewer for a long time,
he/she will probably have a passive attitude when interacting with TV, that is why we
have to make education attractive to activate him/her. On the other hand, the contents
shown should be in accordance with the technological constraints of IDTV, such as the
low resolution of the screen, the fact of using a simple remote control to interact with
the programs or the limited features of a set-top box compared with a computer.

Considering these limitations, we will take advantage of the fact that viewers have
always conceived TV as a pastime and we will try to offer them education without
forgetting entertainment. For this to be possible, we will create learning experiences that
combine learning elements and audiovisual ones, i.e. TV programs.This way, we obtain
two different types of experiences, those having a TV program as its central axis and
the ones whose core is a learning element. Another characteristic of these experiences
is their personalization according to user’s preferences and learning background, which
is essential in t-learning. In this environment, personalization permits the user to access
those contents that are interesting for him/her and prevent him/her from getting lost in
the huge amount of contents received, compensating in some extent the typical passivity
of the viewer. To compose these experiences, we propose the creation of an Intelligent
Tutoring System (ITS), which selects, relates and personalizes audiovisual and learning
contents. The design of this ITS constitutes the main goal of the Ph.D. work described
in this paper, whose objectives will be presented in Section 2. The process to achieve
them is explained in Section 3. Finally, in Section 4 we discuss some related research
to this topic.

2 Research Objectives

We distinguish two types of experiences that our ITS should be able to create. The first
one deals with ‘entertainment that educates’. Its central element is a TV program, which
will be complemented with learning elements (Fig. 1a). To refer to these experiences,
we have applied the term entercation. The construction of entercation experiences is
initiated by the selection of a TV program interesting for the viewer. In this moment,
the ITS has to choose the most appropriate learning elements —from those ones it has
access— related to the characteristics of the program and perceived level of interest
for the user. We have to take into account user’s peculiarities to make effective the
learning experience and avoid him/her getting bored. The selected learning objects will
be offered to the user at the appropriate moment during the program and he/she could
access them from this moment on. In these experiences, the TV program acts as a hook
to engage viewers in education.

The second type refers to ‘education that entertains’. Its central axis is a learning
element (Fig. 1b), which will be complemented with TV programs (or segments of
these ones) in order for the experience to be more entertaining and attractive for the
student. We have used the term edutainment for these experiences. The ITS will create
an edutainment experience from a learning element it considers appropriate for the
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Fig. 1. Creation of t-learning experiences

student, according to his/her learning interests. At the appropriate point, it will add
some relevant audiovisual elements (that may be of interest to the student), according
to learning content, in order to make the experience more entertaining.

In order to go a step further towards the personalization of learning experiences for
IDTV —the main goal of this Ph.D. work— we intend to add adaptivity to these expe-
riences, obtaining adaptive entercation and edutainment experiences (Figs. 1c and 1d).
In these experiences, we introduce adaptive elements, which are adapted in order for
the student to achieve its objectives in an appropriate way according to his/her charac-
teristics [6].

3 Research Methodology

To achieve the project objectives, an environment based on widely accepted standards
is advisable in order for reusability of components and interoperability between sys-
tems to be possible. The ITS will work within the technological context defined by the
MHP (Multimedia Home Platform) standard [7], which is consolidating worldwide as
one of the technical solutions that will shape the future of IDTV. It defines an open
interoperable solution that normalizes the characteristics of the set-top boxes and the
applications they can execute. On the other hand, the learning elements used by this
ITS will comply with the ADL SCORM (Sharable Content Object Reference Model)
standard [8], which brings together the works of several normalization initiatives into a
consistent body of specifications that is achieving global acceptance.

In Fig. 1, we can see the different stages needed to create the proposed learning
experiences. The first stage refers to the selection of those contents that are appropriate
for the user’s preferences stored in his/her profile. In t-learning, this profile is double-
sided since it takes into account the user’s characteristics as a viewer and a student. The
system in charge of selecting audiovisual content is a recommender for TV programs.
For our work, we will use AVATAR [9], a recommender based on semantic reasoning
designed by our research group. For our Ph.D., AVATAR’s most relevant elements are a
viewer profile and an ontology based on the TV-Anytime metadata [10], which permits
classifying TV programs.
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Regarding learning content, its selection is one of the tasks that our ITS has to per-
form. For this to be possible, we have to define a user model that reflects his/her prefer-
ences and background as a student. To relate this profile with the appropriate learning
elements, we have to define an ontology based on SCORM, where the ITS creates the
instances of all the elements it can access, thus allowing semantic reasoning.

When finalizing the selection process, those elements that are not appropriate for
the student have already been discarded. The next phase consists of creating learning
experiences from TV programs and learning elements. First, adaptation should be per-
formed for adaptive learning elements, selecting the most appropriate way —among
those possible— for the user to achieve the intended objective. Since SCORM does not
currently permit adaptivity, we are working on an extension to this standard to achieve
learning contents adaptation. This extension should include some structures that provide
adaptation rules. This rules allow the ITS to decide which organizations and elements
are more appropriate for the characteristics of the user.

The last stage is the composition of learning experiences. In this phase, the con-
tents are linked to be shown to the user, semantically relating the instances of learning
and audiovisual elements using the aforementioned ontologies, by means of a gateway
ontology that contains the concepts of the subject domain.

4 Related Work and Discussion

In terms of related work, there are several relevant research fields, including Adaptive
Hypermedia, User Modelling and Semantic Reasoning.

Adaptive Hypermedia (AH) is one of the most promising areas to offer personal-
ization on the e-learning field. It tries to overcome the problem of having users with
different goals and knowledge by using the information represented in the user model
to adapt the contents [6]. This is the objective we want to achieve by defining adaptable
learning elements appropriate for IDTV. As stated in [11] the techniques used in AH can
be extended to audiovisual contents in the field of interactive television. To achieve this
adaptation, we are working on extending the SCORM standard with adaptation rules. In
this sense, the proposals exposed in [12] and [13] are close to ours since they try to offer
adaptivity by including dedicated adaptation-specific constructs in the course definition.
However they do not offer different possibilities for users with different needs.

With reference to User Modelling, we can find several proposals. One method widely
used to represent this one is the overlay model, where the learner knowledge is repre-
sented as a subset of the expert knowledge [14]. Another popular method is classifying
users into categories and making predictions about them based on a stereotype associ-
ated with each category [15]. Regarding the viewer profile, the user model defined for
AVATAR stores those branches of the TV ontology that contain the programs the user
has already watched [16]. We intend to design our user profile by taking these propos-
als into account as well as the most relevant standards concerning learner information:
IMS LIP (Learner Information Package) [17] and IEEE PAPI (Personal and Private In-
formation) [18].

Regarding Semantic Reasoning, for the selection of learning elements, we take as
a starting point the work developed by our group [9], with experience in collaborative
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filtering and semantic inference that perfectly apply to our needs. To establish relation-
ships between TV programs and learning content, we need a gateway ontology, e.g.
SUMO (Suggested Upper Merged Ontology) [19].

To conclude, in this paper we look for a new conception of learning experiences for
IDTV combining audiovisual and learning contents, essential requisites for t-learning,
taking advantage of its potential instead of using it as a simple means of transmission for
the courses. To construct these experiences we will design an ITS to select, relate and
personalize the contents, which will be developed using an agent-based architecture.
Up to now, we have already designed the SCORM ontology, we are putting the final
touches to the SCORM extension and we have developed an authoring tool to create
adaptive elements. In the future, we should work on relating learning contents and TV
programs to produce entercation and edutainment experiences.
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Abstract. Adaptive Hypermedia Systems adjust the content to best suit users’ 
personal characteristics, but rarely consider delivery performance. Performance 
issues are even more significant in distributed architectures such as that of an 
Open Corpus Adaptive Educational Hypermedia System (OAEHS). This paper 
introduces a Performance Oriented Adaptation Agent (POAA) that enhances 
OAEHS by taking into consideration not only user personal characteristics but 
also network delivery conditions in the content selection process. The usage of 
POAA is expected to bring significant delivery performance improvements in 
terms of learner satisfaction and learning outcome. 

1   Introduction 

1.1   Adaptive Hypermedia Systems 

The delivery of informational content to heterogeneous e-users presents significant 
challenges, which have been addressed in various areas of research. Adaptive Hyper-
media Systems (AHS) identify user categories and deliver differentiated content  
tailored to individuals or groups based on user characteristics such as skills, goals, 
capabilities, knowledge, interests and preferences [1]. The AHS approach involves 
monitoring of the user’s interactions with the system, building of a user profile and, 
based on it, adapting various aspects of the delivered content to suit the user [2]. Possi-
ble adaptations include content modifications (the content is adapted to best suit the 
users) and link adjustments (the link structure is tailored to guide the users towards 
relevant and interesting information) [1]. A comprehensive review of techniques used 
by the proposed AHS is provided in [2]. 

AHS proposed in education aim to improve both the overall learning outcome and 
the quality of user interaction with the system. Adaptive Educational Hypermedia 
Systems (AEHS) such as AHA! [3], InterBook [4], and ISIS-Tutor [5] seek to opti-
mize learner experience with their online course material by personalizing this mate-
rial to the learner’s individual learning requirements. 
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1.2   Open Corpus Adaptive Hypermedia Systems 

Existing AHS and especially AEHS are stand-alone systems dealing with a limited 
number of well-structured resources known at system design time. They are so-called 
closed corpus systems that use proprietary repositories to store the information to be 
delivered based on users’ characteristics and requests. The design and the develop-
ment of such a repository are difficult and time-consuming tasks. These systems, 
although deployed in the Web context, provide no support to incorporate information 
from arbitrary Web locations.  

The Web plays a key role in information access and dissemination, and it has be-
come an integral part of the learning environment. Some issues, such as intellectual 
property rights, privacy, peer review, validity and quality of Web information are still 
to be addressed. These issues are addressed to a limited extent within existing Digital 
Educational Repositories (DER) that allow for safe storage, delivery, reuse and sharing 
of information. The reuse of existing information makes economic sense, improves 
efficiency, allows for interdisciplinary sharing of expertise and provides up-to-date and 
accurate learning resources. 

Open Adaptive Educational Hypermedia Systems (OAEHS) are AEHS that operate 
with existing information resources such as DER. These systems use an open corpus
of documents and adapt hypermedia documents to the individual needs of the user 
regardless of the origin or location of the materials. For example, the materials may be 
part of a tutorial, may refer to content from a personal Web page or could be learning 
objects (LOs) that belong to a digital repository of learning material. Such information 
space must be searchable, interoperable and accessible. OAEHS interoperability and 
content reusability have been addressed with a number of communication protocols 
(e.g. Open Hypermedia Protocol), guidelines and standards for the representation of 
resources (e.g. CMI). Many of the OAEHS separate links from documents. Links are 
kept in centralized locations for easy maintenance and are processed separately from 
the media to which they relate [6]. 

1.3   Performance Issues for OAEHS 

Distributed computing, including devices for user input and display, the network 
capacity, connectivity, and costs may all change over time and place. The perfor-
mance of distributed systems, including OAEHS is determined by both network con-
ditions and end-user devices. Currently, Open AH research in the area of education 
places very little emphasis on delivery performance and its effect on the learning 
process. Context-related issues are addressed by Smith [7] and Dagger [8] who focus 
on the end-user device and Muntean [9] who considers network-related factors. 

Existing DERs are large collections of LOs. In consequence oversupply of infor-
mation may occur, disorienting the learner. In this context OAEHS are of significant 
benefit as they provide support for the selection of the best LOs for a particular 
learner, based on the learner’s interests, goals, background knowledge, learning style, 
etc. An issue that may arise is the network connection performance between the 
OAEHS front-end server and the source of the LO or the learner.  

OAEHS can select an LO that perfectly coincides with the given learner’s profile, 
however, due to network performance issues, the user might perceive an unacceptable 
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download time and be unhappy with their experience. Therefore learners have differ-
ent perceptions of the same content and performance factors. 

The delivery network conditions can change significantly, sometimes even within 
the duration of a given learning session. Metrics such as delay, jitter, loss, download 
time, etc. reflect the state of the network and can be monitored in order to determine 
performance-based adaptation measures. Such measures can be used to guide the 
selection of the LOs in response to existing network conditions. Therefore there is a 
need for performance-aware OAEHS that select the best LOs based both on perform-
ance and the learner specific characteristics. 

In this context, this paper introduces a Performance Oriented Adaptation Agent 
(POAA) that enhances OAEHS by considering network delivery conditions along 
user personal characteristics in the content selection process. The POAA and the 
simulation setup are presented in the following section. 

2   Performance Oriented Adaptation Agent 

OAEHS selection of LOs should be based not only on learner’s personal characteris-
tics but also on network connectivity properties in order to allow for performance-
efficient delivery. To address this issue, a Performance Oriented Adaptation Agent 
(POAA) is proposed. POAA calculates a network performance rating, which is subse-
quently factored into the process of selecting the LOs to be delivered. 

In a typical example of an existing OAEHS, the learner requests content on the cli-
ent side. The OAEHS front-end server processes the request, selects appropriate LOs 
from various sources, builds a presentation suitable for the learner and delivers it.  
This relies on the fact that different sources may contain LOs with the same learning 
objectives.  

We extend this architecture by deploying a POAA on the OAEHS front-end server. 
The POAA monitors network conditions between the OAEHS front-end server and 
DER servers. Network parameters considered are related to the delivery performance, 
such as download time, loss, delay and jitter. The values of these parameters are col-
lected and stored separately for each DER in a sliding window-like structure. The 
POAA uses this data to calculate performance ratings. Every time a LO is selected 
and new performance information is acquired, the relevant DERs sliding window is 
updated. 

The three-step LOs selection process is depicted in Fig. 1. The first step is rele-
vance selection where the OAEHS identifies the learning outcome and selects LOs 
providing that learning outcome. These LOs may be distributed across several DER 
servers. The second step is personalization selection where the OAEHS shortlists a 
number of suitable LOs based on the user’s profile. Each LO is assigned a suitability 
rating for that learner. The third step is performance selection where POAA agent 
estimates performance rating for each suitable object. An LO is assigned a perform-
ance rating based on the average computed on the performance values collected for 
the DER on which it resides. Suitability and performance ratings are combined. The 
LO with the highest cumulative rating is delivered to the learner. Some adaptive sys-
tems, such as SASY [10] inform the user on omitted content. In the proposed system 
the learner cannot directly interfere in the selection process.  

Hava
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Fig. 1. POAA-based learning objects selection process 

Preliminary tests are currently performed using Network Simulator version 2.27 – 
NS2 [11]. NS2 is a discrete event simulator, with substantial support for simulation of 
protocols at various levels of the TCP/IP networking model over wired and wireless 
networks. The test setup is presented in Fig. 2. Clients (C1, C2, …, CN) and DER serv-
ers (S1, S2, …, SM) are connected to a OAHES server (P) on which POAA was de-
ployed. The initial simulations focus on the connections between the server and the 
DER servers (P-Si) consequently the network links between the clients and the server 
(Ci-P) are over-provisioned such that no loss or significant delays are expected. The 
network connections (P-Si) differ in terms of bandwidth and propagation delay. 
Communication between S1 and C1 benefits from POAA deployment, whereas that 
between Si-Ci, i>1 consists of background traffic.  
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Fig. 2. Simulation topology 

We assume that the system would be aware of servers that contain different LOs. 
The aim of these tests is to compare the delivery performance in terms of download 
time for a system that deploys the proposed POAA against those measured for a sys-
tem that does not employ any intelligent selection of the content based on perform-
ance. Results are expected to indicate a significant improvement in performance when 
using the POAA-based system in comparison with the classic system. 

3   Conclusion and Future Work 

This paper proposes a Performance Oriented Adaptation Agent (POAA) for Open 
corpus Adaptive Educational Hypermedia Systems (OAEHS). POAA enhances the 
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existing selection process of learning objects (LOs) by taking into consideration not 
only the user personal characteristics but also network delivery conditions. The use of 
POAA for OAEHS brings significant delivery performance improvements and is 
expected to improve overall learners’ satisfaction as well as their learning outcomes. 

The proposed agent could be used with existing OAEHS such as Knowledge 
Tree [12] to augment the current adaptation process. 

The proposed approach will be more extensively tested with a higher number of 
clients, in different network topologies, against background traffic that varies in type, 
shape and size.  
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Abstract. Effective navigation and information retrieval is difficult and
time consuming due to the increasing size of hyperspace. The introduc-
tion of the semantic web allows us to enhance traditional search methods
with semantic search capabilities that take advantage of machine read-
able semantic information ideally stored in an ontology. Nevertheless
issues concerning the user-friendly construction of search queries and a
simple yet effective presentation of search results must still be addressed.
The proposed approach takes advantage of adaptive hypermedia in an
enhanced faceted browser capable of dynamically adapting the set of
available facets with additional support for data retrieval from an ontol-
ogy and adaptive annotation of search results.

1 Introduction

By definition, navigation is the process of following links and browsing web pages.
At present, navigation is necessary because it is not (yet) normally possible to
satisfy all user needs on a single web page or on the first visited web page.
Generally speaking, user needs can be classified into the following types [1]:

– Informational, when the user seeks information
– Navigational, when the user seeks a starting point for further browsing
– Transactional, when the user wants to perform an action

In order to fulfill either type of need a user typically first enters a query into a
search engine to find a list of the most relevant pages. Next, he selects the most
promising links and initiates a navigation session that involves the browsing
of the selected web pages. If the respective need cannot be satisfied, the user
modifies the original query and starts from the beginning.

Several studies have shown that the recursion rate of navigation is roughly
60% [2] and describes the number of repeatedly visited pages to the total number
of visited pages. Furthermore, the shift from the use of closed and relatively small
information spaces towards large, open and ever growing information spaces is
bound to further escalate this problem. Perhaps a good example of such an open
information space is the domain of job offers on the Internet.
� This work was supported by Science and Technology Assistance Agency under the

contract No. APVT-20-007104 and State programme of research and development
“Establishing of Information Society”.
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Problems and Issues. We intend to address several contemporary navigation
problems with the proposed approach. These include the navigation in open
and relatively large information spaces, which is too time consuming and often
results in the “lost in hyperspace” syndrome that occurs when users loose track
of their position in hyperspace due to insufficient navigation aids or because the
hyperspace is “too large”.

While the problems of effective searching and information retrieval in these
spaces can be addressed by semantic search [3, 4] this requires the use of more
complex queries than full-text search. As a result, new user-friendly ways of
query construction and simple yet effective methods for the presentation of search
results must be employed. Adaptive hypermedia technologies [5] can be used to
make it easy for users to read and understand the results and allow them to
quickly choose the most promising ones for further navigation.

2 Research Agenda

2.1 Proposed Approach

We propose the use of a faceted browser1 as a solution for the aforementioned
problems. A faceted browser is a browser that supports faceted navigation that
takes advantage of faceted classification defined by a classification ontology that
describes important aspects of instances from a domain ontology. The attributes
of instances correspond to facets and the values of attributes correspond to facet
values. The user can reduce the total number of displayed instances by enabling
one or more restrictions defined by facet values thus decreasing the size of the
visible information space. Individual facet values can be further combined to
form complex restrictions allowing the user to perform more precise queries.

While we are primarily interested in large information spaces with many sim-
ilar instances represented by a domain ontology with semantic markup (e.g.,
OWL), the proposed approach should also be applicable to other areas. The
advantages of ontologies are twofold. First, it is easier to create a classification
ontology from a domain ontology than from unstructured data and it should
also be possible to automate this process. Second, reasoning on ontologies allows
us to perform “more complex” queries with higher quality results. Several rea-
soning tools are presently available. Simpler tools are supplied with ontological
databases (e.g., Sesame), others are free or commercial such as RacerPro2.

Large information spaces and additional data obtained by reasoning on on-
tologies would result in too much information thus overloading the user with
information. To address this issue we propose personalization and user adap-
tation as means of reducing information overload by focusing on current user
needs and goals defined by a user model. To simplify the process of adaptation
and more importantly presentation of data, we propose the use of a presentation
framework for ontological data based on the Fresnel presentation ontology [6].
1 Use of Faceted Classification,

http://www.webdesignpractices.com/navigation/facets.html (2.2.2006)
2 http://www.racer-systems.com/products/racerpro/index.phtml (27.3.2006)
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Fig. 1. A sample user interface of an enhanced faceted browser. Area A shows the cur-
rently selected restrictions, area B contains the available set of facets (Region, Industry,
Salary) and restrictions. Area C contains miscellaneous data, like navigation or query
history and additional settings. Area D is used to compare a set of instances while
area E allows the user to sort instances, change views or highlighting options. Area F
displays individual instances (search results) and depicts instance data enriched with
adaptive annotation techniques (emoticons, background color, traffic lights). Area G
serves for navigation between different results pages.

2.2 Progress to Date

We implemented a basic version of a faceted browser that supports the use of
simple search queries and the browsing of search results (job offer instances). We
use an ontological database of job offers, which was developed within the scope
of a larger project conducted at the Slovak University of Technology [7].

Based on an initial evaluation of the usability of the browser, we see a strong
need for adaptation due to the high number of available facets and facet values
with the user’s goals and background as the primary sources of adaptation stored
in a user ontology. Furthermore, users have specific requirements which translate
into the need and/or preference of some facets and facet values over others.

From a user’s standpoint, the usability of a tool is not only defined by the array
of available functions but also by the usability of its graphical user interface.
While this concerns a somewhat different area of research we designed an initial
outline of a user interface for an enhanced faceted browser (see Fig. 1).
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2.3 Future Research Challenges

We intend to explore the adaptation of the faceted browser based on a user
model. This includes the adaptation of facets and facet values and adaptation of
search results e.g. by means of adaptive annotation techniques. Furthermore, the
visual representation of navigation history in the form of a (hyper)graph appears
to have some potential in improving a user’s understanding of hyperspace.

Although the primary source of adaptation will be a user model, it appears
to be an interesting research prospect to evaluate the usability of the observed
user navigation and history data as an additional source of adaptation.

Adaptation of Predefined Facets. The adaptation of predefined facets in-
cludes adaptive navigation techniques like reordering, hiding [5] and the presen-
tation of facets and facet values. Also interesting is the possibility to present
facets as enumerated lists or as graphs created by OWL visualization tools.

For example, in the case of the job offer ontology, if a user was interested in
high paying jobs with specific experience requirements, the facets including these
restrictions would be displayed first. Less important facets or restrictions that
are assumed to be irrelevant would be either shown later or completely hidden.

Dynamic Facet Generation. Dynamic generation of facets goes one step
beyond simple adaptation as described above. Ideally it will be able to create
new facets and the respective restrictions at run time based on the knowledge
contained in the domain ontology and in the user model. This feature would also
improve on the usability of the faceted browser with different domain ontologies
which would thus not require extensive manual definition of facets.

Assuming that a facet for experience level requirements was not yet defined,
dynamic facet generation would be able to create a new facet definition if expe-
rience levels were present in the domain ontology. This new facet would then be
displayed together with the original facets in the top part of the facet list.

Advanced Query Mode. The selection of individual restrictions in facets is
transformed into a query that is executed on an ontological database. In simple
query mode, exactly one restriction per facet can be selected and all facets are
combined with the logical AND function resulting in relatively simple queries.

The proposed advanced query mode allows users to create and execute more
complex queries with multiple restrictions per facet thus resulting in a more
precise description of the desired instances. We also plan support for additional
facet combination functions, such as the logical OR function or braces. Thus if
a user wanted a job either in the USA or in Canada, he would select both USA
and Canada in one facet – “Region” and combine them with the OR function.

Presentation and Processing. The result of a search performed by a faceted
browser is normally an unordered list of instances that satisfy the search criteria.
This however is not ideal for effective evaluation of the search results by the user.
Additional means for processing of the search results are necessary to improve
usability. We intend to add simple ordering of search results as well as support for
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more complex external sorting tools and several adaptive views with different
levels of detail [8]. The possibility to compare the attributes of the selected
instances (search results) also seems to be good for improving usability.

While sorting only displays the rating of instances with regard to one at-
tribute, a user will often be interested in ratings based on several attributes
simultaneously. The use of adaptive annotation techniques [5] to present these
attributes appears to be a promising direction for further research.

For example, in the domain of job offers background color can indicate how
well a user satisfies the requirements of the employer, an emoticon can indicate
how well a job offer satisfies user criteria, while the job offers are ordered in
descending order based on the offered salary. A traffic light signal can indicate
a composite suitability rating of a job offer based on a heuristic function or the
overall rating of the employing company by previous applicants.

3 Summary

We proposed an enhanced faceted browser as a solution for several navigation
and search related problems. The usability evaluation of a basic faceted browser,
confirmed the need for its adaptation due to the high number of available facets
and facet values. Further work will include enhancements to facets – their adap-
tive reordering, hiding and dynamic generation and support for adaptive anno-
tation based on a user model and domain ontology. We will also continuously
evaluate the usability of the browser and the viability of the proposed concept
based on feedback from sample users in the domain of job offers [7].
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