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Preface

The 11th International Conference on Reliable Software Technologies, Ada-
Europe 2006, took place in Porto, Portugal, June 5-9, 2006. It was as usual
sponsored by Ada-Europe, the European federation of national Ada societies, in
cooperation with ACM SIGAda. It was organized by members of the School of
Engineering of the Polytechnic Institute of Porto, in collaboration with several
colleagues from different institutions in Europe.

Following the usual style, the conference included a three-day technical pro-
gram, during which the papers contained in these proceedings were presented,
bracketed by two tutorial days where attendants had the opportunity to catch
up on a variety of topics related to the field, at both introductory and advanced
levels. Continuing the success achieved in the previous year, the technical pro-
gram also included an industrial track, with contributions illustrating challenges
faced and solutions encountered by industrialists from both sides of the Atlantic.
Furthermore, the conference was accompanied by an exhibition where vendors
presented their products for supporting reliable-software development.

The conference presented four distinguished speakers, who delivered state-of-
the-art information on topics of great importance, both for the present and the
future of software engineering:

– Correctness by Construction: Putting Engineering into Software
by Rod Chapman (Praxis HIS, UK)

– Empirical Software Risk Assessment Using Fault Injection
by Henrique Madeira (University of Coimbra, Portugal)

– Model-Driven Technologies in Safe-Aware Software Applications
by Miguel Angel de Miguel (Technical University of Madrid, Spain)

– I Have a Dream: ICT Problems We All Face
by John L. Hill (Sun Microsystems, USA)

We would like to express our sincere gratitude to these distinguished speakers,
well known to the community, for sharing their insights with the conference
participants.

A large number of regular papers were submitted, from as many as 23 dif-
ferent countries. The Program Committee worked hard to review them, and the
selection process proved to be difficult, since many papers had received excellent
reviews. Finally, the Program Committee selected 19 papers for the conference.
The industrial track of the conference also received valuable contributions from
industrialists, and the Industrial Committee finally selected 9 of them for the
conference. The final result was a truly international program with contribu-
tions from Australia, Austria, Canada, China, France, Germany, Iran, Italy,
Japan, Portugal, Spain, the UK, and the USA, covering a broad range of topics:
real-time systems, static analysis, verification, applications, reliability, industrial
experience, compilers and distributed systems.
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The conference also included an interesting selection of tutorials, featuring
international experts who presented introductory and advanced material in the
domain of the conference:

– Verification and validation for reliable software systems, William Bail
– The Ada 2005 Standard Container Library, Matthew Heaney
– Developing Web-Aware Applications in Ada with AWS, Jean-Pierre Rosen
– SAE Architecture Analysis and Design Language, Joyce L. Tokar
– Model-Driven Development with the Unified Modeling Language (UML)

2.0TM and Ada, Colin Coates
– Distribution in Ada 95 with PolyORB, A Schizophrenic Middleware, Jérôme

Hugues
– Requirements Management for Dependable Systems, William Bail
– Real-Time Java for Ada Programmers, Benjamin M. Brosgol

We would like to express our appreciation to these experts, for the work on
preparing and presenting this material in the conference.

Many people contributed to the success of the conference. The Program and
Industrial Committees, made up of international experts in the area of reliable
software technologies, spent long hours carefully reviewing all the papers, pre-
sentations and tutorial proposals submitted to the conference. A subcommittee
comprising Dirk Craeynest, Michael González Harbour, Laurent Pautet, Lúıs
Miguel Pinho, Erhard Plöedereder, Jorge Real, and Tullio Vardanega met in
Porto to make the final program selection. Various Program Committee mem-
bers were assigned to shepherd some of the papers. We are grateful to all those
who contributed to the technical program of the conference.

We would also like to thank the members of the Organizing Committee,
for their valuable effort in taking care of all the bits and pieces that must fit
together for a smooth run of the conference. We would like to thank Peter
Dencker for the effort in the preparation of the industrial track, to Jorge Real
for the attractive tutorial program and to José Ruiz for preparing the appealing
exhibition of the conference. Also to Dirk Craeynest, who worked very hard
to make the conference prominently visible, and to all the members of the Ada-
Europe board for helping with the intricate details of the organization. A special
thanks to Sandra Almeida, who took care of all details of the local organization.

Finally, we would like to express our appreciation to the authors of the con-
tributions submitted to the conference, and to all the participants who helped
in achieving the goal of the conference: providing a forum for researchers and
practitioners for the exchange of information and ideas about reliable software
technologies. We hope they all enjoyed the program as well as the social events
of the 11th International Conference on Reliable Software Technologies.

June 2006 Lúıs Miguel Pinho
Michael González Harbour



Organization

Conference Chair
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Lúıs Miguel Pinho, Polytechnic Institute of Porto, Portugal
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Aoun Raza, Gunther Vogel, Erhard Plödereder . . . . . . . . . . . . . . . . . . . . . 71

Verification

SPARK Annotations Within Executable UML
Damian Curtis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

Runtime Verification of Java Programs for Scenario-Based Specifications
Xuandong Li, Linzhang Wang, Xiaokang Qiu, Bin Lei,
Jiesong Yuan, Jianhua Zhao, Guoliang Zheng . . . . . . . . . . . . . . . . . . . . . 94

Applications

Secure Execution of Computations in Untrusted Hosts
S.H.K. Narayanan, M.T. Kandemir, R.R. Brooks, I. Kolcu . . . . . . . . . 106

A Systematic Approach to Developing Safe Tele-operated Robots
Diego Alonso, Pedro Sánchez, Bárbara Álvarez, Juan A. Pastor . . . . . . 119
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Hierarchical Scheduling with Ada 2005�

José A. Pulido1, Santiago Urueña1, Juan Zamorano1,
Tullio Vardanega2, and Juan A. de la Puente1

1 Departamento de Ingeniería de Sistemas Telemáticos (DIT)
Universidad Politécnica de Madrid (UPM), E28040 Madrid, Spain

{pulido, suruena, jzamorano, jpuente}@dit.upm.es
2 Dipartimento di Matematica Pura ed Applicata

Università di Padova, I35131 Padova, Italy
tullio.vardanega@math.unipd.it

Abstract. Hierarchical scheduling is a basic technique to achieve tem-
poral isolation between applications in high-integrity systems when an
integrated approach is opted for over traditional federation. While com-
paratively heavyweight approaches to hierarchical scheduling have been
prevailing until now, the new scheduling features of Ada 2005 enable
lighter-weight techniques to be used. This will expectedly result in in-
creasing the efficiency and flexibility of hierarchical scheduling, thus en-
abling new ways to developing critical applications in Ada. The paper
explores the new opportunities opened by Ada 2005 and proposes some
concrete techniques for implementing hierarchical scheduling in the new
version of the language.

1 Introduction

High-integrity systems (HIS) are applications with stringent safety or security re-
quirements, in which a failure can have unacceptable consequences [1]. Such sys-
tems are usually required to exhibit a fully predictable behaviour, to which end
comprehensive verification and validation (V&V) processes must be deployed.
The particular approach and techniques that must be used in different appli-
cations are often described in domain-specific certification standards, such as
DO-178B (civil avionics), IEC 601-4 (medical systems), IEC 880 (nuclear power
plants), EN 50128 (European railways), etc. These standards define different
criticality levels (CL), as well as the V&V requirements that must be met by an
application candidate for certification at a given level. The applications in turn
must be classified into the different criticality levels, depending on the severity
of the consequences of a potential failure.

Complex systems are often composed of several applications that may be
classified at differing criticality levels. A common requirement for this kind of
systems is to isolate the most critical applications from the less critical ones, so
that a failure in the latter does not compromise the behaviour of the vital parts
� This work has been supported by the Spanish Ministry of Education, project no.

TIC2002-04123-C03-01.

L.M. Pinho and M. González Harbour (Eds.): Ada-Europe 2006, LNCS 4006, pp. 1–12, 2006.
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of the system. Isolation has often been achieved by building systems according
to a federated approach, i.e. by allocating different applications to different com-
puter platforms. However, the processing power of current processors eases the
adoption of more efficient, integrated architectures in which several applications,
possibly with different criticality levels, share a common computer platform. Un-
der this approach, alternate architectural mechanisms must be sought to provide
the required degree of isolation among applications. The computer platform is
divided into a number of logical partitions, each of which is allocated a share of
the available computer resources, including processor time and memory space.
Each application runs on one of the partitions, and partitions are isolated from
each other both in the temporal and spatial domains:

– Temporal isolation means that a partition cannot use processor time allo-
cated to other partitions as long as the applications running on them are
ready to execute. Temporal isolation ensures that high criticality applica-
tions are not prevented from meeting their temporal requirements by the
misbehaviour of lower-criticality applications. Indeed, the converse is also
true, although not that useful in practical situations. Since high criticality
applications are usually subject to strict validation and verification proce-
dures, in most cases it can be safely assumed that they do not incur overruns.

– Spatial isolation means that a partition cannot access memory outside its
allocated storage space. Therefore, high criticality applications can safely
assume that low criticality applications will not change any data in their
memory space by the effect of misbehaviour.

Temporal and spatial isolation collectively enable high criticality applications to
run in the same computer platform as other, lower criticality, applications whilst
preserving their integrity in the face of faults in the latter, which thus need not
be developed under the same stringent validation and verification processes.

This paper is focused on temporal isolation, for which a new architectural
approach making use of the new Ada 2005 scheduling features is presented. The
concept of hierarchical scheduling as a general approach to temporal isolation
is introduced and discussed in section 2. Section 3 introduces the proposed ar-
chitecture and shows how it can be implemented using the Ada 2005 scheduling
model. Temporal analysis and implementation issues are discussed in section 4.1.
Finally, some conclusions are presented in section 5.

2 Hierarchical Scheduling

2.1 Temporal Isolation

Depending on the granularity of partitioning, a partition contains a number of
execution tasks performing functions with the same criticality level. Appropriate
scheduling and temporal analysis methods (see e.g. [2]) can be used at design
time to ensure that threads running in a partition will not “steal” (by overrun)
processor time budgeted to other partitions. However, since temporal analysis
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is based on design assumptions that may be violated at run time, some kind of
run-time mechanisms (e.g. based on clocks and timers) must be used to warrant
isolation in the face of a possible misbehaviour of the application threads.

2.2 Hierarchical Scheduling

Hierarchical scheduling is a technique that can be used to implement isolation
between logical partitions. The main idea behind it is to use two kinds of sched-
ulers on the same computer platform:

– A global scheduler, which allocates the processor to a partition in accord with
a global scheduling policy. The partition that has the processor at a given
instant is called the active partition.

– A local scheduler, which is used to decide which task among those that
are ready to run within the active partition executes first, following a lo-
cal scheduling policy.

Several schemes are possible for global and local scheduling policies, includ-
ing static scheduling, time slicing, dynamic priorities and fixed priorities. Some
architectural patterns that have been proposed in this framework are fully parti-
tioned architectures and server-based architectures. The main properties of these
architectures are described in the next paragraphs.

2.3 Fully Partitioned Architecture

This architectural pattern entails using a completely separated global scheduler,
and as many local schedulers as logical partitions. When the global scheduler
dispatches a partition for execution, it yields control to the local scheduler in that
partition, which in turn dispatches ready tasks within the partition according
to the local scheduling policy. With this approach, different partitions may have
different local scheduling policies.

A well-known example of this model is the ARINC 653 standard [3] for avion-
ics systems (figure 1). The ARINC global scheduler is a variant of a static
cyclic executive, while the local schedulers are priority-based. Some proposals
to build systems in Ada based on this architecture have been presented in recent
years [4, 5].

The main advantage of this approach is the guarantee of timeliness and pre-
dictability. However, the approach also suffers from the same drawbacks as other
static scheduling methods, for it is rigid and inflexible. It is in fact difficult to
modify the configuration of a system by adding or changing partitions. Moreover,
the communication scheme is very rigid and the problem of allocating sporadic
tasks is hard. All in all, this model approach scales poorly to increasing levels of
architectural partitioning.

Other approaches within the same overall strategy are obviously possible,
however, under the fully partitioned architecture. For example, fixed priorities
could be employed for global scheduling, or else dynamic priorities could be used
at the local level. The strict separation between schedulers at different partitions
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App1 App2App2 App3App3 App1 App2App2 App3App3… …
time

Global scheduler
(time slicing)

Local schedulers
(FPPS) Application 1

Thread 3

Application 2 Application 3

Thread 2

Thread 1

Thread b

Thread a

Thread z

Thread y

Thread x

Fig. 1. Fully partitioned architecture

and the global scheduler enables a rich variety of scheduling methods to be
accommodated under this architecture, although practical considerations and the
apparent need for further research on temporal analysis methods for partitioned
architectures may impair the development of mixed scheduling methods.

2.4 Served-Based Architecture

The server-based architecture goes one step further, adding flexibility to the fully
static partitioned model while preserving a high degree of robustness and staying
comparatively simple to implement. In this architecture the global scheduler is
supplemented by a set of servers (cf. figure 2), which are specialized containers
for executing application tasks. Servers have a capacity of processor time, which
can be replenished at different times. When a server is dispatched for execution,
it in turn dispatches the tasks it serves according to the local scheduling policy as
long as it retains some residual processing time from its original capacity. When
the server capacity is exhausted, it suspends its execution until the capacity is
replenished.

An example of this approach is the FIRST architecture [6], one variant of
which uses fixed-priority pre-emptive scheduling (FPPS) at the global level, and
different kinds of servers to execute the application tasks:

– A periodic server [7] is released with a fixed period. As long as there are any
tasks ready to run, they are executed until the server capacity is exhausted.
If the tasks complete and there is some capacity available, the server remains
idle in case a task is released that can use some of the remaining capacity.
The server capacity is replenished at the beginning of the next period.

– A deferrable server [8] is similar to a periodic server, except that it suspends
its execution if there are no ready tasks to be run. Its capacity is replenished
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Higher
Priority

Lower
Priority

Periodic Server

Deferrable Server

Thread 1

Periodic Server

Thread 2 Thread 3

Thread a

Thread b Thread c

Thread d

Thread 4

Thread 6 Thread 7

Thread 5

Fig. 2. Server-based architecture

at the beginning of the next period, independently of whether it has been
consumed or not.

– A sporadic server [9] is replenished only after its capacity has been ex-
hausted. The amount of capacity to be replenished and the time to do it
depend on the particular way that the tasks are scheduled.

Unlike the fully partitioned architecture, this priority-based method improves
the flexibility of the system substantially, while also keeping a reasonable degree
of timeliness and predictability. An exhaustive discussion of the schedulability
analysis issues arising from the approach has been made in [6]. One distinct
conclusion of the cited work is that periodic servers are best equipped to warrant
the deadline of hard real-time tasks, while also noting the current difficulty of
choosing optimal parameters for the servers.

3 An Architecture Based on Priority Bands

3.1 General Approach

The enhancements to the Ada tasking model included in the new Ada 2005
standard [10, Annex D] enable a new approach to hierarchical scheduling in
which the global and local schedulers are integrated in a single framework. The
new standard keeps fixed priority pre-emptive scheduling (FPPS) as the basic
scheduling mechanism, but it defines a set of new features that extend the Ada
tasking model in some significant directions:
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Higher
Priority

Lower
Priority

Priority Band 1: Local Scheduling Policy = FPPS

Priority Band 2: Local Scheduling Policy = EDF

Priority Band 4: Local Scheduling Policy = Round Robin

Thread 1

Priority Band 3: Local Scheduling Policy = FPPS

Thread x

Thread 2 Thread 3

Thread y

Thread z

Thread 4

Thread 6 Thread 7

Thread 5

Thread a Thread b Thread c

Fig. 3. Priority band architecture

– New dispatching policies. In addition to FIFO within priorities, the new
standard includes non pre-emptive FIFO, round-robin, and earliest-deadline
first (EDF) dispatching.

The nice properties of the ceiling locking policy for protected object ac-
cess are preserved when using the new dispatching policies (including EDF)
by redefining it in such a way that it is equivalent to the stack resource
protocol [11].

– Mixed dispatching policies. The new pragma Priority_Specific_Dispatching
enables different task dispatching policies to be used within a range of prior-
ities. Again, the new definition of the ceiling locking policy ensures bounded
priority inversion even when protected objects are used by tasks running
under different dispatching policies.

This tasking model suggests an integrated hierarchical architecture in which
partitions are implemented as sets of tasks that are assigned priorities within a
priority band. The global scheduling policy is FPPS, and the local scheduling
policy is the task dispatching policy used in the priority bands assigned to the
different partitions (cf. figure 3). This has the advantage of a greater simplicity
and flexibility with respect to the server-based architecture.
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Example 1.1. Sporadic task pattern

t a sk body Event_Handler i s
−− d e c l a r a t i o n s , i n c l u d i n g D of type Data
Minimum_Separation : cons tan t Ada . Real_Time . Time_Span

:= . . . −− some a p p r o p r i a t e v a l u e
Next : Ada . Real_Time . Time ;

beg in
−− I n i t i a l i z a t i o n code
l oop

Event_Object . Wait (D) ;
Next := Ada . Real_Time . C lock + Minimum_Separation ;
−− Non−su spend ing even t h and l i n g code
de la y u n t i l Next ;−− t h i s e n su r e s minimum tempora l s e p a r a t i o n

end loop ;
end Event_Handler ;

However, relying on scheduling only for temporal isolation between tasks be-
longing to different logical partitions (and possibly with different criticality lev-
els) is not enough, as some scheduling-related assumptions might be violated at
run-time. The main sources of timing errors are:

– Violations of the arrival models of sporadic tasks (e.g. a sporadic task being
activated more often than stipulated).

– Overruns of execution time with respect to the WCET value considered in
the off-line feasibility analysis.

Both forms of run-time misbehaviour can result in an overload situation whereby
one or more tasks may miss their deadlines, which is clearly unacceptable for
high-criticality tasks. However, Ada 2005 provides some mechanisms which can
be used to detect overload situations at run time and react to them in an
appropriate way:

– Minimum inter-arrival times for sporadic tasks can be enforced, like in Ada 95,
by using a delay until statement. Example 1.1 shows a sporadic task pattern
taken from [12] that follows this approach.

– Overruns of budgeted execution time can be detected by using the execution-
time timers and group budget timers that have been introduced as novel
features in Ada 2005 [10, D14]. Example Example 1.2 illustrates the use of
these mechanisms.

Execution-time timers can be used to detect overruns at the task level, while
group budget timers can be used to limit the total execution time of a group
of tasks. This mechanism can be used to enforce temporal isolation between
partitions, as explained in the next section.
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Example 1.2. Programming example
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3.2 Mapping Partitions to Ada 2005

The above approach can be used to map a system with several applications,
possibly with different criticality levels, to a set of Ada 2005 tasks with inter-
partition temporal isolation.

The main architectural rule is to allocate a priority band to every logical
partition. The priority band for a partition should contain as many different
priority levels as tasks in the partition, so that each task can have a distinct
base priority if required. We assume that task priorities are static, except for
priority inheritance under the ceiling locking protocol.

The way of assigning priorities to partitions should be directly linked to their
criticality levels, i.e it seems reasonable that the partitions with the higher criti-
cality levels are allocated higher priority bands than lower criticality ones. In this
way, if an overrun occurs, tasks belonging to low-criticality partitions will miss
their deadlines before tasks in higher criticality partitions do. Of course, this
priority assignment is not optimal, in contrast with other well-known priority
assignment methods [13, 14, 15]. This sub-optimality means that the achievable
processor utilization may be inferior to what could be attained with an optimal
priority allocation. In practical developments however the theoretical utilization
limits attained by the optimal methods are seldom sought and reached.

Communication between tasks in the same partition is mediated by protected
objects in the usual style. Inter-partition communication can also be realized
with protected objects, but in that case the ceiling priority of the protected
object used for it will always be in the priority band of the highest priority
partition. This ensures that the criticality level of the latter is also preserved
when executing protected operations. If any partition uses the EDF policy, the
stack resource protocol (SRP) ensures a minimal amount of blocking for the
highest criticality task too.

Temporal isolation is attained by design, confirmed by temporal analysis, and
preserved by execution-time timers at run time. A group budget is allocated
to each partition, and all tasks in the partition are added to the group. If the
budget is exhausted, a handler procedure is invoked to take corrective actions,
which in general are application-specific.

The main advantage of the priority bands architecture is the great flexibility
it offers to the designer. Contrary to the statically partitioned architecture, mod-
ifying the system is comparatively inexpensive, while communications between
partitions can be much more easily accommodated. Besides, the fact that the
facilities required for its realization are all included in the Ada 2005 standard
eases the development process and increases portability. Response time analysis
methods for this approach are discussed in the following section.

Example 1.2 illustrates a partitioned system containing three applications
with three different criticality levels. The scheduling policies are FPPS for level
A, EDF for level B, and round-robin for level C. The applications are composed of
several tasks which are allocated base priorities within priority bands in accord
with their criticality levels. There is a group budget for each priority band,
which includes tasks with the same criticality level. Each task group is attached
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a handler that is in charge of executing the appropriate code if any of tasks in
the group should attempt to execute longer than stipulated.

4 Related Issues

4.1 Response Time Analysis

Temporal analysis is usually required as part of the verification and validation
process to be performed in high-integrity systems. The best known temporal
analysis methods are usually grouped under the term Rate-Monotonic Analysis
(RMA) [16] or Response Time Analysis (RTA) [17]. The current form of analy-
sis deals with periodic and sporadic tasks with arbitrary deadlines, precedence
relationships, communication through shared data, as well as multiprocessor
and distributed systems, using fixed-priority scheduling [18]. Similar results are
available for analysing systems based on EDF scheduling [19, 20, 21].

Hierarchical scheduling, on the other hand, is comparatively new, and signif-
icant research work has still to be performed to develop or to adapt temporal
analysis methods to new scheduling architectures. Some promising results have
already been produced [22, 6], and especially [23], but their applicability to the
proposed scheduling model is still to be explored.

4.2 Spatial Isolation

Although we regard it as outside the scope of this paper, spatial isolation is a
mandatory requirement for systems that integrate mixed criticality applications.
We are currently exploring two complementary approaches to spatial isolation
in systems with hierarchical scheduling. The first one is using SPARK and static
flow analysis, as shown in [24], to ensure that non-critical code cannot modify
critical data. The other one is based on using specialized hardware mechanisms
to enforce isolation between the storage spaces of the different applications at run
time, as it is usually done in many operating systems. However, this technique
cannot be used in some hardware platforms commonly used in the aerospace do-
main, that only have rudimentary mechanisms (e.g. fence registers) for memory
protection.

5 Conclusions

This paper has illustrated a method for scheduling tasks with mixed criticality
requirements. The proposed method can be used to enforce temporal isolation
between applications with different levels of criticality. Applications are realised
as groups of tasks with prescribed time budgets, which warrant that no single
task group may ever overrun into the processor time allocated to another group.
Each task group is assigned a band of contiguous priorities, within which specific
local dispatching policies can be enforced. This method, which protects logical
partitions by advanced use of current scheduling theory, permits to implement
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high-integrity systems following an integrated approach and therefore gain a
precious extent of design flexibility.

The concrete implementation of the proposed architectural approach is greatly
facilitated by the use of new real-time features of the new Ada 2005 standard, and
in particular: mixed scheduling policies and group budget timers. We contend
that this result is only an initial manifestation of the expressive power provided
for by the Ada 2005 standard for the construction of new-generation real-time
systems.
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Abstract. Ada has long been used for developing safety-critical systems, and the
upcoming Ada 2005 language revision extends this support. For various reasons
Java has not been a serious choice in this domain. However, recent work based on
the Real-Time Specification for Java promises to make Java technology a credible
alternative. This paper discusses and compares Ada and the RTSJ with respect to
the requirements for safety-critical systems, in particular how they can serve as
the basis for subsets that can be used for developing safety-certified software.

1 Introduction

Software is safety-critical if a failure can directly cause loss of human life or have
other catastrophic consequences. Correctness needs to be demonstrated with high
assurance, and regulatory agencies in safety-critical industries typically require system
providers to meet stringent certification requirements, e.g. DO-178B [1] in commercial
aviation.

A major factor affecting the development of safety-critical software is the choice of
programming language. But there is a dilemma: features with the expressive power to
make a system easier to design, implement and maintain — e.g., Object-Oriented Pro-
gramming — also bring semantic complexity that makes the resulting software harder
to certify. This is especially true for features requiring run-time support.

This conflict is resolved in practice by defining language subsets (also known as pro-
files) that exclude features that might interfere with safety certification. But this still
raises several issues. A language may have semantics with intrinsic safety certifica-
tion problems that cannot be addressed by subsetting, and there is also the difficulty of
deciding what should be in the subset, and who (the language designer, the compiler
implementor, or the programmer) should make the choices.

In practice there have been a range of approaches. Ada has proved to be a viable
basis for safety-critical subsets, as evidenced by SPARK, which emphasizes a partic-
ular approach towards demonstrating program correctness, and by various Ada com-
piler implementations targeted to the safety-critical community. C (and thus C++) are
less safe starting points, but the guidelines in MISRA-C [2] intend to avoid C’s inse-
curities and error-prone features. Java, in particular the enhanced platform known as
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real-time Java,1 is currently attracting interest from both the research community and
from organizations using Java in systems that have safety-critical requirements.

This paper focuses on Ada2 and real-time Java, discussing how each can serve as
the basis for safety-critical subsets (specifically with respect to the certification issues
raised by the DO-178B guidelines).

2 DO-178B and Programming Language Issues

DO-178B comprises a set of 66 “guidelines” that apply to the development of software
for commercial aircraft systems.3 The document defines five increasingly stringent lev-
els of criticality, from Level E (lowest) through A (highest). Levels A and B apply to
systems whose failure may cause loss of life and are thus considered safety critical.

DO-178B’s emphasis is on ensuring the soundness of the process used to build the
software, as opposed to directly showing that the resulting software product is cor-
rect. Compliance with DO-178B involves the preparation of many certification artifacts
(generally documentation of various kinds), adherence to configuration management
and quality assurance procedures, and a focus on testing.

2.1 General Requirements

With its emphasis on process, DO-178B says very little about the programming lan-
guage that is to be used. The document likewise says very little about specific features.
Nevertheless, from those guidelines that relate to the software verification process it is
possible to infer four main requirements that must be met by a language (or language
subset) that is used for developing software for systems at levels A or B:

Reliability. The language should encourage the development of readable, reliable soft-
ware (no “traps and pitfalls”). This means early error detection, compile-time check-
ing, intuitive lexical and syntactic properties, and similar sorts of features.

Predictability. First, the programmer must be able to know the exact effect of the pro-
gram’s execution. Thus the language semantics needs to be precisely defined — no
implementation dependences or undefined behavior. Second, it must be possible to
demonstrate statically (before program execution) that time/space constraints will
not be exceeded: deadlines are met, and storage is not exhausted or fragmented.

Analyzability. Several DO-178B guidelines deal with code analyzability in connec-
tion with testing. For example, requirements- and structure-based coverage analysis
must guarantee that all software requirements are implemented and that there is no
“dead code” that is present in the system but does not correspond to requirements.
Structural coverage analysis is particularly stringent at Level A, for example requir-
ing “modified condition decision coverage” for boolean expressions, and analysis

1 We use the term real-time Java to mean the Java platform extended with real-time functionality
and predictability, as defined in the Real-Time Specification for Java [3].

2 Unless indicated otherwise, Ada in this paper refers to the Ada 2005 language revision cur-
rently in progress [4].

3 The guidelines are not specific to aircraft systems and may be used more generally on any
system where high confidence in predictability, reliability and safety is required.
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at the object code level when there is not direct traceability from source to object.
Language features may either help or interfere with performing such analyses.

Expressiveness. Safety-critical systems almost always have real-time constraints and
deal with hardware interrupts, shared memory, and other low level issues. The pro-
gramming language (or language subset) needs to support such functionality.

2.2 Language Feature Issues

The requirements just described have tradeoffs, and advances in language technology
sometimes complicate compliance with DO-178B.

High-Level Features [Predictability, Analyzability]. Programmers use high-level con-
structs since it saves development time. For example, array slice assignment in Ada
is better than writing a loop with element-by-element assignment. However, for
the slice assignment the compiler may generate code that contains implicit loops
and conditionals. This may be problematic at Level A, for structural coverage at
the object-code level. Recursion can simplify some algorithms, at the sacrifice of
storage predictability. Subprograms as run-time objects are often useful, but they
complicate coverage analysis.

Encapsulation [Analyzability]. The “black box” principle — “clients” of a module
can access only the module’s interface and not its implementation — is a basic
tenet for robust software design. However, such “information hiding” may be in
conflict with the DO-178B guidelines for structural coverage analysis.

Object-Oriented Programming. OOP raises several serious issues with respect to
safety certification. especially with respect to traceability. For example:

• Inheritance [Reliability, Analyzability] semantics may lead to several kinds of
programming errors: accidental overloading of a method when the intent was to
override, or accidental overriding when the intent was to overload or introduce
a new method. Inheritance may also exacerbate data coupling (dependence of
subclass on fields in superclass) and complicate analysis.

• Polymorphism [Predictability, Analyzability] requires pointers and generally
involves dynamic allocation. That raises the issue of memory management /
fragmentation / garbage collection. Interface types (as in Java and Ada 2005)
complicate analysis since a variable of such a type can reference any object
from any class that implements the interface.

• Dynamic binding [Analyzability] presents serious issues for structural cover-
age analysis. Unlike a case statement, where the effect (and thus the analysis)
is known to be local to the statement itself, a dynamically bound method call
may invoke code distant from the context of the call itself.

Generics [Analyzability]. Generics (“templates”) are key to successful code reuse, but
for safety certification each instantiation must be analyzed individually. Since a
generic instance does not directly correspond to source code provided by the devel-
oper, generics can be more difficult to certify than the equivalent program with the
expanded instance explicit in the source text.
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Inline expansion [Predictability, Analyzability]. Inline expansion raises issues similar
to generics and also introduces implementation dependences (the compiler may or
may not expand invocations inline).

Facilities Requiring Run-Time Support [Predictability, Analyzability]. Exception
handling, concurrency, and memory management require implementation-provided
run-time libraries. Even features that are part of the “static semantics” may result in
code that was not explicitly provided by the program (for example “type support”
routines for assignment and equality). The generality of the language can make
certifiability impractical or impossible for such libraries.
The semantics of dynamic features can significantly complicate coverage analysis
for application code. With exceptions there may be “catch-all” handler code that
is not easily exercised, and throwing an exception may require dynamic allocation.
Concurrency features greatly increase the number of control paths in a program and
may introduce timing dependences that are difficult to analyze.
Coverage issues likewise arise for the Application Program Interface. Sometimes
the largest advantage of a programming language is the set of libraries that accom-
panies the implementation (math packages, etc.), but if these are not certifiable then
they cannot be used in a safety-critical program.

Compiler Optimizations [Predictability, Analyzability]. In order to improve run-time
performance, modern compilers may generate code that is not directly traceable
to the source program. Optimization also interacts with exception handling (e.g.,
if an exception is raised in an expression that has been moved) and concurrency
(caching of shared data in thread-local memory). These kinds of issues significantly
complicate coverage analysis.

These issues are receiving attention, since there is interest (especially from develop-
ers) to use many of these features in safety-critical code, and the impact on certification
must be understood by all parties. During recent years several workshops have focused
on these topics; one of the results is a 4-volume handbook [5] that analyzes the is-
sues raised by Object-Oriented Technology. The following sections show how Ada and
real-time Java address such issues.

3 Safety-Critical Support in Ada

Ada addresses the requirements in Section 2.1 by including features that help, and by
allowing the program to exclude features that complicate, safety certification.

3.1 Reliability

Ada was designed with an emphasis on reliability, with features such as strong typing,
run-time checks, avoidance of error-prone syntax, and many others. For example:

• Valid attribute. With this attribute the programmer can check whether a scalar
object that is set from an external device has a valid value. This seemingly simple
problem was difficult to solve in Ada 83.
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• Prevention of dangling references to declared entities. Ada’s access type rules pre-
vent creating a “pointer” to a data object or subprogram whose lifetime could be
shorter than that of the pointer.

• Specification of intent on operation inheritance. Ada 2005 has syntax that allows
the detection (at compile time) of unintended overriding or non-overriding.

• Task activation control. Ada 2005 has introduced rules for “atomic” elaboration;
this prevents interrupts during package elaboration from invoking handlers that ref-
erenced uninitialized data.

• pragma Assert. Ada 2005 has defined a pragma that allows the assertion of a
boolean condition, with program control over the effect when the condition is false,
for example by raising an exception.

But Ada also has features that can lead to hard-to-detect errors. Providing dynamic al-
location but not requiring garbage collection, Ada places storage reclamation responsi-
bilities on the programmer. This entails either unchecked deallocation (risking dangling
references) or reusable object pools (requiring careful analysis to use correctly) to avoid
storage leakage.

3.2 Predictability

Any language design has to make tradeoffs among deterministic semantics, program
efficiency, and implementability across a wide range of processors and operating sys-
tems. For example, if an expression can have side effects then order of evaluation is
important. But if the language rules dictate order of evaluation, optimizations become
more difficult. As another example, if the concurrency features have specific rules for
task dispatching, ready queue placement, and the effect of priorities, then the language’s
implementation on some platforms may be difficult or inefficient. If it lacks such speci-
ficity, then a program may have different effects on different platforms.

Ada 95 offered a partial solution to this dilemma by separating the standard into
the core language and the specialized needs annexes. For some kinds of features (e.g.,
tasking) the core language is intentionally permissive, with constraints added in the
Systems Programming or Real-Time Annexes.

However, as a compromise, this approach left a number of areas with nondetermin-
istic semantics. The use of various features may result in erroneous execution, bounded
errors, or unspecified or implementation-defined behavior. Examples include the effect
of reading the value of an uninitialized object, elaboration order choice, and dependence
on the parameter passing mechanism (by copy versus by reference).

Beyond the general issue of deterministic semantics, there is also the potential prob-
lem of implementation decisions that interfere with a program’s time or space pre-
dictability. An example is the possibility of implicit use of the heap for unconstrained
discriminated records or functions returning unconstrained arrays.

Solving such issues requires one or more of the following:

• Analyzing the program to ensure that the effect does not arise (e.g., no reads of
uninitialized data)

• Adhering to a restricted subset that does not contain the feature in question (e.g.,
avoiding elaboration order nondeterminism by ensuring that all library-level pack-
ages can be specified with pragma Pure or Preelaborate)
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• Knowing any relevant implementation decisions so that the program effect (includ-
ing time and space behavior) is deterministic

3.3 Analyzability

Given the size and generality of the full Ada language, arguably the most important fea-
ture for safety-critical systems is a pragma that indicates what a program is not doing:
pragma Restrictions. Indeed, Ada may best be regarded not as a single language
but rather as a family of languages. This is important because there is no such thing
as the safety-critical subset of Ada; instead pragma Restrictions provides a frame-
work that allows a programmer to define the subset needed for his or her application.
Sometimes a set of restrictions collectively is useful, and Ada 2005 introduces pragma
Profile as a higher level mechanism for this purpose. The now-classic Ravenscar con-
currency restrictions [6] are captured in this fashion: pragma Profile(Ravenscar).

An attempt to define a “one size fits all” safety-critical subset is problematic, since
the features that need to be restricted depend on the sorts of analyses that will be carried
out.4 This point is discussed and illustrated extensively in [7].

However, the utility of pragma Restrictions depends on how it is supported in
practice. An implementation is permitted to “bundle” restrictions, for example by sup-
plying some fixed number of versions of its run-time support libraries. A program that
needs some but not all of the facilities in one of these libraries will end up with the
entire library, including features that might not be desired. This will require extra ex-
pense for certifying software that is not needed (and will also require explanation to the
certification authorities as to why such deactivated code is present).

It is much more useful if the implementation is more flexible, supplying run-time
support for a feature only if the feature is actually used in the program. This à la carte
style is provided in some current Ada implementations, for example AdaCore’s High
Integrity Edition of GNAT Pro.

Ada 95’s Safety and Security Annex included several pragmas designed to assist
with safety certification-related analysis. In practice most of these pragmas have been
too weakly specified to have much of an effect, although Normalize Scalars can help
in ensuring a deterministic set of initial values.

Ada’s exception handling mechanism raises certification issues regarding library
complexity and unreachable handler code.

Ada’s high-level nature presents specific challenges to analyzability, but again an
implementation can allow the user to specify relevant restrictions. For example, since
generated code may contain loops or conditionals that were only implicit in the source
program, an implementation may allow the user to prevent such code from being gen-
erated. (The compiler will either generate alternative code, possibly less efficient, or
reject the program if no such alternative is available.) As another example, an imple-
mentation may restrict the use of exception handling, e.g. only for “last chance” code
that runs before program termination.

4 This is not to argue against the utility of well-defined subsets such as SPARK, but it might
be noted that the SPARK subset is derived from a particular approach to program verification.
Other approaches could give rise to other subsets.
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Unlike other languages, encapsulation in Ada does not conflict with coverage analy-
sis. It is possible to define a test procedure as a child unit, whose body then has full
visibility onto the “state” data encapsulated in the specification of private child package.

3.4 Expressibility

Ada provides excellent support for low-level and real-time programming, both of which
are typically needed in safety-critical systems. It also is a methodology-neutral lan-
guage; if OOP is needed then it is available. If OOP is not needed then traditional
language features can be used. It is also possible to use Ada 83-style Object-Oriented
Design, or Ada 95 tagged types with type extension, but to exclude complicating fea-
tures such as polymorphism (class-wide types) and dynamic binding

Ada’s concurrency model is a good fit for the requirements of safety-critical pro-
gramming, as is evidenced by the Ravenscar profile.

Ada may be judged weak in the area of distribution and networking, since it lacks
many built-in language features or libraries for these domains. However, Ada’s Dis-
tributed Systems Annex ensures type safety across partitions, and equivalent semantics
when partitioning the application. In addition, Ada has extensive standard facilities for
interfacing with code in other languages. Thus if there is a certified library available in
C, it can be incorporated into an Ada application.

Other Ada limitations include the absence of built-in constructs or library support for
common idioms such as periodic tasks. The language also lacks a general annotation
facility; SPARK, for example, uses specially interpreted comments.

3.5 Summary

Ada in its entirety is too large a language for safety critical systems, but subsetting is
allowed and indeed facilitated by the Restrictions and Profile pragmas. It is strong
in terms of underlying reliability features, expressibility, and its flexibility in subsetting.
It has a proven track record in the safety arena and in several areas has advanced the
state of the art: SPARK, which has demonstrated the practicality of applying rigorous
methods to demonstrate correctness of large systems; Ravenscar, which has shown that
concurrency features can be used in safety-critical code.

Ada’s main potential drawback is with respect to portability in the context of certi-
fication. Although Ada in general supports portability well, a program with restrictions
that allow certification in one implementation might not be certifiable in another. This
is due both to Ada’s flexible approach to subsets and to its various semantic imple-
mentation dependences. This may be an issue more in theory than in practice, since
certification details tend to be rather implementation specific even for language features
that are portable.

4 Safety-Critical Support in Java

Java [8] was certainly not designed for safety-critical programming, but it is still useful
to assess the language as a whole with respect to the requirements in Section 2.1. This
will identify problems that must be addressed in a safety-critical subset and will also
point to intrinsic issues that will arise in subsets as well as the full language.
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4.1 Reliability

Java was designed in response to known insecurities in C and C++ and has many fea-
tures that support reliable programming. However, it also has some shortcomings. Its
primitive numeric types are weakly typed and do not provide a mechanism for defining
range constraints. The solution, to define a class with the numeric data as a field, brings
run-time overhead (dynamic allocation of new objects) and some notational clumsiness.
The signed integer types have “wraparound” semantics on overflow, resulting in the
counterintuitive effect that the sum of two positive numbers may be negative. Java car-
ries over the C/C++ syntactic framework almost intact, thereby inheriting a number of
programming pitfalls. These include poorly human-engineered numeric literals (what is
the value of 0XF000000000000000?), susceptibility to “dangling else” problems, and
errors stemming from the use of “=” for assignment. In the OOP area, although Java
1.5 has an annotation, @override, that detects the error of introducing a new or over-
loaded method when the intent was to override an inherited method, it lacks a facility
for addressing the symmetric situation: overriding an inherited method when the intent
was to define a new one. Typographical errors or spelling mistakes can result in legal
programs with subtle-to-detect bugs. The semantics for class loading can lead to some
unexpected effects, with a static field accessed before its explicit initialization value has
been assigned. The Java concurrency model is low-level and contains many subtleties
(for example with the use of synchronization and the wait / notify mechanism) that can
lead to hard-to-detect errors or race conditions. Java allows a function to be invoked as
a statement. If this is done unintentionally the program will compile and run but might
not give the expected result.

Most of these shortcomings are intrinsic and will apply to subsets as well as to full
Java. The thread model problems are somewhat addressable through a combination
of an API and a set of restrictions on thread methods (e.g., prohibiting explicit calls
on wait and notify). However, the mutual exclusion mechanism – synchronized
code and methods – is basic to Java semantics. Since all arrays and class instances are
dynamically allocated, “locking” a data structure is more complex in Java (since the
data structure may comprise discontiguous parts) than in other languages.

These are not necessarily fatal flaws—it is, after all, possible to certify systems
written in C and assembly language. However, their effect is to make the certification
process more complex and thus more expensive.

4.2 Predictability

One of Java’s strengths is its well-defined semantics, at least for sequential programs.
Like Ada, and in contrast to C or C++, Java defines the effect of run-time conditions
such as array index out of bounds and storage overflow. But Java goes much further.
Decisions that are implementation dependent or unspecified in other languages—such
as order of evaluation in expressions, the effect of referencing uninitialized data, the
interaction between optimizations (code motion) and exceptions—are specified deter-
ministically in Java.

However, some issues still arise. One is the effect of finalization. Java allows the
user to override the finalize method for a new class; during garbage collection for
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any object of this class, finalize will be invoked. However, there is no guarantee
when garbage collection is performed.

The other major area where Java semantics are ill-defined is the thread model. Prior-
ities are not guaranteed to be used for thread dispatching; priority inversions and other
anomalies are possible.

Beyond these issues of deterministic semantics, there is also the issue of how the
language supports programs whose run-time resources (particularly space and time
requirements) must be predictable. In this area Java presents major challenges:

• Memory Management
One of the major strengths of Java is its provision of automatic garbage collection.
However, the presence of garbage collection does not prevent memory leaks. More-
over, a program may suffer from unexpected GC-induced interruptions that defeat
analysis of time predictability.

• Real-Time Deadlines
Safety-critical systems generally have real-time constraints, with hard deadlines
that must be met. The Java thread model’s nondeterminism, and interference from
the Garbage Collector, defeat this requirement:

• Java Virtual Machine Issues
Java is different from traditional languages in that its execution platform is gener-
ally a software (JVM) environment. This is not essential, and there are Java com-
pilers that generate code for standard hardware processors. However, if a JVM is
used, several issues arise. Most significant is the need to certify the JVM itself,
a formidable undertaking in view of Java’s rich run-time semantics. There is also
the problem that some JVM instructions take an unbounded amount of time (e.g.
athrow for exception propagation), complicating analysis of time predictability.

4.3 Analyzability

As a modern, highly dynamic, “pure” Object Oriented Language, Java suffers from
many of the issues identified in Section 2.2.

There is no Java analog to Ada’s pragma Restrictions. Thus subsetting will be
decided by individual Java implementations, or perhaps as the result of a Java Com-
munity Process effort. In either case there is a potential loss of flexibility with respect
to analysis techniques, if the specific subset contains features that are outside the set
allowed by a user’s analysis approach.

4.4 Expressibility

On the positive side, Java does provide class libraries for functionality such as network-
ing and distribution. However, these libraries would need to be rewritten if they are to
be used for safety-critical systems, with careful attention paid to memory management.

Java also supplies annotations (in V1.5), which can be useful for describing statically
analyzable properties.

Java is weak with respect to “systems programming” level features. This is alleviated
in part by some of the facilities provided by the RTSJ, but it is likely that low-level
programming will require native code, which will complicate certification.



22 B.M. Brosgol and A. Wellings

A more encompassing issue is that Java is a “pure” Object-Oriented Language. It is
possible to program in Java without using the dynamic OO features—for example with
all methods static or final—but that would result in a style that is distinctly non-Java-
like. This is an intrinsic issue; it will arise for any subset.

4.5 Summary

The fact that full Java is not appropriate for safety-critical programming is no surprise.
The question is whether the impediments can be removed by restricting the language
features to a “safe subset”, by providing a specialized API, or both.

Although there is no equivalent of SPARK for Java, this problem has to some extent
been addressed in other contexts, in industries that, while not safety-critical, demand
high reliability and security. As one example, a subset of the Java platform for smart
cards [9] removes a number of complex features such as multithreading and garbage
collection; class loading is also more restrictive. And there has been some work on
formally defining Java’s syntax and semantics [10].

As the Java language has evolved, features have been added that are useful for safety-
critical programming (and that thus might be candidates for inclusion in a safety-critical
subset). These include annotations and the assert statement (although, as in Ada, the
assert statement raises issues of coverage analysis for exception handling code that is
only executed when “impossible” conditions occur).

5 Safety Critical Support in the Real-Time Specification for Java

This section describes how the RTSJ addresses the safety-critical requirements pre-
sented in Section 2.1.

5.1 Safety-Critical Issues

The RTSJ was designed to address Java’s shortcomings in the real-time area, and not to
serve as an API for safety-critical applications. Nonetheless, many features that satisfy
real-time goals also support safety-critical development, so it is useful to see how the
RTSJ rates against the requirements of Section 2.1.

Reliability. The RTSJ inherits Java’s semantic underpinnings and has both the advan-
tages and disadvantages of full Java with respect to reliability. Thus most of the
Java problems cited in Section 4.1 also arise in the RTSJ. An exception is the thread
model; the problems in full Java have been largely solved by the RTSJ.

Predictability. The RTSJ addresses the major predictability issues with Java. It re-
solves the underspecified semantics of the general Java thread model, and provides
a mechanism (scoped and immortal memory) that can serve as an adjunct to or
replacement of the garbage collector. A few issues still arise, however. One is the
presence of optional features in the RTSJ (for example, the Priority Ceiling Em-
ulation policy for monitor control). Also, some RTSJ aspects are implementation
dependent, such as the placement of preempted threads in ready queues.
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Analyzability. There are obviously features that would be too complicated for certifi-
cation and that would thus need to be excluded or substantially restricted, such as
asynchronous transfer of control, the general scoped memory model, the full mech-
anism for monitor control policies, and “on line” (run-time) feasibility analysis. On
the other hand, a number of RTSJ features are designed to support analyzability,
such as the cost and deadline data supplied to various constructors.

Expressibility. The RTSJ supports idioms (periodic, aperiodic and sporadic real-time
threads and asynchronous event handlers) that will be useful for safety-critical ap-
plications. It also adds some classes that help with low-level programming. On the
other hand, the “pure” Object-Oriented nature of Java means that expressing tradi-
tional (non-OO) functionality may have a style that is awkward. And although Java
is rich in support for distributed applications, distribution was outside the scope of
the RTSJ.

In summary, the RTSJ has demonstrated the feasibility of solving Java’s most substan-
tive predictability challenges — thread issues and garbage collection problems — in a
way that makes sense for real-time programs. It is thus reasonable to consider the RTSJ
as a starting point for the design of a safety-critical profile.

6 Defining a Safety-Critical RTSJ Profile

Early work has focused on providing a Ravenscar-like profile [11] and its associated
real-time JVM [12]. More recently, work within the European High-Integrity Java Ap-
plications (HIJA) project — www.hija.org — and under the auspices of The Open
Group’s Real-Time and Embedded Systems (RTES) Forum have begun to take this ap-
proach forward in an attempt to produce an industrial standard, which is planned for
development under Sun Microsystems’ Java Community Process and which, at a later
stage, might be submitted to ISO. No clear agreements have yet emerged out of the
RTES Forum yet, so this section will discuss the models proposed by Ravenscar-Java
and the HIJA project. These are serving as input to the RTES Forum’s deliberations.

The Memory Management Model. Both Ravenscar-Java and the HIJA high-integrity
subset use a limited form of scoped memory in order to allow dynamic allocation with
predictable reclamation and avoidance of fragmentation. Ravenscar-Java allows a single
scope per schedulable object and assumes that each application program executes in
two phases: an initialization phase and a mission phase. In the initialization phase, all
non-time-critical activities and initializations that are required before the mission phase
are carried out. This includes loading all the classes needed in the application, and
running static initializers. In the mission phase the application is executed, with each
schedulable object s treated as comprising a sequence of releases. Any objects allocated
during one release go in s’s scoped memory and are deallocated on completion of the
release. Static analysis based on annotations can detect reference assignment errors.

In the HIJA proposal, a recovery phase is added, and nested scoped memory areas
are allowed, but there is no sharing of scopes between the schedulable objects (except
the initial-scope memory area). Recovery consists of exiting the initial scoped memory
area and re-entering to re-initialize the entire system.
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The Concurrency Model. Both Ravenscar-Java and the HIJA proposal support a sub-
set of the RTSJ concurrency model. Among the restrictions:

• Each schedulable object must have either periodic or sporadic release parameters
(aperiodic release parameters are not supported).

• The only scheduler is the default preemptive priority-based scheduler (FIFO within
priority) with exactly 28 priorities. There is no support for dynamic priorities.

• Deadline misses are detected but there is no support for CPU-time monitoring.
• Shared objects are from classes with synchronized methods. The synchronized

statement is not allowed. Suspension is prohibited within a synchronized method.
• Priority inversion is controlled by use of the Priority Ceiling Emulation policy. The

default ceiling priority is the maximum priority supported by the default scheduler.
• Complicated features, such as asynchronous transfer of control, are prohibited.

Safety-Critical Issues with RTSJ Profiles. In summary:

• Reliability. These issues are the same as for the RTSJ.
• Predictability. The profiles supply deterministic semantics and require support for

Priority Ceiling Emulation.
• Analyzability. The profiles remove the RTSJ features that compromise analyzabil-

ity, although they do this to different degrees. Ravenscar-Java is simpler and thus
easier to certify than the HIJA approach.

• Expressibility. The essence of a subset is reduced functionality, so an issue that
will be open until there is actual application experience is whether the profiles’
restrictions introduce unacceptable stylistic complexity. For example, Ravenscar-
Java’s assumes that an application comprises an initialization phase and a mission
phase. This may be overly constraining (it is sometimes useful to have a “warm
restart” with initialization repeated; this is allowed in the HIJA profile).

7 Comparison and Conclusions

Table 1 (page 25) summarizes the main points of comparison between Ada and Real-
Time Java with respect to their suitability as the basis for safety-critical subsets.

Ada and Java represent rather different starting points for the definition of safety-
critical subsets. Ada has an established history in this domain, as illustrated by SPARK
and vendor-supplied profiles. The Ravenscar profile showed that Ada’s concurrency
features could be used for certifiable systems; there was no need to use the methodolog-
ically fragile cyclic executive style. Pragma Restrictions may be a real breakthrough
in safety-critical technology, offering the programmer the opportunity to develop sys-
tems with precise control over which features are needed and to choose the subset based
on the planned analysis techniques. Ada has reliable underpinnings; there are few if any
intrinsic issues that cause problems for a subset. And being methodologically neutral,
Ada supports traditional development techniques as well as OOP at whatever level the
programmer needs (for example it is possible to use type extension but not polymor-
phism or dynamic binding).
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Table 1. Comparison of Ada and Real-Time Java for Safety-Critical Systems

Ada Advantages Real-Time Java Advantages

Reliability • Secure syntactic foundation, avoiding
Java’s C-based pitfalls

• Stronger typing, especially for the
numeric types

• Specific features such as named
associations, Valid attribute

• Intuitive semantics for signed integer
arithmetic overflow

• Prevention of dangling references
(no explicit deallocation)

• Prevention of references to
uninitialized values

• Prevention of unreachable code

Predictability • Specific features with predictable
time/space behavior, such as
non-blocking protected operations, and
Suspension Objects

• Absence of Garbage Collector

• Avoidance of implementation
dependences and unspecified
behavior

• Provision of automatically reclaimed
non-heap memory areas

Analyzability • General framework (Restrictions,
Profile pragmas) for defining
analyzable subsets

• Child unit as test procedure for
package with hidden “state”

• Built-in framework for feasibility
analysis

Expressibility • Support for classical (non-OO)
development

• Support for low-level programming,
interfacing with other languages

• Support for common real-time
idioms and release characteristics

• Useful features in Java 1.5, such as
annotations

Ada also has some disadvantages. The flexibility of pragma Restrictions brings
possible portability issues, and there are a number of cases in Ada where the semantics
is not completely specified (e.g., bounded errors or implementation defined behavior).

Java is a much newer technology for the safety-critical domain, and the Real-Time
Specification for Java serves as a possible starting point. Its advantages include protec-
tion against dangling references, and explicit support for idioms such as asynchronous
event handlers and periodic realtime threads. Work in progress (on the Ravenscar-Java
and HIJA profiles) thus far shows that safety-critical profiles of real-time Java are fea-
sible. On the other hand, there are intrinsic Java issues with any subset. The C-oriented
syntactic framework can lead to errors, and Java’s status as a “pure” OO language can
result in clumsy style for programs that do not need OOP. The RTSJ’s scoped mem-
ory mechanism, even in its simple forms, is new and will require a different style of
programming than what Java and real-time developers are accustomed to.

Ada is certainly expected to continue as a language of choice for safety-critical sys-
tems. It has a proven track record, and its issues are well understood and manageable.

A real-time Java profile may be attractive for a system where Java is the chosen
technology and which has safety-critical components. The potential demand for such
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systems means that research and development on safety-critical real-time Java will
likely continue well into the future. Given Ada 2005’s interfacing capabilities with Java,
a system with a mix of safety-critical code in Ada and real-time Java would not an be
unrealistic development.
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Abstract. Traditional Real-Time Operating Systems (RTOS) are not designed 
to accommodate application specific requirements. They address a general case 
and the application must co-exist with any limitations imposed by such design. 
For modern real-time applications this limits the quality of services offered to 
the end-user. Research in this field has shown that it is possible to develop 
dynamic systems where adaptation is the key for success. However, adaptation 
requires full knowledge of the system state. To overcome this we propose a 
framework to gather data, and interact with the operating system, extending the 
traditional POSIX trace model with a partial reflective model. Such combi-
nation still preserves the trace mechanism semantics while creating a powerful 
platform to develop new dynamic systems, with little impact in the system and 
avoiding complex changes in the kernel source code. 

1   Introduction 

Traditional Real-Time Operating Systems (RTOS) are designed to support a generic 
real-time environment. In this scenario, a priori assumptions are made on the tasks 
characteristics, resource utilization requirements and platform. Consequently, the 
decisions made in the RTOS design narrow the range of possible applications. 
However, the need to support a new rich set of applications, maybe running on 
embedded devices, such as multimedia and real-time telecommunication, introduce 
more stringent requirements on the dynamicity of the underlying operating system. 

Although these applications still present real-time requirements, the characteristics 
of tasks and resource utilisation patterns vary considerably. Typically, multimedia 
applications demand resources in a non-deterministic way. Under such scenario, the 
application should deliver the best possible service while respecting the real-time 
requirements. To achieve such functionality, the application may need to change its 
own behaviour, for which it is important to be perceptive of the system’s current state. 

One particular strategy that fits well with dynamic behaviour is Reflection [1], a 
well know technique in the object-oriented world. Nevertheless, the use of the 
reflection paradigm to acquire (and control) the state of the system is hindered by the 
lack of support for reflection in current RTOS. In this scenario we present a flexible 
framework to reify operating system data using the POSIX trace [2] as a meta-object 
protocol. Research in the field has already addressed the problem of adapting a 
reflective approach to an RTOS kernel. Systems like ApertOS [3]; the Spring kernel 
[4] and more recently DAMROS [5] are attempts to provide reflective capabilities to 
operating systems. Our approach differs from previous works, since it is intended  
to be used in general purpose RTOS.  
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We consider the use of a partial reflection model [6] to establish behavioural 
reflection, integrating this model with the POSIX trace mechanism to achieve an 
efficient reflective framework. It is our belief that such combination can create a 
powerful tool on non-reflective RTOS, giving the developer freedom to implement 
new dynamic support on current and well know systems. This will allow providing 
feedback from the operating system to applications running in parallel with the 
system application. By providing such feedback, it will then be possible to support 
quality of service requirements evaluation [7] using real data from the system and to 
collect valuable metrics on the overall system behaviour.  

In this paper, we focus on the reification of data through the use of the POSIX 
trace mechanism [2] and on its implementation in the MarteOS operating system [8], 
to validate its usefulness and analyse its impact in the latency and determinism of the 
system. The paper is structured as follows. Section 2 presents a brief notation on 
computational reflection and previous approaches on using this paradigm in RTOS. 
Section 3 presents a brief discussion of the POSIX tracing mechanism, and on the 
benefits of its use, whilst Section 4 presents the proposed framework and discusses 
some of the strategies used to reify data using the POSIX trace mechanism. Finally, 
Section 5 presents some conclusions and future work. 

2   Computational Reflection 

Reflection can be described as the ability of a program to become 'self-aware'. Self-
aware programs can inspect themselves and possibly modify their behaviour, using a 
representation of themselves [1] (the meta-model). The meta-model is said to be 
causally connected with the real system in such a way that any changes in the meta-
model will be reflected in the system behaviour. In the same way, any changes in the 
system are reflected in the meta-model. This “inter-model connection” is performed 
through the use of a meta-interface (often termed as meta-object protocol: MOP). 

A reflective system is thus composed by the meta-interface and two levels: a base 
level where normal computation takes place and a meta-level where abstract aspects 
of the system are being computed. Through the use of a meta-interface the meta-level 
can gather information from the base-level (a process termed reification) and compute 
the non-functional aspects of the system, eventually interfering in the system and 
changing the behaviour (a process termed reflection). This principle clearly separates 
the normal system computation from non-functional aspects of the system. 

There are mainly two models of computational reflection [1]. The structural refle-
ction model is focused on the structural aspects of a program (e.g. data types and 
classes). In contrast, behavioural reflection exposes the behaviour and state of the 
system (e.g. methods call execution). These models can also be classified as being 
partial if any form of selection can be performed on the entities being reflected. 
Partial behavioural reflection [6] is an efficient approach that balances flexibility vs. 
efficiency by allowing a tight control over the spatial and/or temporal selection of 
entities that need reification. While spatial control can be applied at compile time by 
selecting the objects and methods to be reflected, temporal selection requires an 
efficient runtime support which goes beyond the scope of our framework. 
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Fig. 1. A reflective system 

Figure 1 illustrates a partial behavioural reflective system. Entities can be reflective 
as A, C, and X and non-reflective as Z. Not all entities may need to reflect into a 
unique meta-object. C0 and C1 have a common base class and thus in this example 
are reflected by a single meta-object C’ which represents a generalization of class C. 
Entities A, C0 and C1 belong to a group with related functionality (or behaviour) and 
thus the meta-model may explore that relation. 

2.1   Reflection in Real-Time Operating Systems 

RTOS systems are usually designed to support a wide range of applications. It is 
common for such design to assume no specific knowledge on the target application. 
However, this approach is not suitable for some class of applications. Some 
applications may require a real-time response yet they present factors of non-
deterministic behaviour. Thus, the dynamic behaviour must adapt to new system (or 
functional) constraints. It is clear that an interface between the OS and the application 
needs to exist. The system must allow the application to be aware of system 
constraints and resources, eventually it may even allow valuable data to be accessed 
(read only) by the application. In return, the application is responsible to determine 
the best strategy for its behaviour, and ask the system to incorporate this new strategy. 
It is also clear that this interface should allow different strategies to be available 
simultaneously in the target OS. 

Computational reflection is a promising solution since it allows us to expose key 
OS data and computational behaviour into the meta-level where the application non-
functional concerns can be expressed and evaluated [9]. Early works on reflective 
RTOS (such as ApertOS [3] and Spring [4]) have addressed these concerns, 
incorporating the reflection mechanism in the design and programming language. In 
Spring, reflection has been used for task management and scheduling, and to support 
on-line timing requirements analysis, exposing tasks requirements data. The ApertOS 
approach relies heavily in the object-oriented model and proposed a complete 
reflective kernel. While these approaches certainly offer some advantages, they rely 
on the development of completely new operating systems.  
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A more recent approach has been done in DAMROS [5] which augments a 
μ-kernel with a reflection mechanism. This approach allows the application to install 
user-defined policies in the form of executable source code under certain restrictions. 
Applications, for example, may not access certain data from the kernel. This limits the 
implementation of some functionality exclusively in the application space.  

3   POSIX Trace 

The POSIX trace [2] is a mechanism to collect information on a running system and 
related process through the use of events. The standard defines a portable set of 
interfaces whose purpose is to collect and present trace logs over selected 
functionality in the OS such as: internal kernel activities or faults, system calls, I/O 
activity and user defined events. A major advantage on the POSIX trace is the ability 
to monitor (or debug) the kernel and applications during execution. 

Another important feature in the trace mechanism is the ability to record events 
as a stream, allowing the OS to store the traced data on a file system or upload it to 
a remote server via a network link. The ability to read this stream back again gives 
the developer a powerful tool to monitor, analyse and understand the application 
behaviour in a post-mortem analysis. There are few restrictions on standard usage; 
applications are free to use the trace streams for any particular purposes. Trace 
streams can be shared across the operating system, with each traced system call 
placing trace events in one or more streams. It is up to the developer to choose the 
event calls/stream configuration used in the operating system. For example, several 
trace streams can be used simultaneously and shared by the operating system  
and running applications. It is easy to think of an application that can take 
simultaneous advantage of this architecture to log data into a server while 
performing system metrics and do some self-monitoring using the trace mechanism. 

3.1   The Trace Mechanism 

The trace mechanism is composed by two main data types: the trace event and the 
trace stream. The trace activity is defined as the period between stream activation and 
deactivation where events are recorded/processed from the trace stream. Traces events 
are a convenient way to encapsulate data with meta-attributes that refer to the actual 
instance, conditions and event record status within the trace stream. This information 
defines (up to some time resolution) the exact moment where the trace event has 
occurred in the traced process. During this activity, the standard identifies three 
different roles [2]: the trace controller process, the traced process and the analyser 
process (also called monitor process). The trace stream establish a link (eventually 
controlled) that connects the traced process and the analyser process.  

There are no restrictions in the standard forbidding a merge between the trace 
controller process and the analyser process and thus we can view the traced system as 
being composed by two levels: the observed level where the trace occurs, and the 
observer level where the streams are controlled and data is analysed. It is also clear 
that no auto-feedback should occur in the observer level which could influence the 
actual observation. 
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Fig. 2. A system with the trace mechanism 

Figure 2 exemplifies the different roles that take part in the traced system. Not all 
objects in the system may be traced (or needed to be traced). The analyser process 
presents an output interface which can be used by the application (or system) to 
obtain information derived from the traced data. As an example, the quality of server 
managers of [7] requires access to information concerning the actual resource 
utilization of the system. This information can be provided by analysing the events 
generated by the operating system. 

3.2   Flexibility 

The POSIX standard defines the trace mechanism as a monolithic component. There 
is no room for customization, and thus, this component can not be used with the 
RTOS targeted for the Minimum Real-time System Profile (MRSP) [10]. Never- 
theless, features required by the standard such as filesystem and process inheritance 
are of no use in this profile and do not compromise the trace functionality. Our work 
intends to supply a flexible, customizable trace implementation with a small memory 
footprint, toward the application requirements, in a way that only the necessary trace 
functionality will be present in the final application. 

4   Framework Design 

Several techniques have emerged in the RTOS research to address the lack of proper 
support for dynamic applications behaviour. Our main motivation for the 
development of this framework is the need of a common, portable platform for data 
collection and system actuation where these and future techniques can be evaluated. 
The goal is to support reflection on static application-oriented RTOS, allowing soft 
real-time applications to change behaviour in response to the system’s state, therefore 
becoming more adaptive. Moreover, the framework will allow to separate the appli- 
cation development from the development of system state analysis mechanisms, and 
to minimize the system interference.  

The need of a portable interface to collect and reify system data led us to consider 
the POSIX trace mechanism [2] as the basis component of our framework. However, 
the standard requires the operating system to support functionality which is not 
required for the role played by the trace mechanism in our framework. The standard 
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rationale defines a monolithic trace mechanism, creating dependencies between the 
individual trace components. To overcome this limitation we consider a trace 
mechanism based on modular components, avoiding unnecessary code dependencies 
while preserving the functional semantics.  

We do not consider the use of computational reflection as a whole. Instead a partial 
reflection model [6] is used; where data is reified without direct transfer of control to 
the meta-level (an asynchronous reflection model). Traditionally, computational 
reflection belongs to the language domain, usually implemented into the language 
run-time environment. This approach does not explore the advantages of concurrent 
systems and thus reflection occurs as a linear transition between the base-level to the 
meta-level and vice-versa. The framework takes direct advantage of our problem 
domain, redefining the transition between the base and meta-level. This is supported 
by extending the controller and analyser process roles within the POSIX trace 
mechanism. We also introduce a third process to reify data from the trace streams and 
create/modify the meta-objects (see figure 3). Under this extended model, the meta-
objects act as a “consciousness memory” of the system state, while the analyser 
process performs some “consciousness” analysis. Eventually, the analyser process 
may intercede asynchronously in the system, introducing non-functional aspects.  

In this paper we focus on the data reification and meta-objects construction; the 
analyser interface and intercede mechanism (necessary to complete the framework 
model) will be the focus of further work. 

4.1   Modular POSIX Trace 

The main reason why the trace standard is not available in the MRSP profile is the 
lack of filesystem support which is a required feature for the implementation of the 
POSIX trace interface. The organization of the tracing rationale text for the trace 
interface defines the trace as a monolithic component, thus leaving no flexibility in 
the usage. Yet, there are distinct individual components composing the trace 
mechanism. 

A detailed examination of the standard and the trace use cases show us that 
filesystem support is only useful for offline analysis, a feature used by the trace logs 
to record data into a permanent storage (a use case not addressed in this paper). On 
contrast, online analysis is a useful tool to reason on the current system state and does 
not require filesystem support. This component works as an extension to the main 
trace functionality, adding new features that support other trace scenarios.  

We can explore the inter-component relations to avoid non-functional and unne-
cessary code in the final binary image, thus reducing the application memory footprint 
and minimizing the impact on the traced system. Modularity can be achieved if each 
component is implemented as a separate package in such a way that the main tracer 
component does not require linking against other component packages. All the 
remaining trace components must depend strictly on the main package which contains 
the base definitions, unless a dependency exists between different modules.  

The modularity goal is to preserve the functional semantics while eliminating inter-
component dependencies. To break these dependencies we need to work on the trace 
implementation. The application may not use some of the trace components; however 
the existence of these code dependencies will create a link between the application 
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code and the implementation code. An example of a usage scenario for the trace 
mechanism is the ability to perform system metrics. Such example may not require 
the filtering or trace log features. Consider the steps performed on every call to the 
posix_trace_event function to successfully trace an event: 

− Find an available trace stream or return. 
− Discards the event and return if the event does not pass the filter. 
− If it is a user event and data is larger than maximum value, truncate the data. 
− Store the event  
− Adjust the stream properties (trace policy). 
− Flush the stream into the trace log if required. 
 

The function semantics will require the filter component due to the existence of a 
function call, even if it the function result is irrelevant for the usage scenario, thus a 
link to this code will be established at compile time. To implement the desired 
modularity we are currently using a dispatch table that invokes the requested function 
if the table entry is not null. This solution minimizes the amount of compiler work, 
since it only needs to recompile the main component. It introduces a new indirection 
level, but that does not generate any measurable delay in the trace execution.  

4.2   The Extended Trace Model 

In this extended model, we introduce some principles of partial reflection using the 
POSIX trace. In the model, the trace streams are used as the meta-interface that 
allows the meta-level to reify information from the base-level. We also introduced a 
new process in the trace observer level (the meta-level), the reify process, that acts 
upon instructions from the controller process. Its main role is to read events from the 
trace stream and to create and modify the corresponding meta-objects. These objects 
will be used by the analyser process to perform some “consciousness” analysis, thus 
the analyser process works exclusively with reified data. The amount of data and 
analysis type depends only on the developer purpose. For this reason the framework 
defines the task type but not the task body and properties, giving the developer the 
freedom to manage the meta-objects.  

To avoid possible data inconsistencies any meta-object access is performed using a 
protected type and the associated interface (see figure 5). The base interface for meta-
objects is a procedure to replace a meta-object, a procedure to commit changes in the 
meta-object and a function to obtain a full copy of the meta-object. However it might 
be useful to extend this interface with specialized read functions to access some data 
in the meta-object, improving the access time by avoiding a full object copy. Figure 3 
illustrates the extended trace model and the relation between the various entities.  

To use the framework the developer must define the analyser task body, 
completing the meta-model. This activates the framework, triggering the code 
inclusion in the application; otherwise the compiled code will be trace free. Note that 
from the traced call point of view no transfer of control from the base-level to the 
meta-level takes place during the traced call execution; hence the reflection model 
behaves asynchronously. This is a powerful property, since the meta-level will  behave 
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Fig. 3. The extended trace model 

as a central state of the operating system that can be queried by higher abstract 
concerns that can not be expressed with traditional reflection. Note that at present we 
do not define the output interface which is beyond the scope of this paper. 

4.3   Implementation Details 

The first step to implement the extended model is to determine which functionality 
offers interesting data to be reified. Examples of possible information to reify are: 
memory usage per process (or task), mutex operations including some internal details 
(accessing task ID, blocked task list, mutex policy …) and CPU bandwidth used, but 
different types of information can be also be gathered. Figure 4 presents some 
simplified examples of event definitions used to reify data from the mutex functions. 
The Data_Envelop type as been defined to ensure that trace events with size larger 
than the maximum data size allowed in the trace stream can flow without loosing 
information. However, this option pays heavily and must be avoided whenever 
possible. Note that we omitted some type info just for clarity’s sake. 

Some of the reified information exhibits patterns of similarity and thus we can 
group it, creating a convenient way of express the application “reflective” 
requirements. With this purpose, we define four sets of functionality that can also be 
expressed in terms of sub-sets for convenience and further fine-grain control over the 
data. The sets of functionality are: internal kernel structures; scheduler, locking 
mechanism and signals; system calls; and I/O triggering (data transmitted/received). 

Each set of functionality is also connected to a unique trace stream, leaving the 
remaining streams free to other purposes. This simplifies the data reification process, 
avoiding intersection of data events from different functionality sets which would 
result in a larger and complex decoding task. We also define the events used for each 
functional unit in each traced set and the corresponding meta-objects and the event(s) 
associated, creating a map that links the reified units and the meta-objects. This 
information is vital to the “reify process”, to create the meta-objects whenever a 
related event is received. A second map is created dynamically that binds the created 
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  package Trace_Events_Data is 
 
     type Data_Envelop is record 
        Info : Data_Info; 
        Data : Data_Buffer; 
     end record; 
 
     type Mutex_Init_Event is record 
        Op               : Op_Code; 
        Mutex_Id         : Integer; 
        Policy           : Locking_Policy; 
        Prio             : Task_Priority;    
        Preemption_Level : Task_Preemption_Level; 
     end record; 
 
     type Mutex_Event is record 
        Op          : Op_Code; 
        Mutex_Id    : Integer; 
        Task_Id     : Integer; 
        Task_Status : Task_Status; 
        Prio        : Task_Priority; 
     end record; 
 
     -- ... 
  end Trace_Events_Data; 

Fig. 4. Events definition 

  with Trace_Events_Data; 
  package Meta_Objects is 
 
     type Meta_Mutex is record 
        Owner            : Integer; 
        Mutex_ID         : Integer; 
        Policy           : Locking_Policy; 
        Preemption_Level : Task_Preemption_Level; 
        Blocked_Tasks    : Tasks_Lists; 
        Status           : Boolean; 
     end record; 
 
     procedure Init_Meta_Object (Event : in Mutex_Init_Event); 
 
     protected type Meta_Mutex_Access is 
        procedure Store_Object (Mutex : in Meta_Mutex); 
        procedure Commit_Changes (Event : in Mutex_Event); 
        function  Get_Copy return Meta_Mutex; 
 
     private 
        Mutex : Meta_Mutex; 
     end Meta_Mutex_Access; 
 
       -- ... 
  end Meta_Objects; 

Fig. 5. Meta-objects definition 
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meta-objects to the meta-object ID and type. This step ensures that any update 
information arriving in further events is committed to the corresponding meta-object. 

Figure 5 present a simplified meta-object definition and the protected object used 
to ensure that no data inconsistency occurs whenever an update operation is 
performed in the meta-object. The protected interface was kept simple, but can be 
extended to support faster access to individual fields on the meta-object to improve 
the access time. This option might be useful for testing some properties without 
requiring access to the whole object. 

Figure 6 presents some maps definitions and task types. This package also defines 
the controller, the reify and the analyser tasks. Bodies for the first two tasks will be 
defined within the framework. The third task must be defined by the application 
developer to perform the desired analysis using the meta-objects. 

  with Trace_Events_Data;   
  with Meta_Objects;  
  package Meta_Level is 
 
     type Mutex_ID is Integer; 
     type Mutex_List_Access is  
        new Map (Mutex_ID, Meta_Mutex_Access); 
 
     Mutex_List : Mutex_List_Access; 
 
    task type Controller_Task (Prio : Task_Priority); 
    task type Reify_Task (Prio : Task_Priority); 
    task type Analyser_Task (Prio : Task_Priority); 

 
  -- ... 

  end Meta_Level; 

Fig. 6. Meta-level definition  

4.4   Performance Metrics and Results  

We have done some experiments in order to find the impact of the framework both on 
the size of the code and on the execution times of the traced functions. Table 1 pre- 
sents the overhead on the code size of a traced system. The results allow deter- 
mining that, depending in the number and type of trace events embedded in the traced  
 

Table 1. Comparison of code size 

Description Size in Bytes 
Simple procedure (sum of one integer)  480 
Simple procedure with a single trace event  780 
Mutex unit without trace events 15884 
Mutex unit with eight trace events 17692 
Scheduler unit without trace events 13032 
Scheduler unit with eleven trace events 15088 
Trace implementation with all dependable units 38056 
Hello World without trace 341936 
Hello World with trace unit 379088 
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unit, an overhead of approximately 10% is created in the overall code size. This 
presents a considerable impact, but it is an expected side effect of the increased 
functionality. 

Tables 2 and 3 show the execution times for some of the traced functions, with and 
without the trace functionality. The tests were performed on a Pentium-III at 930 
MHz. The time values are measured by the time-stamp counter (TSC), and mean 
values were obtained after 5000 measures. The test application sets up a trace stream 
with sufficient space for all the events generated during the simulation.  

Table 2 presents the results of a test setup, where events related to the mutex unit 
were generated by a loop performing several calls to obtain a lock on the mutex. The 
results show an increase of execution time by a factor of approximately 0.8 μs for 
each traced function. The last test also shows the average trace time for regular events 
versus events using the data envelop capability. As expected they are heavier but offer 
a more flexible solution to trace large amounts of data.  

Table 2. Execution times for the mutex unit 

Mean 
Function Trace Min Max cycles μs 

No 137 221 179 0.19 Pthread_Mutex_Lock 
Yes 840 1031 900 0.97 
No 251 362 296 0.32 Pthread_Mutex_Unlock 
Yes 931 1133 1024 1.1 

Event Trace  699 962 740 0.8 
Event Trace with envelop  1317 1640 1396 1.5 

Table 3. Execution times for the scheduler unit 

    Mean 
Function  Trace Min Max cycles μs 

No 124 286 156 0.17 Ready_Task_Reduces_Active_Priority 
Yes 741 983 833 0.90 
No 92 167 118 0.13 Running_Task_Gets_Blocked 
Yes 702 1242 774 0.83 
No 174 494 270 0.29 Running_Task_Gets_Suspended 
Yes 612 1624 821 0.88 
No 100 305 130 0.20 Task_Gets_Ready 
Yes 739 2108 825 0.89 
No 116 573 202 0.22 Do_Scheduling 
Yes 744 1286 853 0.92 

Event Trace  495 958 650 0.7 

Table 3 shows the execution times for the scheduler unit. They were performed 
with the same configuration, except that the events generated by the scheduler unit 
were obtained using four simultaneous tasks with different periods, execution time 
and priority, to create some scheduler activity. 

In this case, the experiments showed an increase of approximately 0.7 μs for each traced 
function, which is in the same order of magnitude of other kernel to user mechanisms 
available in the MarteOS kernel [11,12]. Considering the gained functionality, this 
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overhead is more than acceptable, since it allows applications to have access to 
“fresh” kernel data. 

5   Conclusion  

Soft real-time multimedia applications tend to present factors of non-deterministic 
behaviour. Developing applications in this domain requires the study and development of 
dynamic strategies which allow the system and application to adapt, improving the quality 
of the output generated by the application. This requires, however, applications to have 
access to the current state of the system, particularly in what resource availability (CPU 
included) is concerned. 

In this paper we present a framework, which uses the POSIX trace mechanism as a 
Meta-Object Protocol, to implement a partial asynchronous reflection model. Using 
this framework, applications can query the system state by accessing a meta-level 
which presents reified information of the system. The design requirement for the 
framework is the use of standard functionality available (or easily incorporated) in 
current real-time operating systems. The framework is not tied to any particular 
operating system, thus making further ports straightforward.  We hope that this work 
can open new perspectives into the use of reflection in real-time operating systems. 
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Abstract. In this paper we present data flow frameworks that are able
to detect access anomalies in Ada multi-tasking programs. In partic-
ular, our approach finds all possible non-sequential accesses to shared
non-protected variables. The algorithms employed are very efficient. Our
approach is conservative and may find false positives.

1 Introduction

Concurrent programming is a complex task. One reason for this is that scheduling
exponentially increases the possible program states. Thus a dynamic execution
order of the statements executed in parallel is introduced. In general this leads to
different behavior between different runs of a program, even on the same input.
Because of the nondeterministic behavior, faults are difficult to detect. Static
program analysis, which has been used since the beginning of software, can be
a valuable aid for the detection of such faults.

One of the major problems with concurrent programming are access anom-
alies, also called data races. In this paper we study the problem of detecting
non-sequential access to global shared variables. We employ data flow frame-
works in order to solve sub-problems of this general problem. In detail, we set
up a data flow framework to find all tasks which potentially run in parallel and
we set up a second data flow framework to handle the interprocedural problems
of determining variables being “global” to a certain entity. In joining the solu-
tions of these data flow problems, we are able to detect access anomalies in a
conservative manner, i.e., if there actually is a non-sequential access to a shared
non-protected variable, our approach will detect it. On the other hand, we may
also detect false positives.
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The remainder of the paper is organized as follows. In Section 2 our data flow
frameworks to find tasks running in parallel and to determine the set of variables
“global” to a program entity are presented. Examples are used to illustrate our
framework. In Section 3 we survey related work, before we conclude the paper
and describe future work in Section 4.

2 Data Flow Framework

In the following we first define a data flow framework to determine which task
objects run in parallel to other task objects. This information is used later on
to determine if tasks running in parallel access the same global variables.

2.1 Setting Up Data Flow Equations for Relation ‖
We define a relation ‖ on task objects such that for task objects t1 and t2:
t1 ‖ t2 if task objects t1 and t2 run in parallel. Note that ‖ commutes, i.e.,
t1 ‖ t2 ⇐⇒ t2 ‖ t1.

A control flow graph (CFG) G = (N, E, r) consists of a set N of nodes, and
a set E ⊆ N × N of edges. Node r is the designated root node of the CFG.

Given a CFG(t) = (N, E, r) of a task body t, the basis for the data flow
framework are standard equations [21] of the form

Sout(n) = Gen(n) ∪ (Sin(n) \ Kill(n))

Sin(n) =
⋃

n′∈Pred(n)

Sout(n′),

where n denotes a node of a CFG, Gen(n) is the set of task objects generated
(declared or allocated via a new-statement) in node n, and Kill(n) denotes the set
of task objects terminating in node n. All Gen and Kill sets can be empty. Note
that Gen sets also include task objects generated indirectly via subprogram or
entry calls and via calls of protected operations. Note also that we only take into
account the static structure of the underlying multi-tasking program. Thus a task
object t is considered to be generated in unit u if there is a statement contained in
u that allocates t or u starts with the begin-statement that immediately follows
the declarative part containing the declaration of t.

The execution of a handled sequence of statements of a package body is con-
sidered to be part of the activation of its master task [14]. Thus the CFG of such
code is prepended to the CFG of its master task. If there are several such code
pieces the corresponding CFGs can be prepended in arbitrary order because if
task are generated in these code pieces, their order of activation does not affect
the ‖-relation.

Since these are sets a compiler has to determine in order to guarantee that a
multi-tasking program is executed correctly, we assume that both Gen and Kill
sets can be found automatically (and are available for our analysis).

A detailed description of sets Sout(n) is as follows: If a task object t is gener-
ated, it is part of the Gen set, i.e., t ∈ Gen(n). If an array of task objects of type
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tt is declared, several task objects of type tt may run in parallel. We model this
by writing t∗ ∈ Gen(n). In addition, we extend the usual set operations such
that {t∗} ∪ {t} = {t∗}. A similar notation is used for the Kill sets.

We propose to use elimination methods to solve this data flow framework (see
e.g. [21] for a survey of elimination methods). As a preliminary step we need
a normal form for our equations. We note that the equation for Sin(n) can be
eliminated by inserting it into Sout(n). From here on we write S(n) instead of
Sout(n) to keep notation short.

Let A, B, C be sets. For set operations ”∪” and ”\” we have

(A ∪ B) \ C = (A \ C) ∪ (B \ C) (1)

and
(A \ B) \ C = A \ (B ∪ C). (2)

Let I ⊆ N be a subset of the set of nodes. We define the following normal
form for our equations:

S(n) =
⋃
i∈I

((
S(i) \ Kill′(i)

) ∪ Gen′(i)
)
.

Elimination methods require two rules:

Insertion Rule. One equation has to be substituted into another one. This is
straight-forward to do and by repeated application of Eq. (1) and (2) the
resulting equation can be brought to normal form again.

Loop Breaking Rule. Given an equation

S(n) =
⋃
i∈I

((
S(i) \ Kill′(i)

) ∪ Gen′(i)
)
,

where n ∈ I, the task of loop breaking is to find an equivalent equation [20]

S′(n) =
⋃
i∈I′

((
S(i) \ Kill′′(i)

) ∪ Gen′′(i)
)

(3)

such that n 	∈ I ′.
We define our loop breaking rule as follows. Let

S(n) =
⋃

i∈I\{n}

((
S(i) \ Kill′(i)

) ∪ Gen′(i)
) ∪ ((

S(n) \ Kill′(n)
) ∪ Gen′(n)

)
.

Then

S′(n) =

⎛
⎝

⎛
⎝ ⋃

i∈I\{n}

((
S(i) \ Kill′(i)

) ∪ Gen′(i)
)⎞⎠ \ Kill′(n)

⎞
⎠ ∪ Gen′′′(n)

(4)
where Gen′′′(n) = {t∗ | t ∈ Gen′(n) or t∗ ∈ Gen′(n)}. The definition of
Gen′′′ ensures that t∗ is present in the set if task objects t are generated
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in the loop body. This implies that task objects of this type are running in
parallel if the loop body is executed at least two times. If the loop is iterated
less than two times, this is not the case. Since however we do not know the
number of loop iterations statically, we assume that the loop is iterated more
than once.
Bringing Eq. (4) into normal form yields Eq. (3).

We would like to note that it is not possible to solve our data flow framework
via iterative methods [15] because iterative methods require a too simple loop
breaking rule.

In order to determine the ‖-relation from the solution of the data flow frame-
work, we use the following algorithm.

construct‖ ()
1 for each task CFG do
2 for each node n do
3 for each t∗ ∈ S(n) do
4 define t ‖ t
5 endfor
6 for each pair t1, t2 ∈ S(n) do
7 define t1 ‖ t2
8 endfor
9 endfor
10 endfor

Since our data flow framework is defined on CFGs, and since a multi-tasking
program consists of several CFGs (one for each task body), the data flow frame-
work has to be applied to all of them. This, however, has to be done in a certain
order because CFG(t) can only be processed if all task bodies corresponding to
task objects generated in t have been processed before. This order on task ob-
jects can be modeled by a directed acyclic graph (DAG). Thus we apply our data
flow framework in reverse topological order (cf. e.g. [19]) to this DAG. The last
CFG to be analyzed is that of the environment task (main procedure). Hence,
we do not handle mutual task declarations such as those depicted in Fig. 1, even
if the declaration is performed only conditionally.

1 procedure Mutual is

2 task type B is end B;

3 task type C is end C;

4 task body B is
5 T Var : C;
6 begin null; end B;

7 task body C is
8 T Var : B;
9 begin null; end C;

10 The Task : B;

11 begin null; end Mutual;

Fig. 1. Example: Unconditional Mutual Task Declarations
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2.2 Determining Sets of Used and Modified Variables

In this section we develop a method to determine the global variables read and
written by a task. For this we need the notion of a variable being global to a
given entity, according to the scoping rules of Ada95. For a declared entity the
scope of the declaration denotes those places in the code where it is legal to
refer to it. The Ada95 programming language is based on static scoping (cf. [22,
p. 176]), which means that visibility of entities at a given program point follows
solely from the lexical structure of the program, and not from dynamic aspects
(such as the point of invocation of a procedure). Section 8.2 of the language
reference manual [14] defines the scope of a declaration; a crucial aspect of these
scoping rules is that the scope of a declaration that occurs immediately within
the visible part of an outer declaration extends to the end of the scope of the
outer declaration.

1 with G; use G;

2 procedure Main is
3 Local : Integer := 0;
4 begin
5 P (Global);
6 declare
7 task B is end B;
8 task body B is
9 Another : Integer := 0;
10 begin
11 Global := Global + 1;
12 end B;
13 begin null; end;
14 end Main;

1 package G is
2 Global : Integer;
3 procedure P (X : in out Integer);
4 end G;

1 package body G is
2 U : Integer;
3 procedure P (X : in out Integer) is
4 begin
5 X := X + 1;
6 declare
7 task C is end C;
8 task body C is
9 begin
10 X := X + 1; U := U + 1;
11 end C;
12 begin null; end;
13 end P;
14 end G;

Fig. 2. Example Demonstrating Global and Owned Variables

With Ada95, the following constructs act as scopes: blocks, class subtypes
and types, entries, functions, loops, packages, subprograms, protected objects,
record types and subtypes, private types, task types and subtypes.

Definition 1. A declaration is local to a declarative region if the declaration oc-
curs immediately within the declarative region. An entity is local to a declarative
region if the entity is declared by a declaration that is local to the declarative
region [14, Section 8.1(14)].

Definition 2. Given a subprogram, task body, a protected entry, procedure or
function, or a dispatching operation u (in the following termed unit u), we say
that u owns an entity e, if e is local to the declarative region of u. In addi-
tion, task entries constitute units; they own the union of the entities owned by
their corresponding accept statements. The ownership relation is reflexive and
transitive. Moreover, we extend it to the dynamic case in the sense that u owns
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all entities owned by entities called by u. Entities which are visible to an en-
tity owned by u, but which are not owned by u, are said to be global to u. We
write O(u) to denote the set of entities owned by u, and G(u) to denote the set
of entities that are global to u.

It should be noted that our definition of “globalness” is related to up-level ad-
dressing, under incorporation of call-chains.

As an example, consider Fig. 2. Variables Local and Another are owned by
procedure Main, variable Another is also owned by task B, and variables Global
and U are global to Main, B, C, and P. In this example the formal parameter X
of procedure P is an alias for variable Global; we will treat aliasing in the latter
part of this section.

For every unit u that is a task body, and for the subprogram body correspond-
ing to the environment task (the “main” program), our analysis determines

1. the sets Or and Ow of read/written variables owned by u,
2. the sets Gr and Gw of read/written variables global to u, and
3. the sets σr = Or ∪ Gr, σw = Ow ∪ Gw, σG = Gr ∪ Gw , and σrw = σr ∪ σw.

Given now two task objects t1 and t2 with their corresponding task bodies B1
and B2. If t1 ‖ t2, and the intersection of the corresponding sets σrw(B1) ∩
σrw(B2) is non-empty, then we are facing a potential conflict. If an entity e
from the intersection is global to at least one of the participating task bodies B1
and B2, and if e is modified in at least one of the participating task bodies (as
opposed to just being used), then the conflict is “real”. (We will formalize this
condition in Section 2.3.)

We are now faced with the problem of determining for each unit u the cor-
responding quadruple 〈Or, Ow, Gr, Gw〉. This can be related to interprocedural
data flow analysis which is concerned with the determination of a conservative
approximation of how a program manipulates data at the level of its call graph.
In our case we are interested in the owned and global variables read and written
by a given unit. Our problem is flow-insensitive as we currently do not incorpo-
rate control flow information encountered in a unit; as a consequence, a single
read or update operation on a given variable v in a unit u is already sufficient
to place v in the respective set of u’s quadruple.

It is shown in [8] how alias-free flow-insensitive side-effect analysis can be
carried out for procedure call graphs and call-by-reference parameter passing.
In [9] it is shown how interprocedural flow-insensitive may-alias information can
be factored into this result to account for aliases due to call-by-reference para-
meter passing, for procedures of arbitrary lexical nesting level. This approach
assumes however the absence of pointer aliases. In the following we investigate
to what extent [8, 9] apply to Ada95 and how those approaches can be adapted
to determine the sought quadruples.

Parameter passing: Ada95 employs two types of parameter passing, namely
by copy (aka copy-in/copy-out), and by reference. When a parameter is passed
by copy, any information transfer between formal and actual parameter occurs
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only before and after execution of the subprogram (cf. [12], [14, 6.2]). From the
point of view of our analysis method both parameter passing mechanisms are
equivalent, because we screen the source code only at the granularity of whole
tasks (and subprograms).

Pointer aliases: [8, 9] does not include pointer aliases. Moreover, the may-alias
problem for k > 1 level pointers is undecidable (cf. e.g., [5]). Hence we chose
a conservative analysis strategy with respect to pointer aliasing which assumes
that every entity possibly targeted by a pointer is modified during a procedure
call. Due to the induced complexity we had to exclude access to subprogram
types altogether from our analysis.

Calculation of 〈Or, Ow, Gr, Gw〉: The only statement aggregation in [8] are
procedures. In the following we write GMOD(p) to denote the set of all vari-
ables that may be modified by an invocation of procedure p. Furthermore, we
write IMOD(p) to denote those variables that may be modified by executing
procedure p without executing any calls within it.

In order to compute GMOD(p), [8] sets up a data flow problem that is based
on the procedure call graph and consists of equations of the form

GMOD(p) = IMOD(p) ∪
[ ⋃

e=(p,q)

be

(
GMOD(q) ∩ Nonlocals(q)

)]
. (5)

Therein function be maps names from procedure q into names from procedure p
according to the name and parameter binding at the call site e = (p, q). Specif-
ically, be maps the formal parameters of q to the actual parameters at the call
site. The intersection of GMOD(q) with the set of nonlocal variables Nonlocals(q)
ensures that variables local to q are factored out beforehand.

To compute our sought quadruples for Ada95, we can set up a system of
equations similar to Eq. (5). Doing so we split the set GMOD into the sets
of owned and global variables, and we move from procedures to units in terms
of statement aggregation. (Hence the procedure call graph becomes a unit call
graph.) In this way, IMOD(u) denotes those variables that may be modified by
executing unit u without executing any calls to subprograms or entries within
it, and without executing any task objects owned by it. We do not count a
modification that is due to an initialization expression of a declaration in the
declarative part (cf. [14, 3.11]) of unit u; this is a measure to reduce false positives
and will be explained in Section 2.5.

G′
w(u) =

⋃
e=(u,u′)

be

(Gw(u′)
)

(6)

Gw(u) =
[
IMOD(u) ∩ G(u)

] ∪ [G′
w(u) \ O(u)

]
(7)

Ow(u) =
[
IMOD(u) ∩ O(u)

] ∪
[ ⋃

e=(u,u′)

Ow(u′)
]

∪ (G′
w(u) ∩ O(u)

)
(8)

Eq. (6) denotes the set of variables which are modified by called units of u
and which are global to those called units. In Eq. (7) we determine the set Gw
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of unit u, which consists of the locally modified global variables of u and those
variables of Eq. (6), which are global to u. Finally, the set Ow of u consists of the
locally modified owned variables of u as well as the modified variables owned by
called units and those modified global variables of called units which are owned
by u. In replacing IMOD by IUSE as the set of used variables, a system of
equations similar to Eq. (6)–(8) can be defined to determine the sets Gr and Or.

The sets IMOD(u) and IUSE(u) themselves can be computed by a single
linear scan of the statements of u. Therein we do not consider variables which
are marked by pragmas Atomic or Volatile, or protected variables, as none of
them can give raise to access anomalies. In addition we treat accesses to array
components as accesses to the whole array. The same applies to records and their
components.

Dispatching operations of tagged types require additional thinking — if we
cannot determine the target of a dispatching call (cf. [14, 3.9.2]) at compile-time,
we have to assume calls to all dispatching operations that might be the target
of the dispatching call at run-time.

A further source of complication are generic packages, for which we defer
analysis to the point of instantiation.

Factor In (ALIAS, U)
1 for each u ∈ U do
2 Factor Set(u, ALIAS, Or)
3 Factor Set(u, ALIAS, Ow)
4 Factor Set(u, ALIAS, Gr)
5 Factor Set(u, ALIAS, Gw)
6 endfor

Factor Set (u, ALIAS, in outSin)
1 Sout : : = Sin

2 -- add formal parameter aliases:
3 for each v ∈ Ext Formals (u) do
4 if v ∈ Sin then
5 Sout : : = Sout ∪ ALIAS(v, u)
6 endif
7 endfor
8 -- add global variable aliases:
9 for each v ∈ Nonlocals(u) ∩ Sin do
10 Sout : : = Sout ∪ ALIAS(v, u)
11 endfor
12 Sin : : = Sout

Fig. 3. Algorithm to Factor In Aliasing Information

The data flow problem defined above computes alias-free data flow informa-
tion. Regarding the example given in Fig. 2, this means that e.g., with task
body C, we are not aware that the formal parameter X of procedure P is an alias
for variable Global1. To factor in aliasing information, we employ the interpro-
cedural may-alias analysis method from [9]. Let ALIAS(v, u) denote the set of
aliases for variable v within unit u. Due to [9] we can compute ALIAS(v, u),
for each formal parameter v and for each global variable v for a unit u. We
depict in Fig. 3 how this aliasing information can be factored into our alias-
free quadruple-based data flow information; this algorithm is an adaption of an
algorithm from [9] to our data flow problem at hand.

1 An alias from the perspective of our analysis method, which is by necessity insensitive
to the copy-in/copy-out parameter passing mechanism of Ada95.
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We assume that the driver algorithm Factor In receives as arguments the
sets of aliases (ALIAS) and the units (U) of the program under consideration.
For each unit u and each set of its associated quadruple 〈Or, Ow, Gr, Gw〉, Fac-
tor In calls the factoring algorithm Factor Set in order to factor in aliasing
information. This algorithm proceeds in two steps. The first loop addresses the
set Ext Formals of extended formal parameters of u, which consists of all formal
parameters visible within u, including those of units that u is nested in, that
are not rendered invisible by intervening declarations2. In the second loop we
add the aliases of variables that are non-local to u. Note that Factor Set only
adds aliases to variables that are contained in its input-set Sin.

In the following section we define operations on our quadruple-based data flow
information which allows us to record information on program variables being
read or updated non-sequentially.

2.3 Potential Non-sequential Variable Access

We have shown in Section 2.1 how we can compute relation ‖ in order to de-
termine task objects that may execute in parallel. Moreover, in Section 2.2 we
have devised an algorithm to compute the sets of global and owned variables
used/modified by a task body.

Let B(t) denote the task body of a task object t; with this notation we regard
the environment task also as a task object, with its task body being the main
procedure of the program. A variable v is used by a task object t, if v is in the
set3 of read variables of the task body of t, that is, use(v, t) ⇔ v ∈ σr(B(t)).
Likewise for modifications of v by t, written as mod(v, t) ⇔ v ∈ σw(B(t)). We
have now everything in place to formulate the condition for a potential non-
sequential variable access between two task objects t1 and t2 which may execute
in parallel, that is, t1 ‖ t2.

Definition 3. Predicate σ(t1, t2) is true if some variable v is non-sequentially
accessed by task objects t1 and t2, false otherwise. It is formally defined as

σ(t1, t2) =
∧
v∈S

[[(
use(v, t1) ∧ mod(v, t2)

)
(9)

∨ (
mod(v, t1) ∧ use(v, t2)

)
(10)

∨ (
mod(v, t1) ∧ mod(v, t2)

)]
(11)

∧ (
v ∈ σG(B(t1)) ∪ σG(B(t2))

)]
, (12)

where S = σrw(B(t1)) ∩ σrw(B(t2)) are the variables accessed by both, B(t1)
and B(t2), and (12) ensures that variable v is global to at least one of the involved
task bodies.
2 It is shown in [9] how Ext Formals can be computed from the so-called binding graph

of procedure parameters.
3 Cf. Section 2.2 for the definition of these sets.
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Note that t1 = t2 is not excluded by this definition. In order to see that this
is useful consider two tasks of the same task type tt being allocated via new
statements (e.g. in a loop-body). Thus we have t1 = t2, say, and t1 ‖ t2. Now, if
both t1 and t2 modify variable v which is locally declared in tt, σ(t1, t2) evaluates
to false only because Eq. (12) becomes false in this case.

2.4 Complexity Issues

The data flow problem described in Section 2.1 can be solved via elimination
methods in O(|E| · log |N |) time [25], where |N | denotes the number of nodes in
a CFG and |E| the number of edges in a CFG.

As shown in [8, 9], the data flow problem stated in Section 2.2 can be solved
in O(|E| · |N | + |N |2), with |N | and |E| being the number of call graph nodes
and edges.

Summing up, our method performs very efficiently in analyzing Ada multi-
tasking programs for detecting access anomalies.

2.5 A Simple Example

For purposes of demonstration we have chosen a simple concurrent Ada program
without aliasing effects. It is the well know Producer/Consumer pattern, with
its source code depicted in Figure 4. In procedure Erroneous (which is also the
main subprogram of this example), variable a and two tasks, Producer p and
Consumer c, are declared. Both of them are using variable a (the producer is
even modifying it) ten times in an unsynchronized way.

procedure Erroneous is
a : Integer := 0; -- Node 1
task type Producer(Count : Natural) is -- Node 1
end Producer; -- Node 1
task type Consumer(Count : Natural) is -- Node 1
end Consumer; -- Node 1
task body Producer (Count : Natural) is
begin

for i in 1..Count loop -- Node 2
a := i; -- Node 3
-- do something else in the meantime - Node 3

end loop;
end Producer;
task body Consumer (Count : Natural) is
begin

for j in 1..Count loop -- Node 4
-- read global variable a -- Node 5

end loop;
end Consumer;
p : Producer(10); -- Node 1
c : Consumer(10); -- Node 1

begin
null; -- Node 1

end Erroneous;

Fig. 4. Example: Source Code
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Fig. 6. Example: Unit Call Graph

The data flow equations for the example shown in Figure 5 are set up as
follows (for simplicity we abbreviate Erroneous by “e”):

S(Start) = {e},

S(1) = (S(Start)\Kill(1)) ∪ Gen(1) = ({e}\∅) ∪ {p, c} = {e, p, c},

S(2) = ((S(1) ∪ S(3))\Kill(2)) ∪ Gen(2) = S(1) ∪ S(2),
S(3) = (S(2)\Kill(3)) ∪ Gen(3) = S(2),
S(4) = ((S(1) ∪ S(5))\Kill(4)) ∪ Gen(4) = S(1) ∪ S(5),
S(5) = (S(4)\Kill(5)) ∪ Gen(5) = S(4),

S(End) = ((S(Start) ∪ S(1) ∪ S(2) ∪ S(4))\Kill(End)) ∪ Gen(End)
= S(Start) ∪ S(1) ∪ S(2) ∪ S(4).

We employ the eager elimination method due to [25] to solve the data flow
equations of our example. This method is based on DJ graphs, the union of a
CFG and its dominator tree (cf. [25]). It requires to distinguish between d- and
j-edges (cf. Fig. 5). For details the reader is referred to [25]. First the bottom-
up join edge elimination phase (and simultaneous insertion in the data flow
equations) of the eager elimination method is started at level 3: 5 → 4: S(4) =
S(1) ∪ S(4); 3 → 2: S(2) = S(1) ∪ S(2).
At level 2 loop breaking is necessary: 	� 4: S(4) = S(1), 	� 2: S(2) = S(1). During
the second phase of the eager elimination method the solution is propagated
along d-edges in a top down manner: S(2) = S(3) = S(4) = S(5) = {e, p, c};
S(End) = {e, p, c}\{e, p, c} = ∅.

According to the algorithm for constructing the ‖-relation from Section 2.1,
we get e ‖ p, e ‖ c, and p ‖ c.
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In the following e, p, and c denote the nodes of the unit call graph of our
example, which is depicted in Fig. 6. (Note that since our simple example does
not contain any calls, the unit call graph is in fact trivial). According to the data
flow framework given in Section 2.2 we obtain the sets

O(p) = {i},

O(c) = {j},

O(e) = {a, i, j, p, c}.

G′
w(p) = ∅,

Gw(p) =
[
IMOD(p) ∩ G(p)

] ∪ [G′
w(p) \ O(p)

]
=

[{a, i} ∩ {a}] ∪ ∅ = {a},

Ow(p) =
[
IMOD(p) ∩ O(p)

] ∪ ∅ ∪ (G′
w(p) ∩ O(p))

=
[{a, i} ∩ {i}] ∪ ∅ ∪ (∅ ∩ {i}) = {i},

G′
w(c) = ∅,

Gw(c) =
[
IMOD(c) ∩ G(c)

] ∪ [G′
w(c) \ O(c)

]
=

[{j} ∩ {a}] ∪ ∅ = ∅,

Ow(c) =
[
IMOD(c) ∩ O(c)

] ∪ ∅ ∪ (G′
w(c) ∩ O(c)) =

[{j} ∩ {j}] ∪ ∅ = {j},

G′
w(e) = ∅,

Gw(e) =
[
IMOD(e) ∩ G(e)

] ∪ [G′
w(e) \ O(e)

]
=

[∅ ∩ ∅] ∪ [∅ \ {a, i, j, p, c}]
= ∅,

Ow(e) =
[
IMOD(e) ∩ O(e)

] ∪ (G′
w(e) ∩ O(e))

=
[∅ ∩ {a, i, j, p, c}] ∪ (∅ ∩ {a}) = ∅.

G′
r(p) = ∅,

Gr(p) = [IUSE(p) ∩ G(p)] ∪ [G′
r(p) \ O(p)] = [{i} ∩ {a}] ∪ ∅ = ∅,

Or(p) = [IUSE(p) ∩ O(p)] ∪ ∅ ∪ (G′
r(p) ∩ O(p)) = [{i} ∩ {i}] ∪ (∅ ∩ {i}) = {i},

G′
r(c) = ∅,

Gr(c) = [IUSE(c) ∩ G(c)] ∪ [G′
r(c) \ O(c)] = [{a, j} ∩ {a}] ∪ ∅ = {a},

Or(c) = [IUSE(c) ∩ O(c)] ∪ ∅ ∪ (G′
r(c) ∩ O(c))

=[{a, j} ∩ {j}] ∪ (∅ ∩ {j}) = {j},

G′
r(e) = ∅,

Gr(e) = [IUSE(e) ∩ G(e)] ∪ [G′
r(e) \ O(e)] = ∅ ∪ [∅ \ {a, i, j, p, c}] = ∅, and

Or(e) = [IUSE(e) ∩ O(e)] ∪ (G′
r(e) ∩ O(e)) = ∅ ∪ (∅ ∩ {a, i, j, p, c}) = ∅.

As already mentioned in Section 2.2, we do not count a modification that
is due to an initialization expression of a declaration in the declarative part of
unit u. This is justified by the fact that declarations in declarative part D are
(1) not visible/accessible outside the scope of this task, and (2) the elaboration
order ensures that tasks declared in D are activated after the declaration and
initialization of the variables in D. This effectively serializes the modifications
due to initialization with possible accesses from within child tasks. Thus in our
example variable a is not a member of IMOD(e).

Furthermore we get σrw(e) = ∅, σrw(p) = {a, i}, and σrw(c) = {a, j}. We have
now σrw(e) ∩ σrw(p) = ∅, and σ(e, p) = false. Because of σrw(e) ∩ σrw(c) = ∅
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and σ(e, c) = false, the same applies to tasks e and c. From σrw(p)∩σrw(c) = {a}
and σ(p, c) = true we conclude that there is an access anomaly concerning tasks
c and p with respect to variable a.

3 Related Work

In [10, 18, 17] a detailed survey of possible erroneous executions in Ada (espe-
cially unsynchronized accesses to unprotected variables and how unpredictable
the results are) is presented. Although there are protected types in Ada 95, un-
protected variables can be and are used. “. . . we do not wish to jump to the simple
conclusion that unprotected non-local variables should not be used. . . . although
the need for them has now been greatly reduced . . . perform a mechanical verifi-
cation of the fact that they are used correctly” [17].

One way to cope with unpredictability is to allow just a strict (safe) sub-
set of the Ada programming language [7, 4]. The Ravenscar Profile [6] removes
non-deterministic tasking features from Ada and thus provides a statically an-
alyzable subset of tasking facilities of Ada 95. This enables the development of
high-integrity systems even in conjunction with tasks. “The avoidance of un-
protected shared variables is generally a requirement of high integrity systems,
although detection of this erroneous case is not mandated by the Ravenscar Pro-
file definition” [7]. Thus, even in combination with the Ravenscar Profile, an
additional check is needed to make sure that unprotected data is never shared
between tasks. The Ravenscar Profile is an opportunity to allow concurrency
within SPARK [4, 1].

A variety of approaches dealing with the detection of tasking anomalies in
multi-tasking (Ada) programs have been proposed. These approaches include
static analysis, post-mortem trace analysis, on-the-fly monitoring, and combina-
tions. In [13] an overview of available techniques is presented. The goal of static
analysis is to detect access anomalies prior to execution. On-the-fly monitoring is
a dynamic approach and usually combined with a debugging tool. Post-mortem
methods include all techniques used to discover errors in an execution following
its termination.

Static Concurrency Analysis, presented in [26], is a method for determining
concurrency errors in parallel programs. The class of detectable errors includes
infinite waits, deadlocks, and concurrent updates of shared variables. Potentially
concurrent sections of code are identified. Shared variable operations in these
sections are potential anomalies. The algorithm is however exponential in the
number of tasks in the program.

Detecting access anomalies by monitoring program execution is proposed
in [23]. A general on-the-fly algorithm is presented, which can be applied to pro-
grams containing both nested fork-join and synchronization operations. In [11]
the dynamic approach is further explored, nested parallel loops are considered,
and experimental results are given. The retrospective in [24] gives a good survey
of on-the-fly techniques. In general these techniques are fundamentally different
to our static analysis approach. To reduce the amount of run-time checking,
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static program analysis can be used in combination with an on-the-fly approach
(cf. e.g., [13]).

AdaWise [3] is a set of program analysis tools that performs automatic checks
to verify the absence of common run-time errors affecting correctness or porta-
bility of Ada code. AdaWise checks at compile-time for potential errors such
as incorrect order dependence or erroneous execution due to improper aliasing.
Like our approach, it operates in a conservative way. That is, the absence of a
warning guarantees the absence of a problem. If AdaWise produces a warning,
there is a potential error that should be investigated by the developer.

A good survey of available tools detecting races in Java (e.g. rccjava, Java
Pathfinder, ESC/Java, Bandera) or C (e.g. Warlock and RacerX) can be found
in [27].

4 Conclusion and Future Work

In this paper we have presented data flow analysis frameworks for detecting non-
sequential access of shared non-protected variables, so-called access anomalies.
Our framework can handle most programs of practical importance. It is compu-
tationally efficient and easy to implement by modifying the source code of an
existing compiler like GNAT. Toolkits for constructing data flow analyzers [16]
can also be employed. Our method is conservative and may therefore raise false
positives. It should be easily adaptable for the Ravenscar profile [6, 7].

Our approach is also well-suited for other programming languages like Java
[2], although a Java program is not even termed erroneous if it accesses global
shared variables in a non-sequential way.

In the future we plan to develop a symbolic analysis framework that is aimed
at the detection of non-sequential global shared variable access. Symbolic analy-
sis is capable of incorporating flow-sensitive side-effects of a program, which will
make it less susceptible to the detection of false positives. A refinement of rela-
tion ‖ to model parallelism in a more fine-grained (i.e., intra-task) manner is an
orthogonal measure to reduce the number of false positives. At the moment our
analysis considers parallelism only on a per-task basis, which is a safe approxi-
mation of the actual potential for parallelism between variable accesses. There
are however many cases where task objects executing in parallel access a com-
mon variable, but the intra-task structure of the program reveals that the actual
access operations cannot occur in parallel (e.g., due to involved synchronization
primitives).
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Abstract. This article describes an analysis tool aimed at the C code
of the Linux kernel, having been first described as a prototype (in this
forum) in 2004. Its continuing maturation means that it is now capable of
treating millions of lines of code in a few hours on very modest platforms.
It detects about two uncorrected deadlock situations per thousand C
source files or million lines of source code in the Linux kernel, and three
accesses to freed memory. In distinction to model-checking techniques,
the tool uses a configurable “3-phase” programming logic to perform its
analysis. It carries out several different analyses simultaneously.

1 Introduction

Two years ago, our group had developed a prototype static analysis tool for the
Linux kernel and described it in this forum ([1]). At that time, it was a matter of
some pride that the prototype could efficiently deal with some thirty thousand
lines or so of source code at a time, that being about the size that a small kernel
driver source code of some five hundred lines or so of C code would expand to
once referenced header files had been included and all macros expanded.

Taking the development onwards to deal with first hundreds of thousands
and then millions of lines of (unexpanded) source code has not been merely a
question of linear improvement. The tool had to be (a) coupled with a logic
compiler in order to allow the programming logic to be reconfigured for different
analyses and (b) the way the tool applied the logic to a parsed program syntax
tree was made configurable via a user-defined set of trigger/action rules, again
compiled into the tool on demand. The coverage had to be extended again and
again to deal with the many unexpected C code constructions that the GNU C
compiler allows and the Linux kernel makes use of, as they were discovered, the
order of complexity of the algorithms involved had to be reduced greatly to deal
with more than toy cases, an efficient parse had to be created for expressions
which in places reach to 5000 lexical tokens, and logical predicates needed to be
normalised on the fly in order to avoid the buildup of repetitious and redundant
contributions that increase the complexity of the analysis task.

We take the opportunity in this article to state with specificity the analytic logic
applied to every C code construct, as refined over the past two years. The analysis
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copes with the mix of C and assembler in the Linux kernel source and the tool is
written wholly in C, making it easy to compile and distribute in an open source
environment, and it is licensed under an open source license.

Abstract interpretation [2] plays a fundamental rôle in the analysis, causing a
simplification in the description of state that is propagated through a program
code; for example, there is a literal (written “NAN”) meaning “don’t know” in
the abstract domain, and thus a program variable which may take any of the
values 1, 2, or 3 may be described as having the abstract value “don’t know”,
leading to a state described by one atomic proposition, not a disjunct of three.

By way of orientation, note that static analysis is in general difficult to apply
to C code because of C’s pointer arithmetic and aliasing, but some notable ef-
forts to that end have been made. David Wagner and collaborators in particular
have been active in the area (see for example [5], where Linux user space and
kernel space memory pointers are given different types, so that their use can be
distinguished, and [6], where C strings are abstracted to a minimal and maxi-
mal length pair and operations on them abstracted to produce linear constraints
on these numbers). That research group often uses model-checking to look for
violations in possible program traces of an assertion such as “chroot is always
followed by chdir before any other file operations”. In contrast, the approach in
this article assigns a (customisable) approximation semantics to C programs, via
a (customisable) program logic for C. It is not model-checking, but a more light-
weight approach, part-way between model-checking and Jeffrey Foster’s work
with CQual [3, 4], which extends the type system of C in a customisable man-
ner. In particular, CQual has been used to detect “spinlock-under-spinlock”, a
sub-case of the analysis here.

The remainder of this article is structured as follows: an example run of the
analysis will be presented in Section 2, the theory of the analytic logic used
will be described in Section 3, and the detail of the treatment of C will be
given in Section 4, along with the definitions that customise the analysis. Then
configurations of the analyser for a small variety of problems and the results are
discussed in Section 5.

2 First Example: Sleep Under Spinlock

In [1] we focused on checking for a particular problem in SMP systems – “sleep
under spinlock”. A function that can sleep (i.e., that can be scheduled out of
the CPU) ought never to be called from a thread that holds a “spinlock”, the
SMP locking mechanism of choice in the Linux kernel. Trying to take a locked
spinlock on one CPU provokes a busy wait (“spin”) in that thread that occupies
the CPU completely until the same spinlock is released on another CPU. If the
thread that has locked the spinlock is scheduled out of its CPU while the lock
is held, then the only thread that likely has code to release the spinlock again
is not running. If by chance it is rescheduled into the CPU before any other
thread tries to take the spinlock, then all is well. But if another thread tries
for the spinlock first, then it will spin, occupying the CPU and keeping out the
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files checked: 1055
alarms raised: 18 (5/1055 files)
false positives: 16/18
real errors: 2/18 (2/1055 files)
time taken: ˜24h
LOC: 7̃00K (unexpanded)

1 instances of sleep under spinlock
in sound/isa/sb/sb16 csp.c

1 instances of sleep under spinlock
in sound/oss/sequencer.c

6 instances of sleep under spinlock
in net/bluetooth/rfcomm/tty.c

7 instances of sleep under spinlock
in net/irda/irlmp.c

3 instances of sleep under spinlock
in net/irda/irttp.c

Fig. 1. Testing for sleep under spinlock in the 2.6.3 Linux kernel

thread that would have released the spinlock. If yet another thread tries for
the spinlock, then on a 2-CPU system, the machine is dead, with both CPUs
spinning waiting for a lock that will never be released. Such opportunities are
denial of service vulnerabilities that any user can exploit to take down a system.
2-CPU machines are also common – any Pentium 4 of 3.2GHz or above has a
dual “hyper-threading” core. Detecting sleep under spinlock is one application
of the abstract logic applied by the analyser.

That analysis may now be applied at almost industrial scales – Table 1 shows
the results of checking for spinlock abuse in 1055 of the 6294 C source files in the
Linux 2.6.3 kernel. This particular run took about 24 hours running in a single
thread on a 550MHz (dual) SMP PC with 128MB ram (nowadays the analysis
runs about two to three times as fast as that). About forty more files failed to
parse at that time for various reasons (in one case, because of a real code error, in
others because of the presence of GNU C extensions for the gcc compiler that the
analyser could not cope with at that time, such as attribute declarations in
unexpected positions, case statement patterns matching a range instead of just
a single number, array initialisations using “{ [1,3,4] = x }” notation, etc.).
Five files showed up as suspicious under the analysis, as listed in Fig. 1.

Although the flagged instances are indeed calls of the kernel memory alloca-
tion function kmalloc (which may sleep) under spinlock, the arguments to the
call sometimes make it safe. The function will not sleep with GFP ATOMIC there,
and that is the case in several instances, but not in the two shown in Fig. 2.

The first of these two is in code that writes microcode from user-space to the
sound processor chip on the sound card; in the 2.6.11 Linux kernel source, that
section of code has been replaced entirely. The second, however, is still present
in 2.6.11 and 2.6.12 Linux kernels. Alan Cox owned up to it at 2.6.12.5 (Linux
kernel mailing list, in thread sleep under spinlock, sequencer.c, 2.6.12.5, dated
19 Aug 2005): Yep thats (sic) a blind substitution of lock kernel in an old tree
it seems. Probably my fault. Should drop it before the sleep and take it straight
after. The vulnerability might be exercised by evoking system sounds on an SMP
machine (e.g. by triggering many “you have mail” notifications at once).
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File & function Code fragment
sb/sb16 csp.c:
snd sb csp load

619 spin lock irqsave(&p->chip->reg lock, flags);
. . . ...
632 unsigned char *kbuf, * kbuf;
633 kbuf = kbuf = kmalloc (size, GFP KERNEL);

oss/sequencer.c:
midi outc

1219 spin lock irqsave(&lock,flags);
1220 while (n && !midi devs[dev]->outputc(dev, data)) {
1221 interruptible sleep on timeout(&seq sleeper,HZ/25);
1222 n--;
1223 }
1224 spin unlock irqrestore(&lock,flags);

Fig. 2. Sleep under spinlock instances in kernel 2.6.3

3 Analytic Program Logic

The analysis works by sweeping an initial description of state (for example, “the
count of spinlocks taken so far is zero”), forward through the code, constructing
descriptions of all the possible states reachable at every point.

The “descriptions” are predicates from a very restricted set, consisting of dis-
junctions and conjunctions of simple propositions of the form x ≤ a, x = b, and
so on, where a and b may only be constant values (including the abstract literal
meaning “don’t know”, written “NAN”). These predicates correspond to shapes
that are the unions of cubes in n-dimensional integer space and we can check
for inclusion of one such “cuboid” p in another q via a linear-programming algo-
rithm, thus determining mechanically (and efficiently) whether the implication
p → q holds or not. The variables that appear in the predicates are not program
but condition variables, introduced purely for the purpose of the analysis and
manipulated by the logic configured for the individual statements of C.

At the same time as the predicate descriptions are propagated, an approximate
state (different in all likelihood from the predicate constructed, but not incom-
patible with it) is calculated at each point and swept through the program, in
order to give some guidance. It is not necessary to construct this approximation
but it is helpful in detecting dead code and forced branches. It is not uncommon
to write “if (0)”, for example, and the abstraction would calculate the value 0
for the “0” and guide the analysis to drop the block.

The “approximate state” (currently) consists of the assignment of a range of
integer values to program (not condition) variables (Fig. 3). This approximation
is intended to capture all the possible values that the variable may take at that
point. For example, if x is assigned the range [−1, 1] just prior to the statement
x=x+1; then it is assigned the range [0, 2] after it.

To take account of the effect of loops in the guiding approximation, changes
made by the loop body to variables outside the loop are evaluated broadly. So,
for example, if the loop enters with the external program variable x set to [−1, 1],
but the body transforms it to [0, 2], it may be assigned the value NAN after the
loop, on the basis that repeat iterations change it unpredictably. The aim is
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const :

. . . −1 0 1. . .
↖ ↑ ↗
NAN

rnge :

[c1, c2], [x : p]

ci ∈ const
p ∈ prpn

prpn :

p1 ∧ p2, p1 ∨ p2

p, q, . . .
a, p[x ± c/x], p[x/y]

a ∈ atom, pi ∈ prpn
c ∈ const

value:

x, y, z, . . .
c, v + c, v − c
upper(r), lower(r)

r ∈ rnge, c ∈ const
atom:
x < c, x = c, . . .

c ∈ const

Fig. 3. The semantic domains for the specification language. Arrows show refinement

to generate a loop invariant abstract state. At present we do not try harder to
find an accurate invariant state, though in principle we could try again with
[−1, 1] ∪ [0, 2] = [−1, 2] as the putative invariant, and again for any desired
number of repetitions. We currently move directly to NAN as the assigned value
for any variant program variable, and stop the procedure as soon as we have an
invariant approximation state. Assigning NAN for every variable always gives an
invariant, so the procedure stops in at most #variables steps.

At each point in the program code, the predicate (not the state approximation)
description of the reachable states is evaluated to see if it may permit a violation
of an objective that has been set. If it does, the line is flagged. Thus if we get
“number of spinlocks taken may be in the range [0,2]” at a point where a function
f that may sleep is called, the flag is set; it is set because the analysis says that
sleepy function f may be called under spinlock there and the objective is that
sleepy functions not be called under spinlock. In particular, if the uniformative
statement “true” (T) were all that we had as the predicate description of state
at that point, the alarm flag would be set because the state could be anything
at all, and thus the objective may not be met there.

The predicate description of the reachable states at each point is propagated
through the code by a compositional program logic called NRBG [1] (for “nor-
mal”, “return”, “break”, “goto”, reflecting its four principal components). The
four components, N, R, B, G, represent different kinds of control flow: a “normal”
flow, N, and several “exceptional” flows.

Program fragments are thought of as having three phases of execution: initial,
during, and final. The initial phase is represented by a condition p that holds
as the program fragment is entered. The only access to the internals of the
during phase is via an exceptional exit (R, B, G; return, break, goto) from the
fragment. The final phase is represented by a condition q that holds as the
program fragment terminates normally (N).

The N part of the logic represents the way code “falls off the end” of one
fragment and into another. That is, if p is the precondition that holds before
program a; b runs, and q is the postcondition that holds afterwards, then

p N(a; b) q = p N(a) r ∧ r N(b) q (1)

To exit normally with q, the program must flow normally through fragment a,
hitting an intermediate condition r, then enter fragment b, exiting it normally.
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ba

exceptional flow

normal flow

a

normal flow

return exceptional flow

break exceptional flow

Fig. 4. (L) Normal and exceptional flow through two program fragments in sequence;
(R) the exceptional break flow from the body of a forever loop is the normal flow exit
from the loop composite.

The R part of the logic represents the way code flows exceptionally out of the
parts of a routine through a “return” path. If r is the intermediate condition
that is attained after normal termination of a, then:

p R(a; b) q = p R(a) q ∨ r R(b) q (2)

That is, one may either return from program fragment a, or else terminate a
normally, enter fragment b and return from b.

The logic of break is (in the case of sequence) exactly equal to that of return:

p B(a; b) q = p B(a) q ∨ r B(b) q (3)

where again r is the intermediate condition that is attained after normal termi-
nation of a. One may either break out of a, or wait for a to terminate normally,
enter b, and break out of b (see Fig. 4(L)).

Where break and return logic do differ is in the treatment of loops. First of
all, one may only return from a forever while loop by returning from its body:

p R(while(1) a) q = p R(a) q (4)

On the other hand, (counter-intuitively at first reading) there is no way (F,
“false”) of leaving a forever while loop via a break exit, because a break in the
body of the loop causes a normal exit from the loop itself, not a break exit:

p B(while(1) a) F (5)

The normal exit from a forever loop is by break from its body (see Fig. 4(R)):

p N(while(1) a) q = p B(a) q (6)

To represent the loop as cycling possibly more than once, rather than the
“almost once” of the above. one would extend (4), for example, to:

p R(while(1) a) q = p R(a) q ∨ r R(while(1)a) q (7)
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where r is the intermediate condition that is attained after normal termination
of a. However, in practice it suffices to check that r → p holds, because then the
equation reduces to the form (4) given originally. In case r → p does not hold
immediately, p is relaxed until it does. What is meant by this is that a p′ ≥ p is
found with the property p′ N(a) p′. There always is such a p′ since T (“true”)
will do. We explain further below.

Typically the precondition p is the claim that the spinlock count ρ is below
or equal to n, for some n: ρ ≤ n. In that case the logical components N, R,
B have for each precondition p a strongest postcondition p SPN (a), p SPR(a),
p SPB(a), compatible with the program fragment a in question. For example, in
the case of the logic component N:

p N(a) q ↔ p SPN (a) ≤ q (8)

Each logic component X can be written as a function rather than a relation by
identifying it with a postcondition generator no stronger than SPX . For example:

(ρ ≤ n) N

(
spin lock(&x)

spin unlock(&x)

)
=

(
ρ ≤ n + 1
ρ ≤ n − 1

)
(9)

Or in the general case, the action on precondition p is to substitute ρ by ρ±1 in
p, giving p[ρ−1/ρ] (for spin lock) and p[ρ+1/ρ] (for spin unlock) respectively:

p N

(
spin lock(&x)

spin unlock(&x)

)
=

(
p[ρ − 1/ρ]
p[ρ + 1/ρ]

)
(10)

The functional action on sequences of statements is then described as follows:

p N(a; b) = (p N(a)) N(b) (11)
p R(a; b) = p R(a) ∨ (p N(a)) R(b) (12)
p B(a; b) = p B(a) ∨ (p N(a)) B(b) (13)

Returning briefly to how we relax a predicate p to p′ ≥ p with p′ N(a) p′, we
first look at p′ = p ∨ pSPN (a). If this implies p, we are done, since p itself is an
invariant. We next check if p′ > p is an invariant by seeing if p′∨p′SPN (a) implies
p′. If it does, we are done. If not, there is a dimension (a variable x appearing
in p′) in which the lack of fit of the one cuboid in the other is manifest, because
x = k for some particular k is permitted by p′ but not by p′ ∨ p′SPN (a). We
erase atomic propositions referring to x from p′, thus obtaining a p′′ ≥ p′ > p (p′

is a positive dis/conjunctive form in the atomic ordering propositions, so erasing
part of it makes it less restricting) and then check to see if p′′ ∨ p′′SPN (a) is
contained in p′′. If it is, we are done. If not we remove references to one more
variable and repeat. The procedure terminates in at most #variables steps. At
worst it gives T.

The G component of the logic is responsible for the proper treatment of goto
statements. To allow this, the logic – each of the components N, R, B and G –
works within an additional context, e. A context e is a set of labelled conditions,
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each of which are generated at a goto x and are discharged/will take effect
at a corresponding labelled statement x: .... The G component manages this
context, first storing the current pre-condition p as the pair (x, p) (written x:p)
in the context e at the point where the goto x is encountered:

p Ge(goto x) = {x:p} ∪+ e (14)

The {x:p} in the equation is the singleton set {(x, p)}, where x is some label
(e.g. the “foo” in “foo: a = 1;”) and p is a logical condition like “ρ ≤ 1”.

In the simplest case, the operator ∪+ is set theoretic disjunction. But if an
element x:q is already present in the context e, signifying that there has already
been one goto x statement encountered, then there are now two possible ways
to reach the targeted label, so the union of the two conditions p and q is taken
and x:q is replaced by x:(p ∪ q) in e.

Augmenting the logic of sequence to take account of context gives:

p Ne(a; b) = (p Ne(a)) NpGe(a)(b) (15)
p Re(a; b) = p Re(a) ∨ (p N(a)e) RpGe(a)(b) (16)
p Be(a; b) = p Be(a) ∨ (p N(a)e) BpGe(a)(b) (17)

The N, R, B semantics of a goto statement are vacuous, signifying one cannot
exit from a goto in a normal way, nor on a break path, nor on a return path.

p Ne(goto x) = p Re(goto x) = p Be(goto x) = F (18)

The only effect of a goto is to load the context for the logic with an extra exit
condition. The extra condition will be discharged into the normal component
of the logic only when the label corresponding to the goto is found (ex is the
condition labelled with x in environment e, if any):

p N{x:q}∪e(x:) = p ∨ q p Re(x:) = F (19)
p Be(x:) = F p Ge(x:) = e − {x:ex} (20)

This mechanism allows the program analysis to pretend that there is a “short-
cut” from the site of the goto to the label, and one can get there either via
the short-cut or by traversing the rest of the program. If label foo has already
been encountered, then we have to check at goto foo that the current program
condition is an invariant for the loop back to foo:, or raise an alarm.

False positives are possible, but false negatives (in the sense of detectable cases
that are somehow missed) are not, provided only that the code does not contain
backward-going gotos, which we do not currently treat with full genericity (in the
future that may change). This is not a claim for omniscience in the technology,
just an observation that the predicate description that is calculated at each point
is intentionally broad enough to encompass (1) every value that may be obtained
in (2) every state that may be reached there.

That is subject to several provisos; the code must not do something odd
like call an opaque subroutine that modifies its own code or data, because
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that is a possibility not modelled in the logic. And the analysis cannot know
if int *x=123456789; (*x)++; modifies a memory location that is significant
other than as data; perhaps it is the stack return address. The logic detailed
in the next section ignores possible accesses other than by name to the data in
variables, and indeed, as configured, takes no note of what value is stored.

4 The Analyser

The static analyser allows the program logic of C to be configured in detail by the
user. The motive was originally to make sure that the logic was implemented
in a bug-free way – writing the logic directly in C made for too low-level an
implementation for what is a very high-level set of concepts. A compiler into
C for specifications of the program logic was written and incorporated into the
analysis tool. The logic compiler understands specifications of the format

ctx pre-context, precondition :: name(arguments) =
postconditions with ctx post-context ;

where the precondition is an input argument, the entry condition for a code
fragment, and postconditions is an output, a tuple consisting of the N, R, B exit
conditions according to the logic. The pre-context is the prevailing goto con-
text. The post-context is the output goto context, consisting of a set of labelled
conditions. For example, the specification of the empty statement logic is:

ctx e, p::empty() = (p, F, F) with ctx e;

signifying that the empty statement preserves the entry condition p on normal
exit (p), and cannot exit via return (F) or break (F). The context (e) is unaltered.

The analysis propagates a specified initial condition forward through the pro-
gram, developing postconditions after each program statement that are checked
for conformity with a specified objective. The full set of logic specifications is
given in Table 1. To relate it to the logic presentation in Section 3, keep in mind:

ctx e, p :: k() = (n, r, b) with ctx e′;
means

p Ne(k) = n p Re(k) = r
p Be(k) = b p Ge(k) = e′

written out in the mathematical notation of Section 3.
The treatment of spin unlock calls, write unlock calls, read unlock calls,

etc. in Linux kernel code is managed by the unlock entry in the table. These all
decrement the spinlock counter n. The argument label l to the call is an iden-
tifier for the spinlock address that appears as an argument to the call. Similarly
the lock entry in the table represents the logic of the spin lock, write lock,
read lock, etc. calls. These calls all increment the spinlock counter n.

Note that function calls act like spinlock no-ops. That is, other functions are
assumed to be balanced with respect to their effect on spinlocks. That is a good
heuristic, because the only function that is explicitly unbalanced in that respect
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Table 1. The single precondition/triple postcondition program logic of C

ctx e, p::for(stmt) = (n∨b, r, F) with ctx f
where ctx e, p::stmt = (n,r,b) with ctx f;

ctx e, p::empty() = (p, F, F) with ctx e;
ctx e, p::unlock(label l) = (p[n+1/n], F, F) with ctx e;
ctx e, p::lock(label l) = (p[n-1/n], F, F) with ctx e;
ctx e, p::assembler() = (p, F, F) with ctx e;
ctx e, p::function() = (p, F, F) with ctx e;
ctx e, p::sleep(label l) = (p, F, F) with ctx e

{ if (objective(p) ≥ 0) setflags(SLEEP); };
ctx e, p::sequence(s1, s2) = (n2, r1∨r2, b1∨b2) with ctx g

where ctx f, n1::s2 = (n2,r2,b2) with ctx g
and ctx e, p::s1 = (n1,r1,b1) with ctx f;

ctx e, p::switch(stmt) = (n∨b, r, F) with ctx f
where ctx e, p::stmt = (n,r,b) with ctx f

ctx e, p::if(s1, s2) = (n1∨n2, r1∨r2, b1∨b2) with ctx f1∨f2

where ctx e, p::s1 = (n1,r1,b1) with ctx f1

and ctx e, p::s2 = (n2,r2,b2) with ctx f2;
ctx e, p::while(stmt) = (n∨b, r, F) with ctx f

where ctx e, p::stmt = (n,r,b) with ctx f;
ctx e, p::do(stmt) = (n∨b, r, F) with ctx f

where ctx e, p::stmt = (n,r,b) with ctx f;
ctx e, p::goto(label l) = (F, F, F) with ctx e∨{l::p};
ctx e, p::continue() = (F, F, p) with ctx e;
ctx e, p::break() = (F, F, p) with ctx e;
ctx e, p::return() = (F, p, F) with ctx {};
ctx e, p::labeled(label l) = (p∨e.l, F, F) with ctx e\\l;

Legend
assembler – gcc inline assembly code;
sleep – calls to C functions which can sleep;
function – calls to other C functions;
sequence – two statements in sequence;

if – C conditional statement;
switch – C case statement;
while – C while loop;
do – C do while loop;
labelled – labelled statements.

in the Linux kernel is the call spin_trylock, which takes the spinlock if it is free
and returns 0, or else cannot take it and returns 1. And if any (other) function
were unbalanced it would be noticed during the analysis of that function.

An “objective” function for the analysis is specified by an objective speci-
fication in the same format as the logic specifications (see Table 1). The term
upper[n:p] gives the estimated upper limit of the counter n subject to the con-
straints in the precondition p. The limit is +∞ if p is “true” (T). The predicate
must contain information that bounds n away from positive values if the objec-
tive is not to generate a positive value, and less information in the predicate will
cause a more positive value to be calculated as the spinlock count upper bound.

The objective is computed at each node of the syntax tree. Positive values
of the objective function are reported to the user (with the trigger/action rules
that are currently in force and which will be described in the following part of
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Table 2. Trigger/action rules which propagate information through the syntax tree

1. SLEEP! & OBJECTIVE SET & OBJECTIVE ≥ 0 → aliases |= SLEEP,
callers |= SLEEP

2. REF! & SLEEP → callers |= SLEEP, ~REF
3. (SLEEP & OBJECTIVE SET & OBJECTIVE ≥ 0)! → output()

this section). In particular, calls to functions which can sleep at a node where
the objective function is positive are reported (this indicates where a call to a
sleepy function might occur under spinlock).

The initial specification (n ≤ 0) shown in Table 3 describes the initial
program state at runtime. It says here that the spinlock counter n is less than
or equal to zero (actually, zero, but the inequality is just as good and simpler).

The analysis also assumes that the tested value in conditionals, case state-
ments and loops contains no significant program code (break, continue, etc.) –
GNU C allows it but it does not appear in practice in the Linux kernel source.

The logic propagation through the syntax tree is complemented by a trig-
ger/action system which acts whenever a property changes on a node. As the
analysis tool is currently configured, the rules in Table 2 are applied. Their prin-
cipal aim is to construct the list of sleepy functions, checking for calls by name
of already known sleepy functions and thus constructing the transitive closure
of the list under the call (by name) graph.

Rule (1) applies whenever a function is newly marked as sleepy (SLEEP!).
Then if the objective function (here the maximal value of the spinlock count
n) has already been calculated on that node (OBJECTIVE SET) and is not negative
(OBJECTIVE ≥ 0, indicating that the spinlock count is 0 or higher) then all the
known aliases (other syntactic nodes which refer to the same semantic entity)
are also marked sleepy, as are all the known callers (by name) of this node (which
will be the current surrounding function, plus all callers of aliases of this node).

The reason why sleepiness is not propagated under negative spinlock is quite
subtle. Consider function f called from function g called from function h. If the
spinlock count is negative at the call of f in g, then g is intended to be called
under spinlock (releasing an already released spinlock is a design error). If f is
sleepy then g would ordinarily be marked sleepy too and that would be marked
as an error when g is called under spinlock in h. But that is wrong when f is
under negative spinlock in g, because then f is not under spinlock when g is
called under spinlock in h and it is not a problem in h that f chooses to sleep
inside g. So, under these conditions, g should not be marked as sleepy.

Rule (2) in Table 2 is triggered when a known sleepy function is referenced
(REF!). Then all the callers (including the new referrer) are marked as sleepy if
they were not so-marked before. The REF flag is removed as soon as it is added
so every new reference triggers this rule. The effect of rules (1) and (2) together
is to efficiently create the transitive sleepy call (by name) graph.
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Table 3. Defining initial conditions, and an objective function to be calculated at
every node of the syntax tree

::initial() = (n≤0);
p::objective() = upper[n:p];

A list of all calls to functions that may sleep under a positive spinlock count
is created via rule (3) in Table 2. Entries are added when a call is (a) sleepy,
and (b) the spinlock count at that node is already known and (c) is nonnegative
(positive counts will be starred in the output list, but all calls will be listed).

The analyser is called with the same arguments as the gcc compiler would have
used. That enables the kernel to be compiled once, the calls to gcc recorded, and
then the analyser to be run using the same arguments as were used for gcc.

The parser handles both the code of the 2.4 series Linux kernel and the 2.6
series. The lexer is user-configurable and needs seeding with the names of those
functions which are known a priori to sleep, and the names of the spinlock lock
and unlock calls. Less than twenty seed functions have been used.

5 More Targets

Spinlock-under-spinlock can be detected by first constructing the transitive graph
of functions which call functions which take spinlocks, and sounding the alarm
at a call of such a function under spinlock.

Making that graph requires attaching the code

setflags(SPINLOCK)

into the logic of the spin lock function calls in Table 1, just as for the sleep
function calls. The trigger/action rules in Table 2 are then duplicated, substi-
tuting SPINLOCK for SLEEP in the existing rules, so that the rules propagate the
SPINLOCK flag as well as the SLEEP flag from callee to caller. Then a single trig-
ger/action rule is added which outputs an alert when a function marked with
SPINLOCK (i.e. a function which calls a function which . . . takes a spinlock) is
called under spinlock:

(SPINLOCK & SPIN SET & SPIN > 0)! → output()

Why is taking a spinlock twice dangerous? Taking the same spinlock twice is
deadly, as Linux kernel spinlocks are not reentrant. The result will be to send
the CPU into a busy forever loop. Taking two different spinlocks one under
the other in the same thread is not dangerous, unless another thread takes the
same two spinlocks, one under the other, in the reverse order. There is a short
window where both threads can take one spinlock and then busy-wait for the
other thread to release the spinlock they have not yet taken, thus spinning both
CPUs simultaneously and blocking further process. In general, there is a deadlock
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files checked: 1151
alarms raised: 426 (30/1151 files)
false positives: 214/426
real errors: 212/426 (3/1151 files)
time taken: ˜6h
LoC: 650K (unexpanded)

Fig. 5. Testing for access to kfreed memory in the 2.6.3 Linux kernel

File & function Code fragment
fm801-gp.c:
fm801 gp probe

101 kfree(gp);
102 printk("unable to grab region 0x%x-0x%x\n",

gp->gameport.io, gp->gameport.io + 0x0f);
aic7xxx old.c:
aic7xxx detect

9240 while(current p && temp p)
9241 {
9242 if (((current p->pci bus==temp p->pci bus)&&...){

...
9248 kfree(temp p);
9249 continue;

Fig. 6. Access to kfreed memory in kernel 2.6.3

window like this if there exists any spinlock cycle such that A is taken under B,
B is taken under C, etc. Detecting double-takes flags the potential danger.

We have also been able to detect accesses to freed memory (including frees
of freed memory). The technique consists of setting the logic of a kfree call on
a variable containing a memory address to increment a counter variable a(l)
unique to the (integer index label l generated by the analysis for the) variable.
Assigning the variable again resets the counter to zero (p[!a(l)] means proposi-
tion p relaxed to remove references to the counter a(l); a is treated like a vector
where appropriate, so initial condition a ≤ 0 has a(l) ≤ 0 too):

ctx e, p ::kfree(label l) = (p[a(l)-1/a(l)], F, F) with ctx e;
ctx e, p ::assignment(label l)= (p[!a(l)], F, F) with ctx e;

The alarm is sounded when the symbol with label l is accessed where the counter
a(l) may take a positive value – variable with index l may point to freed memory.

A survey of 1151 C source files in the Linux 2.6.3 kernel reported 426 “alarms”
but most of these were clusters with a single origin. Exactly 30 of the 1151 files
were reported as suspicious in total (see Table 5). One of these (aic7xxx old.c)
generated 209 of the alarms, another (aic7xxx proc.c) 80, another
(cpqphp ctrl.c) 54, another 23, another 10, then 8, 7, 5, 4, 2, 2, 2, 2, and
the rest 1 alarm each. Three (3) of the flagged files contained real errors of
the type searched for. Two of the error regions are shown in Fig. 6. Curiously,
drivers/scsi/aic7xxx old.c is flagged correctly, as can be seen in the second
code segment in the figure.
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All the false alarms were due to a bug in the postcondition logic of assignment
at the time of the experiment, which caused a new assignment to x closely
following on the heels of a kfree(x) to be (erroneously) flagged.

A repeat experiment on 1646 source files (982K LOC, unexpanded) of the
Linux 2.6.12.3 kernel found that all the errors detected in the experiment on
kernel 2.6.3 had been repaired, and no further errors were detected. There were
8 false alarms given on 7 files (all due to a parser bug at the time which led to
a field dereference being treated like reference to a variable of the same name).

6 Software

The source code of the software described in this article is available for down-load
from ftp://oboe.it.uc3m.es/pub/Programs/c-1.2.13.tgz under the condi-
tions of the GNU Public Licence (GPL), version 2.

7 Summary

A practical C source static analyser for the Linux kernel has been described,
capable of dealing with the millions of lines of code in the kernel on a reasonable
time-scale, at a few seconds per file. The analysing logic is configured to obtain
different analyses (and several are performed at once).

The particular logical analysis described here has detected about two uncor-
rected deadlock situations per thousand files in the Linux 2.6 kernel, and about
three per thousand files which access already freed memory.
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Abstract. The maintenance and evolution of critical software with high
requirements for reliability is an extremely demanding, time consuming
and expensive task. Errors introduced by ad-hoc changes might have
disastrous effects on the system and must be prevented under all cir-
cumstances, which requires the understanding of the details of source
code and system design. This paper describes Bauhaus, a comprehensive
tool suite that supports program understanding and reverse engineering
on all layers of abstraction, from source code to architecture.

1 Introduction

This paper presents an overview of the program understanding and reverse en-
gineering capabilities of Bauhaus [1], a research project at the universities of
Stuttgart and Bremen. The importance of understanding program source code
and of being able to reverse engineer its components derives both from the
costly effort put into program maintenance and from the desire to create and
preserve the reliability of the code base even under extensive change. The qual-
ity of software under maintenance is crucially dependent on the degree to which
the maintainers recognise, observe, and occasionally modify the principles of the
original system design.

Therefore, tools and techniques that support software understanding and
reverse engineering have been developed by industry and academia as a vehicle
to aid in the refurbishment and maintenance of software systems. Especially crit-
ical systems with high requirements for reliability benefit from the application
of such tools and techniques. For example, it becomes possible to automatically
prove the absence of typical programming errors, e.g., uninitialised variables, to
raise the internal source code quality, e.g., by detecting dead code, and to im-
prove the understanding of the software on all layers of abstraction from source
code to architectural design.

The details of these techniques will be described later in this document.
The rest of the document is organised as follows: section 2 provides the mo-
tivation and background of Bauhaus. Section 3 discusses the program repre-
sentations used in Bauhaus. Section 4 and 5 describe the low- and high-level
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analyses implemented in Bauhaus. Trace analysis techniques are introduced in
section 6. Some other analyses are discussed in section 7. Section 8 describes
the development process and summarises experiences with Ada as the main
implementation language of Bauhaus. The paper ends with some conclusions
in section 9.

2 Background

The project Bauhaus is motivated by the fact that programmer efforts are mostly
(60% - 80%) devoted to maintain and evolve rather than to create systems [2].
Moreover, about half of the maintenance effort is spent on understanding the
program and data [3], before actual changes are made. Therefore, helping main-
tainers to understand the legacy systems they have to maintain could greatly
ease their job. A better understanding of the code and of its design will undoubt-
edly also contribute to the reliability of the changed software. An important step
in assisting the maintainers is to provide them with a global overview comprising
the main components of the system and their interrelations and with subsequent
refinements of the main components. Therefore, our initial goal for Bauhaus was
the development of means to semi-automatically derive and describe the software
architecture, and of methods and tools to represent and analyse source code of
legacy systems written in different languages. At present, Bauhaus is capable to
analyse programs in Ada, C, C++, and Java. Bauhaus is implemented mainly
in Ada and interfaces to software in C, C++, and an assortment of other lan-
guages. Figure 1 provides basic data about the composition of the 2005 Bauhaus
system.

Language Handwritten Generated Total
Ada95 589’000 291’000 880’000
C 106’000 0’000 106’000
C++ 115’000 177’000 292’000
. . . . . . . . . . . .
Total 843’000 469’000 1’312’000

Fig. 1. The Bauhaus project: number of non-commented lines of code, categorised by
programming language

The primary challenges that the Bauhaus infrastructure addresses are the
support for multiple source languages and the creation of a common framework,
in which advanced compiler technologies for data- and control-flow analyses offer
foundation support engineered to allow the analysis of multi-million lines of user
code. User-oriented analyses with ultimate benefits to the maintainers of systems
achieve their goals by building on the results of these basic analyses. In the realm
of tools for program understanding, Bauhaus is one of very few toolsets that takes
advantage of data- and control-flow analyses.
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3 Program Representations

3.1 Requirements for Program Representations

The particular program representation has an important impact on what analy-
ses can be performed effectively and efficiently. Fine-grained analyses, e.g., of
data- and control-flow, require more low-level information than coarse-grained
analyses. Some of the Bauhaus tools utilise compiler techniques, which produce
rich syntactic and semantic information, often referred to as the detailed, low-
level representation of a program. Unlike compilers, all Bauhaus tools analyse
and know the system as a whole. The Bauhaus analyses used for reverse- and
re-engineering the architecture of a system, on the other hand, build on a much
coarser, high-level program representation. To reduce the size of the information
being operated upon by these analyses, the detailed information is first con-
densed into this coarser, more suitable high-level representation. An additional
design goal for our program representations was to keep them independent from
the source programming languages and, in particular, to allow for the analysis
of mixed-language systems.

In Bauhaus two separate program representations exist, catering to the need
of detailed low-level and coarser high-level analyses, respectively. The InterMedi-
ate Language (IML) representation contains information at the syntactical and
semantical levels. Resource flow graphs (RFG) are used to represent information
about global and architectural aspects of the analysed systems.

3.2 IML

The IML representation is defined by a hierarchy of classes. Each class under-
takes to represent a certain construct from a language, as for instance a while
loop. Instances of these classes model the respective occurrences in a program.
Within the hierarchy, a specialisation takes place: child classes model the same
semantic construct as their parent class, however in a more specialised pattern,
e.g., the While Loop class is a child of the more general Loop Statement class.
By enforcing certain rules on the generation of the sub-nodes of such an instance,
a semantic equivalence is ensured, so that analyses not interested in the fact that
the loop was indeed a While Loop will function correctly when operating on the
instance merely as a general Loop Statement. This modelling strategy allows us
in many cases to add a construct from a particular language as instance of a
more general common notion present in many languages. E.g., the for-loops of
Ada and C are represented by two distinct classes. Both share the same base
class that models the common aspects of all loops. In this regard, IML is quite
unique among the known Intermediate Languages [4].

Objects in IML possess attributes, which more specifically describe the rep-
resented constructs. Often such an attribute is a pointer, or a list, or a set of
pointers to other objects. Thus, IML forms a general graph of IML objects and
their relationships. IML is generated by compiler frontends that support C and
C++. Frontends for Ada and Java are under development. Foundation support
for the persistence of IML automates the writing and reading of IML to and
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from a file. Prior to advanced analyses, the IML parts of a program are linked
by a Bauhaus tool into a complete representation of the entire program to be
analysed.

3.3 RFG

As described earlier, different abstraction levels are used in Bauhaus for the
recognition of the architecture of a software system. While IML represents the
system on a very concrete and detailed level, the abstraction levels for global un-
derstanding are modelled by means of the RFG. An RFG is a hierarchical graph,
which consists of typed nodes and edges. Nodes represent architecturally relevant
elements of the software system, e.g., routines, types, files and components. Re-
lations between these elements are modelled with edges. The information stored
in the RFG is structured in views. Each view represents a different aspect of
the architecture, e.g., the call graph or the hierarchy of modules. Technically,
a view is a subgraph of the RFG. The model of the RFG is fully dynamic and
may be modified by the user, i.e., by inserting or deleting node/edge attributes
and types. For visualising the different views of RFGs, we have implemented a
Graphical Visualiser(Gravis) [5]. The Gravis tool facilitates high-level analysis
of the system and provides rich functionality to produce new views by RFG
analyses or to manipulate generated views.

For C and C++, an RFG containing all relevant objects and relationships for
a program is automatically generated from IML, whereas for Ada and Java the
RFG is generated from other intermediate representations or compiler supported
interfaces, e.g., the Ada Semantic Interface Specification (ASIS) or Java classfiles.

This RFG is then subjected to and augmented by additional automated and
interactive analyses.

4 Analyses Based on IML

This section describes the Bauhaus analyses that can be performed on the IML
representation to help maintain the reliability and quality of the operational
code.

4.1 Base Analyses for Sequential Code

In Bauhaus we have implemented the fundamental semantic analyses of control-
and data-flow as well as different known and adapted points-to analysis tech-
niques. The results of all these analyses are conservative in the sense that they
produce overestimations in the presence of situations that are known to be un-
decidable in the general case. Examples are unrealizable paths or convoluted
patterns of points-to aliasing on the heap. A different class of conservative in-
accuracy comes from analyses which generate less precise results in favour of
a better run time behaviour in space and time consumption. As we strive to
analyse large systems, these engineering tradeoffs are highly relevant.



Bauhaus – A Tool Suite for Program Analysis and Reverse Engineering 75

Over the years, several pointer analyses with different characteristics have
been implemented and evaluated in the context of the Bauhaus project. The
focus of the first set of analyses was the production of highly precise points-to
information for the data-flow analyses. The experiences with an implementa-
tion of the algorithm by Wilson [6] showed that the accurate results come at
a high price. The run time and memory requirements of this analysis are often
prohibitive. This cost as well as pronounced variations in timing behaviour pre-
vented its application to large programs; even for smaller programs the runtime
performance was too unpredictable. To be able to analyse programs with more
than 200.000 lines of code, we have implemented flow insensitive analyses as de-
veloped by Steensgaard, Das, or Andersen [7, 8, 9]. These analyses show a much
better and acceptable run time behaviour, but are considerably less precise than
the analysis by Wilson. We presently investigate how those imprecise results can
still be improved and the balance optimised between the cost of tighter results
and their benefit to subsequent analyses.

The control-flow analysis in Bauhaus computes traditional intraprocedural
control-flow graphs for all routines of a program. Together with the call-relation-
ships, the set of intraprocedural control-flow graphs form an interprocedural
control-flow graph that can be traversed by interprocedural data-flow analyses.
The control-flow analysis is based on basic blocks which are a sparse repre-
sentation of control-flow graphs. Besides the information of the possible flow
of control between the basic blocks, derived information like dominance- and
control-dependency information is available and subsequently used in architec-
tural analyses.

A thorny issue for the analysis of C++, Java, and Ada is the representation of
exception handling in control-flow graphs. Our model is similar to the modelling
that was shown by Sinha and Harrold in [10]. As exceptions generate complex
control-flow graphs and implicit exceptions might be raised at any time during an
execution (e.g., the virtual machine error in Java), we compromised and consider
only explicitly thrown exceptions in our analyses.

Data-flow relations are represented by the SSA-form (Static Single Assign-
ment form). The SSA generation of Bauhaus is derived from the algorithm
proposed by Cytron in [11]. The algorithm operates on locators which are an
abstraction of variables or of parts of variables. The analysis itself does not know
about the specific characteristics of the locators. Through this, it is possible to
have analyses with different precision by just changing the locators, e.g., from
one locator for each variable to one locator for each part of a structured variable.
Also, it is possible to incorporate arbitrary pointer analyses by generating loca-
tors for the specific memory elements of each analysis. The data-flow analysis
is performed interprocedurally in two phases. The first phase determines side
effects, the second phase performs a local SSA generation for each routine and
incorporates the side effects. The generation is context-sensitive, i.e., it takes
multiple calling contexts for each routine into account. Each calling context
might result in different data-flow patterns and side effects.
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Manifold applications for the results of the data-flow analysis exist. Simple
tests for error detection like finding uninitialised variables, or the location of
redundant or unread assignments, are truly trivial algorithms once the SSA
form is available. Escape analysis for C pointer arguments is a slightly more
elaborate but still simple algorithm.

Similarly, the results are the basis for applications of slicing or tracing for
program understanding, all the way to applications on the architecture level
like the recovery of glue code that implements the interactions between two
components, or the classification of components within the architecture based
on their external data-flow behaviour.

4.2 Base Analyses for Parallel Programs

In parallel programs, different tasks often need to communicate with each other
to achieve their assigned job. Different communication methods are available
for these interactions, such as message passing, use of shared memory or en-
capsulated data objects. Furthermore, tasks may need to claim other system
resources that cannot be shared with others. As multiple threads try to access
shared resources, their access must be protected by some synchronisation mech-
anism. Otherwise, their interaction could lead to data inconsistencies, which can
further lead to abnormal program behaviour. Two important classes of inter-
process anomalies are race conditions and deadlocks. A race condition occurs
when shared data is read and written by different processes without prior syn-
chronisation, whereas deadlock is a situation where the program is permanently
stalled waiting for some event such as the freeing of a needed resource. Both
these classes of errors tend to be very difficult to detect or to recreate by test
runs; they arise in real-life execution as an inexplicable, sudden, and not recreat-
able, sometimes disastrous malfunction of the system. For reliable systems it is
literally a “must” to impose coding restrictions and to perform a static analysis
of the code to ensure the absence of race conditions and deadlocks. Tools can
help to discover the situations and can assist programmers in locating the culprit
source code.

There has been considerable research on defining different static and dy-
namic analysis techniques and building tools for race detection [12, 13, 14]. Tools
based on static approaches need good base analyses, i.e., points-to and alias
analyses [12]. In Bauhaus different points-to, control- and data-flow analysis
techniques are implemented as discussed in 4.1. To overcome the deficiencies in
previously proposed solutions we are now exploiting the Bauhaus base analy-
ses for the implementation of race detection and deadlock analysis tools. A
tool LoRad for the detection of data races in parallel programs has been im-
plemented and is in its testing phase. LoRad uses the Bauhaus control-flow
and points-to analyses to detect competing concurrent read and write accesses
of variables shared by multiple threads or tasks, but executed without proper
mutual exclusion. While not always an error, such accesses at best may cause
non-deterministic program results, at worst are truly disastrous if multiple, func-
tionally related variables are updated and read without proper synchronisation.
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It is worth mentioning that none of the already implemented race detection
approaches have included rich points-to information, which is surprising, as the
prevalent OS-interfaces are invariably based on pointer semantics for their argu-
ments. Additionally, we are also implementing a deadlock detection technique,
which uses a data-flow analysis based technique to check for necessary conditions
to enable dangerous cyclic waiting situations.

4.3 Dead Code Analysis

Many systems contain code that is never executed because the corresponding
subprograms are never reached. Despite being not necessary, the so-called dead
code complicates the analysis and evaluation of the software and should be elim-
inated.

Bauhaus provides tools for the automatic detection of dead code. Those tools
test the reachability of routines in the call graph. For safe and precise approxima-
tions of the effects of indirect calls, our tools consider the results of the points-to
analyses described in section 4.1.

5 Analyses Based on RFGs

This section describes some Bauhaus analyses performed on the high-level RFG
representation.

5.1 Component Recovery

The IEEE standard for recommended practice for architectural description of
software-intensive systems [15] defines architecture as the fundamental organi-
sation of a system embodied in its components, their relationships to each other,
and to the environment, and the principles guiding its design and evolution.
Bauhaus focuses on the recovery of the structural architecture that consists
of components and connectors. 12 automatic component recovery techniques
were evaluated, none alone has a sufficient recovery coverage [16]. To overcome
the limitations exhibited by automated component recovery techniques, a semi-
automatic approach was developed and implemented that combines automatic
techniques in an interactive framework. The effectiveness of the method was val-
idated through a case study performed on xfig [5]: In the limited time of five
hours an analysis team was able to gain a 50% coverage of the source code, which
was sufficient to understand the full architecture of xfig. Later the team could
validate the acquired knowledge by solving three typical maintenance tasks.

5.2 Reflexion Analysis

Reverse engineering large and complex software systems is often very time con-
suming. Reflexion models allow software engineers to begin with a hypothetical
high-level model of the software architecture, which is then compared with the
actual architecture that is extracted from source code. We extended the re-
flexion model defined by [17] with means for hierarchical decomposition [18],
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i.e., now the entities of the hypothetical and the actual architecture may contain
other entities. The reflexion starts with a coarse model of the architecture which
is iteratively refined to rapidly gain deeper knowledge about the architecture.
Most importantly, the reflexion analysis flags all differences of the two models
with respect to dependencies among entities. Thus, unintentional violations of
the hypothetical model can be easily recognised or the model adjusted, respec-
tively. Two major case studies performed on non-trivial programs with 100 and
500 KLOC proved the flexibility and usefulness of this method in realistically
large applications. These systems, maintained and evolved over a long time, con-
tained many deviations from the hypothetical architecture which were detected
by our tool. In many cases, the deviations are not flaws, but rather a result of
a too idealistic model. Thus, our tools help to find reality and avoid surprises
by unrecognised dependencies. An interesting side-result of the case studies was
that the quality of the results depended heavily on the availibility of points-to
information.

5.3 Feature Analysis

Features are the realisation of functional requirements of a system. In trying
to understand a program and its architecture, maintainers often want to know
where in the code base a set of features has been implemented. For Bauhaus, we
have developed a new technique for feature location [19]. A set of scenarios (test
cases) invokes the features of interest and a profiler records the routines called
by each test case. The relations between test cases and features and between test
cases and routines is then analysed by concept analysis [20]. The output of the
analysis is a lattice that allows a classification of the routines with respect to their
specificity for the implementation of a particular feature or groups thereof. This
assessment is of significant value in judging the effects of changes or the ability
to extract a component from a system for reuse. The maintainer can additionally
augment the concept lattice with information learned from the static call graph
in Bauhaus. The very nature of deriving the lattice from test case profiles implies
that important cases might be missed, but are guaranteed to be present in the
static call graph. Inversely, the static call graph may include calls that implement
cross-cutting concerns and hence are not specific to a feature.

5.4 Protocol Analysis

Despite being important aspects of interface documentation, detailed descrip-
tions of the valid order of operations on components are often missing. Without
such a specified protocol, a programmer can only guess about the correct use of
the component.

The component recovery implemented in Bauhaus is able to discover the ex-
ported interface of components which serves as a starting point for further analy-
sis. The protocol recovery described by Haak [21] can be applied to discover
the actually used protocol of the component. It is based on information derived
from dynamic and static trace analyses (see section 6). The retrieved traces are
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transformed into finite automata which are later used in a unification process to
form the protocol of the component.

The protocol validation [21] automatically detects infringements of protocol,
e.g., if a component was accessed before it was initialised. The validation is based
on an existing protocol which is compared with the actual use.

6 Static and Dynamic Traces

6.1 Static Trace Extraction

Traces are records of a program’s execution and consist of sequences of performed
operations [22]. Static trace graphs cover all possible executions and are derived
directly from IML. In Bauhaus those graphs have many applications and are
important input to further analyses, e.g., protocol recovery and validation (see
section 5.4) and the recovery of information about component interaction. Static
trace graphs are extracted with respect to an object that may be located on stack
or heap [22] and contain all operations that might affect the object, including
accesses, modifications and subroutine calls. In general, static trace graphs are
projections of the interprocedural control flow graph and must cover all possible
dynamic traces. Again, a key factor for the precision of the analysis is the quality
of the base analyses. In four case studies performed using the Bauhaus imple-
mentation we further investigated these effects and showed that the extraction
of trace graphs is feasible for programs with more than 100kLOC [22].

6.2 Dynamic Trace Extraction

As dynamic traces generally depend upon input, test cases have to be prepared
that require a certain component for the derivation. Then, the source or object
code program has to be instrumented [23], and executed on the specific input.
The advantage of this dynamic analysis is that it yields precisely what has been
executed and not an approximation. The problem of aliasing, where one does not
exactly know at compile time what gets indirectly accessed via an alias, does not
occur for dynamic analysis. Moreover, infeasible paths, i.e., program paths for
which a static analysis cannot decide that they can never be taken, are excluded
by dynamic analysis, too. On the other hand, the dynamic analysis lacks from
the fact that it yields results only for one given input or usage scenario. In order
to find all possible dynamic traces of the component, the use cases have to cover
every possible program behaviour. However, full coverage is generally impossible
because there may be principally endless repetitions of operations.

The Bauhaus dynamic analyses use IML for code instrumentation and fur-
ther enhancements. The resulting IML graph is used to obtain a semantically
equivalent C code. After its compilation, the execution of the program addition-
ally generates traces in RFG representation. The generated traces are used in
component and protocol analysis.
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7 Other Analyses

7.1 Clone Detection

A widely used way of re-use is to copy a piece of code to some other place
and possibly modify it slightly there. When an error is discovered in one of
the copies, all other copies ought to be corrected as well. However, there is no
trace of where the clones reside. Consequently, the same error gets rediscovered,
reanalysed and fixed in different ways in each clone. Code quality suffers and the
cost of maintenance rises. Studies have claimed that 20% and more of a system’s
code is duplicated in this fashion. The Bauhaus clone detection [24] identifies
code clones of three categories: type-I clones are truly identical; type-II clones
are copies in which identifiers or literals are consistently changed; type-III clones
are modified by insertions or deletions and thus hardest to detect.

The evaluation of existing clone detection tools by Bellon [24] determined
that a detection based on an abstract syntax graph has a better precision than a
token-based clone detection. Consequently, the Bauhaus clone detection operates
on IML.

7.2 Metrics

Metrics are quantitative methods to assess the overall quality of the software
system and provide objective numbers for present and future software develop-
ment plans. The metrics implemented in Bauhaus operate on different levels of
a software system, i.e., source code or architecture level, and are computed on
IML and RFG, respectively:

– Source code level: lines of code, Halstead, maximal nesting, cyclomatic
complexity

– Architecture level: number of methods, classes and units, coupling, cohe-
sion, derived metrics e.g., number of methods per class, classes per unit

The calculated results can be used in many ways, for instance, to estimate
software complexity, to detect code smells, or to provide parameters to mainte-
nance effort models. Most importantly, they can be used to observe trends while
the software evolves.

8 Bauhaus Development and Experiences with Ada

We chose Ada as the main implementation language of Bauhaus, because we
knew that few other languages would allow us to evolve and maintain a very large
system in such a controlled and guided manner. The platform-independence of
Ada allowed us to configure Bauhaus very easily to run on a variety of different
platforms like x86-Linux, Microsoft Windows, and Sun Solaris.

The long term development and maintenance of Bauhaus in the research con-
text is done by the researchers of the Universities of Stuttgart and Bremen.



Bauhaus – A Tool Suite for Program Analysis and Reverse Engineering 81

Since the beginning, various student projects were performed on the Bauhaus
infrastructure to implement new software components [25]. While most students
would have preferred Java or C++ in the beginning, in retrospective (and after
having worked on Java or C++ projects), they appreciated the features of Ada
and it often seems to have become their language of choice.

Since all collaborators of the Bauhaus project have different backgrounds
and are more or less experienced programmers, the adherence to common rules
and standards is crucial. Since the introduction of the GNAT Coding Style, all
developers share the same conventions which increased the readability and hence
the quality of source code tremendously.

9 Conclusion

Bauhaus provides a strong and generic base for low- and high-level program
understanding using advanced code- and data-flow analyses, pointer analyses,
side-effect analyses, program slicing, clone recognition, source code metrics, sta-
tic tracing, query techniques, source code navigation and visualisation, object
recovery, re-modularisation, and architecture recovery techniques. In the near fu-
ture we plan to extend Bauhaus with more analyses and error finding techniques
for parallel programs. We have plans to implement deadlock and race detection
analysis for Ada and Java. Bauhaus is growing as a large scale research initiative.
Besides the University of Stuttgart we now have another Bauhaus working group
at Bremen University. We have introduced portions of Bauhaus as a commercial
product to deal with growing industrial response. Very recently, a company was
created, focused on Bauhaus as a product.

Looking into the future, it is interesting to note that many program prop-
erties that were reasonably easy to analyse in procedural languages, because
they were statically decidable, were moved in more modern languages into the
realm of undecidability. For example, polymorphism makes determination of the
called routine much more imprecise. Similarly, the efficiently decidable aliasing
among reference parameters has now been mapped onto the undecidable and
very difficult reference-value based aliasing. In short, object-oriented languages
have significantly increased the need to obtain accurate points-to information,
where in the past simple static semantic knowledge still sufficed. It is reassuring
to know that, within Bauhaus, all tools can easily query the results of the IML
base analyses to obtain this information.
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Abstract. The emergence in the software industry of the Unified Mod-
elling Language (UML) has led to the question as to whether it may be
used to complement existing development techniques for high integrity
systems. Work is in progress to develop a code generator for SPARK Ada
from the executable UML (xUML) subset. This paper concentrates on
the work completed, which enables the utilisation of SPARK annotations
within xUML models for a prototype code generator. The code gener-
ated by this prototype has been successfully analysed using the SPARK
toolset.

1 Introduction

There are a number of well established approaches to designing software for
dependable systems. In the defence industry the approach chosen has been his-
torically guided by standards such as UK Def-Stan 00-55 [1], which prescribed
suitable methods for developing high integrity software. This mandated the use
of formal methods for the highest integrity systems and the use of the SPARK
toolset was strongly recommended.

The recent revision of Def-Stan 00-56 [2] (which also superseded 00-55) has
reduced the emphasis on prescribing particular approaches and allows greater
flexibility of software development, as long as there is a suitable justification
for the approach taken. Given this new “goal based” approach, as well as the
understanding that the wider software industry has advanced considerably in
recent years, it has been recognised that there are new approaches possible,
which would be of benefit when developing high integrity software.

In particular, it has been noted that there has been a move towards the
development of what can be described as “semi-formal” methods, such as the
use of the Unified Modelling Language (UML) to design software systems. UML
suffers from the lack of a precise definition, which makes it impossible to execute
as it stands, but there is a movement within the Object Management Group
(OMG) to establish an executable subset of UML (xUML), which does not suffer
from this problem [3].

The work described in this document concerns a project to develop an xUML
to SPARK code generator. This project aims to demonstrate that the benefits of
xUML can be combined with those of more formal approaches such as SPARK
to provide a new approach for high integrity software development.
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The tools used within this project are the iUML Modeller and iCCG Config-
urable Code Generator tools from Kennedy Carter [4] and the SPARK toolset
from Praxis High Integrity Systems (Praxis-HIS)[5].

This paper concentrates on the work that has been undertaken to identify a
suitable strategy for utilising the SPARK annotations within this project.

1.1 Existing UML to SPARK Code Generators

It was recognised prior to commencing this work that there are other tool ven-
dors who also support SPARK code generation from UML. However, there are
some key differences between these approaches and that of the Kennedy Carter
tools. The models developed using iUML are completely independent of the tar-
get language, as all the action semantics are written using an implementation
independent language. There is no Ada or other target language code embedded
in the models created with iUML, unless “inline” code is required to interface
with legacy code and/or low level operating system primitives. Most other “ex-
ecutable UML” tool vendors only generate the structure of the code from their
models and use embedded target language (e.g. Ada, C etc.) code to specify the
actions [6]. This results in the models losing their platform independence. It is
the ability to generate 100% of the target SPARK code from the xUML models,
with the actions coded using an implementation independent language, that is
a unique feature of our chosen approach.

1.2 Executable UML and the iUML Toolset

xUML is a precisely defined subset of UML. xUML has the concept of domains
(or subject areas) which allow a system to be divided into subsystems. Each do-
main has a class diagram. The class diagram is used to define the static structure
of the model, using classes, attributes and relationships. The dynamic behav-
iour is captured using state charts, along with operations. However, this alone
is insufficient to produce a fully executable model and so an action semantic
language is added. This action language operates at a higher level of abstraction
than a conventional programming language; it is designed to model interactions
between model elements and thus it is used to provide the detailed description
of the model’s behaviour. It is this which makes the model executable.

The action language used with the iUML toolset is Action Specification Lan-
guage (ASL) [7]. Most ASL code appears in operations in the class diagram
and state actions. It is also used to specify bridge operations, which are used
to link different domains together; initialisation code, which is used to start-up
the model; and test methods, which are used to stimulate the model during
simulation.

Amongst its additional features that support programming at the modelling
level, ASL has the ability to access all data contained in the class diagram. This
includes supporting relationship navigation, and the ability to generate signals,
which trigger state transitions in classes with associated state charts.

When a signal is generated by a segment of ASL, it is placed in a queue. The
signal queue is serviced regularly, and if a signal is present it will be removed
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and processed. A processed signal causes a state transition in the state machine
of the class instance to which the signal is targetted.

The iUML tool allows models to be built and executed either as a single-
domain build, where just one subsystem is executed, or as a multi-domain build,
where the whole system or just a collection of subsystems can be executed.

The iUML tool also allows the user to create other diagrams including: use
case, sequence and collaboration diagrams. These are not used, however, as a
source of data for code generation. Other UML diagrams (e.g. activity, compo-
nent and deployment diagrams) are not currently supported by the iUML tool.

This project is using the iCCG to automatically generate SPARK code from
xUML models produced using iUML. The iCCG itself is a meta-model of xUML
and the ASL language, written using xUML. Further ASL code is added to this
meta-model to tailor code generation to the target language (i.e. in this case
SPARK).

1.3 SPARK Ada and the SPARK Toolset

The SPARK Ada language [8, 9] is a subset of the Ada language, suitable for
use in high integrity systems. It features a set of annotations which are used by
the programmer to specify the intended behaviour of the code. The annotations
appear in the form of Ada comments, and are therefore invisible to an Ada
compiler. They therefore have no effect on the compilation and execution of the
code. Their purpose is to provide an expression of the code designers intent. The
existence of annotations in the code means that it is possible to use the static
analysis capability provided by the SPARK toolset (developed by Praxis-HIS
[5], comprising three main tools: the Examiner, Simplifier and Proof Checker)
on that code. It is the development of a method to utilise these annotations,
with an xUML to SPARK Ada automatic code generator, that is the subject of
this paper.

2 Proposed Modelling Process

The SPARK INFORMED Process [10] emphasises the importance of considering
the detailed structure of the design prior to implementing the code. The SPARK
toolset supports this, as it is possible to analyse the specifications of the code
packages without having a full implementation of the package bodies.

The xUML approach is similar, although less formal, and encourages exten-
sive analysis of the system design. The system design is first broken down into
domains, each of which deals with one complete subject area. These domains
are populated with classes, some of which may have state machines. Coupling
between domains is minimised and the domains can be developed independently.

Therefore much consideration was given to a modelling process which would
merge the benefits of using a graphical notation such as UML, with those
of the more formal approach offered by SPARK. The process is outlined in
Figure 1. The concept is that a skeleton xUML model is developed on the basis
of the system requirements; however no action language is inserted at this stage.
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Fig. 1. Model Development Process

The analyst will annotate this model with SPARK-like annotations, which will
indicate their design intent. At this point code can be generated, and the SPARK
Examiner used to analyse the generated package specifications. The analyst will
then complete the model by adding action language and the full code for the
model can be generated. The SPARK Examiner can then be used on the fully
generated code. Further detail on this approach, and on the general strategy for
code generation can be found at [11].

3 Use of SPARK Annotations with the SPARK Code
Generator

This section gives a brief explanation of the various annotations utilised in the
SPARK code generator, for further details see [8].

The annotations currently being supported by the SPARK code generator
are “global”, which specifies access by subprograms to global variables and
“derives”, which specifies the information flow of data through the system be-
tween a procedure’s, imported and exported parameters and global variables.
Although SPARK subprograms can be either procedures or functions, functions
do not have “derives” annotations. SPARK functions cannot have side effects,
hence it is implied that the function return parameter is derived from all the
function parameters and all imported global variables. “Global” and “derives”
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annotations are supported, as they enable the possibility of undertaking the
proof of freedom from run-time errors.

“Global” and “derives” annotations are either written by the analyst or gen-
erated by the code generator. For an explanation of this see section 4.

“Own” variable annotations control access to global variables within packages.
“Initializes” annotations indicate the initialisation of these global variables. Class
attributes, relationships and signal queues are the global data within xUML mod-
els, and so the code generator automatically creates appropriate “own” variable
annotations for each of these, along with suitable “initializes” annotations.

The “inherit” annotation is used to control the visibility of package nameswithin
a SPARK program. This is generated automatically by the code generator.

It is anticipated that future versions of the code generator will include further
support for the remaining annotations (i.e.“pre”, “post”, “check” and “assert”).

4 Derivation of the “Global” and “Derives” Annotations
Which Appear in the Target Code

One of the fundamental principles of SPARK program design is that annotations
should not be generated from the body of the code. This is because they are
intended as an expression of design intent and if they are generated from the
same source, then their value is lost.

The general package structure of the generated code is shown in Figure 2.
There is a Main Program which is simply a loop that polls all the class signal
dispatching packages in turn. When one of these packages has a signal on a
queue, then the appropriate state action procedure is called in one of the state
action packages. That state action may result in updates to data stored in the
class data package, signals being placed on signal queues or operations being
called.

Data flow analysis checks that the usage of parameters and global variables
within subprograms corresponds to their modes, that variables are not read
before being initialised and that all imported variables have been used. The
“global” annotation is used in SPARK to indicate the intended use of global
variables and their modes. In order to perform data flow analysis, with the
SPARK Examiner, all subprograms must therefore have “global” annotations.

Where possible it is also desirable to use information flow analysis. The “de-
rives” annotations are used to indicate the interdependencies between global
variables and parameters. Information flow analysis checks that the “derives”
annotations do not conflict with the variable modes, and that the interdepen-
dencies between parameters and global variables are correctly reflected in their
usage in the body of the code. All the subprograms in packages below, and
including, the state actions will have a “derives” annotation. A “derives” an-
notation for the subprograms in packages above this point would be extremely
complex and therefore of little value to the analysis of the code. For example,
the “derives” annotation of the procedure that selects the appropriate state ac-
tion to call would have to take into consideration every state action within a
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Fig. 2. Hierarchy of Procedure Calls between Code Packages

state machine. Analysis of this section of the code by the SPARK Examiner will
be limited to data-flow analysis only. This is quite a common situation at the
higher levels of a SPARK program and will not prevent the proof of freedom
from run-time errors.

The annotations found in the generated code are derived from two sources
and perform two distinct functions. These are detailed in sections 4.1 and 4.2.

4.1 Analyst Provided “Global” and “Derives” Annotations

These annotations will be provided by the analyst when creating models. They
are provided in order to describe the effects of the action language on global
data within the models. The elements of the UML class diagram (ie. classes, at-
tributes, relationships etc.), along with the signal queues for the state machines,
are considered to be the global data within xUML models. The logical place to
incorporate these annotations in the iUML tool, are as part of the description
fields in the state actions of the models state charts and the description fields
of the class operations. They allow the analyst to provide a formal expression of
their design intent.

The analyst will apply “global” and “derives” annotations to indicate access
to class attributes and relationships between classes. The analyst will annotate
to indicate the intention to place a signal on the signal queue. The “derives” an-
notations will have to account for any parameters belonging to the state actions
and operations.

A separate annotation is also required for every class with a state machine.
This is a “global” annotation, which must account for all the variables that
can be changed as a result of the execution of a state action within that state
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machine. This annotation is used towards the top of the package hierarchy, where
there is a procedure that is processing signals on signal queues and determining
which state action to execute.

Format of the Analyst Provided Annotations. The format for annotations
is the same as that used by SPARK as can be seen from the following extract
from a description held in the iUML tool:

Description:
...
This operation calculates the cost of fuel delivered based on its
price per litre and the volume of fuel delivered.
...
--# global in PSC.price_per_litre;
--# in PSC.current_volume;
--# out PSC.cost;
--# derives PSC.cost from
--# PSC.current_volume,
--# PSC.price_per_litre;

“PSC” is a reference, assigned by the analyst to a class in the xUML model.
This reference is known as a class key letter. “Price per litre”, “current volume”
and “cost” are attributes of that class. The code generation process must make
some small modifications to convert the class reference into its full SPARK pack-
age name and the attribute name to the name of the array in which it is stored.
The following is the relevant extract from the generated package specification:
...
procedure calculate_cost;
--# global in PSC_DATA.price_per_litre_ARRAY;
--# in PSC_DATA.current_volume_ARRAY;
--# out PSC_DATA.cost_ARRAY;
--# derives PSC_DATA.cost_ARRAY from
--# PSC_DATA.current_volume_ARRAY,
--# PSC_DATA.price_per_litre_ARRAY;
...

As can be seen this transformation is a minor adjustment to the original
annotation. It is important to note that the code generator does not check that
the annotations are correct in any way; it merely searches for tokens that match
class key letters in the model and makes the appropriate adjustments. (Class
key letters are used as a short-form alternative to class names when referencing
classes in xUML models.) Checking the correctness of the annotations is left to
the SPARK Examiner.

4.2 Code Generator Generated “Global” and “Derives”
Annotations

These annotations were created during the design phase of the code generator,
when generic templates of the code packages were created to guide the code
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generation process. They represent the intentions of the designers and are used
to provide a check on the code generator mechanism. They increase confidence
in the design and implementation of the code generator and the automatically
generated code, by reducing systematic errors.

Since there will be an infinite number of potential source models, and therefore
an infinite number of sets of generated code, these annotations must still be
examined by the SPARK Examiner for every new model. This will assist with
the identification of potential flaws in the code generator design.

These code generator embedded annotations have already proved useful dur-
ing the design and construction phases of the prototype code generator, as they
have provided early identification of bugs. Some of these would have otherwise
been difficult to trace in a code generator.

The use of SPARK abstract “own” variables in the generated annotations
means that the analyst does not need to know the full detail of the generated
implementation. This can best be illustrated by considering an example:

Consider a simple xUML class model as shown in Figure 3. This model has
two classes: “Student” and “Teacher” which are linked by a relationship “R1”.
R1 is a one-to-many relationship. ie. one Teacher can teach many Students.
Conversely, in this model, a student can only be taught by one teacher.

Fig. 3. A Simple xUML Class Model

In order to establish the teacher which belongs to a set of students, the analyst
might write using ASL:

the_teacher = a_student -> R1

which means navigate from the instance “a student” (an instance of the class
student) along the relationship “R1” and return the instance of Teacher which
is linked to “a student”.

When this is translated into SPARK code, it becomes a procedure call:

...
NAVIGATE_ONE_R1(a_student, LINK_EXISTS, the_teacher);
...

and the analyst would provide a suitable annotation to indicate that the R1
relationship global data would be accessed by this segment of ASL, in the manner
described in section 4.1. For example:
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--# global in R1;
--# .....;
--# derives ........ from ...., R1;

The analyst will be expected to annotate the operation or state action, in
which this relationship navigation has taken place, in order to indicate access to
the R1 relationship. However, they are not expected to be aware of the detail
of the implementation of that navigation. This can be achieved using SPARK
abstract own variables. The specification of the “Navigate One R1” procedure
in the generated code becomes:

procedure NAVIGATE_ONE_R1(FROM_INSTANCE : in Student_IH_TYPE;
LINK_EXISTS : out Boolean;
TO_INSTANCE : out Teacher_IH_TYPE);
--# global in R1_RELATIONSHIP;
--# derives LINK_EXISTS, TO_INSTANCE from R1_RELATIONSHIP,
--# FROM_INSTANCE;

but, since “R1 RELATIONSHIP” is abstract, the body of the procedure will
have a concrete implementation:

procedure NAVIGATE_ONE_R1(FROM_INSTANCE : in Student_IH_TYPE;
LINK_EXISTS : out Boolean;
TO_INSTANCE : out Teacher_IH_TYPE)
--# global in R1_EXISTS_ARRAY;
--# in R1_INSTANCES_ARRAY;
--# derives LINK_EXISTS from R1_EXISTS_ARRAY, FROM_INSTANCE &
--# TO_INSTANCE from R1_INSTANCES_ARRAY, FROM_INSTANCE;
is
begin
...
end NAVIGATE_ONE_R1;

The implementation of the “R1 RELATIONSHIP” abstract own variable is
two arrays: the “R1 EXISTS ARRAY” and the “R1 INSTANCES ARRAY”. In
the implementation produced by this code generator, the “R1 EXISTS ARRAY”
is an array of booleans, which indicate that there exists a link for this instance of
Student to an instance of Teacher. The “R1 INSTANCES ARRAY” is an array
of integers representing the instance handle of Teacher to which the Student is
linked.

This is a relatively simple example, but it can still be seen that the use of ab-
stract own variables means that the analyst does not require detailed knowledge
of the code generator implementation in order to make sensible annotations to
the models.

The specification and body of this procedure along with the associated an-
notations are entirely generated by the code generator. The analyst only has to
annotate for the ASL code which they have written, and the consistency of all
the annotations is checked using the SPARK Examiner on the generated code.
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5 Analysis of Multi-domain Builds

The work completed so far has concentrated on generating the code for a single
domain build. However, it is desirable that a complete code generator should
have the ability to generate code for both single and multi-domain builds.

There is a problem with simply extending the same approach to other do-
mains and this has an impact on the way the model is annotated. The problem
is that whilst the domains are constructed to be as independent as possible,
they do communicate via bridge operations. This means that for complete static
analysis on a multi-domain model, the annotations in one domain would have
to include any effects in other domains caused by the bridge. As the domains
can be mutually dependent, it becomes difficult to avoid mutual dependency of
generated code packages.

It is also desirable in xUML for domains not to have knowledge of other
domains. This maintains the xUML idea of domain partitioning to support the
separation of concerns, as well as domain reuse and replaceability.

At present it is considered that the most appropriate solution is to parti-
tion the static analysis along domain boundaries. Although this will weaken the
analysis to an extent, it should not be too severe, as the bridges between domains
are normally kept to a minimum. The consequence for the annotations is that
they will only refer to data in other domains as SPARK external own variables.

6 Current Results

An annotation strategy has been developed, which combines the benefits of both
xUML and SPARK. A prototype code generator has been constructed using the
Kennedy Carter Configurable Code Generator and iUML tool. This prototype
code generator has been used to demonstrate that SPARK code and annotations
can be generated from executable UML models. The generated code has been
analysed using the SPARK Examiner and so it has been demonstrated that it is
possible to include support for SPARK annotations within the Kennedy Carter
iUML tool.

7 Future Work

It is planned to extend the prototype code generator such that it is fully capable
of generating code for single-domain and later multi-domain xUML models. A
single domain model of a typical subsystem will be constructed and the resulting
code statically analysed. This will enable a more complete understanding of the
implications of the selected architecture on static analysis capabilities.

The remaining SPARK annotations will be investigated, in order to see how
they can be utilised within the models.

Above all, it is the intention to conclude whether the approach taken is suit-
able for development processes involving high integrity systems.
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8 Conclusions

The work presented in this paper demonstrates that it is possible to incorporate
SPARK annotations in xUML models. Those annotations can be used to perform
static analysis upon the code generated from these models. The strategy for
supporting the SPARK annotations has been implemented with a prototype
code generator. An approach has been adopted which can be extended to full
code generation from multi-domain xUML models.
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verlässigkeit in einegebetten Systemen, Ada Deutschlang Tagung 2005, Shaker
Verlag, 2005



Runtime Verification of Java Programs
for Scenario-Based Specifications�

Li Xuandong, Wang Linzhang, Qiu Xiaokang, Lei Bin, Yuan Jiesong,
Zhao Jianhua, and Zheng Guoliang

State Key Laboratory of Novel Software Technology
Department of Computer Science and Technology

Nanjing University, Nanjing, Jiangsu, P.R. China 210093
lxd@nju.edu.cn

Abstract. In this paper, we use UML sequence diagrams as scenario-
based specifications, and give the solution to runtime verification of Java
programs for the safety consistency and the mandatory consistency. The
safety consistency requires that any forbidden scenario described by a
given sequence diagram never happens during the execution of a pro-
gram, and the mandatory consistency requires that if a reference scenario
described by the given sequence diagrams occurs during the execution
of a program, it must immediately adhere to a scenario described by the
other given sequence diagram. In the solution, we first instrument the
program under verification so as to gather the program execution traces
related to a given scenario-based specification; then we drive the instru-
mented program by random test cases so as to generate the program
execution traces; last we check if the collected program execution traces
satisfy the given specification. Our work leads to a testing tool which
may proceed in a fully automatic and push-button fashion.

1 Introduction

Scenario-based specifications such as message sequence charts [1] and UML se-
quence diagrams [2,3] offer an intuitive and visual way of describing system
requirements. They are playing an increasingly important role in specification
and design of systems. Such specifications focus on message exchanges among
communicating entities in real-time and distributed systems.

In this paper, we use UML sequence diagrams as scenario-based specifications,
and consider runtime verification of Java programs. We concern the following
four kinds of specifications which are depicted in Figure 1:

– Safety consistency specifications require that any forbidden scenario descri-
bed by a given sequence diagram D never happens during the execution of
a program;
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– Forward mandatory consistency specifications require that if a reference sce-
nario described by a given sequence diagram D1 occurs during the execution
of a program, then a scenario described by the other given sequence diagram
D2 must follow immediately;

– Backward mandatory consistency specifications require that if a reference
scenario described by a given sequence diagram D1 occurs during the execu-
tion of a program, then it must follow immediately from a scenario described
by the other given sequence diagram D2; and

– Bidirectional mandatory consistency specifications require that if a reference
scenario described by a given sequence diagram D1 occurs during the ex-
ecution of a program and a reference scenario described by another given
sequence diagram D2 follows, then in between these two scenarios, a sce-
nario described by the third given sequence diagram D3 must occur exactly.

For runtime verification, we first instrument the program under verification
so as to gather the program execution traces related to a given scenario-based
specification. Then we drive the instrumented program by random test cases
so as to generate the program execution traces. Last we check if the collected
program execution traces satisfy the given specification. The verification process
is depicted in Figure 2. Our work can be used to detect not only the program
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bugs resulting from the wrong temporal orders of message flow, but also the
incomplete UML interaction models constructed in reverse engineering for the
legacy systems, and leads to a testing tool which may proceed in a fully automatic
and push-button fashion.

The paper is organized as follows. In next section, we introduce UML sequence
diagrams, and give their formal definition for verification. The detailed solution
is given in Section 3 to the runtime verification of Java programs for the scenario-
based specifications. The related works and some conclusions are given in the
last section.

2 UML Sequence Diagrams

We represent the scenario-based specifications by UML sequence diagrams. A
UML sequence diagram describes an interaction, which is a set of messages ex-
changed among objects within a collaboration to effect a desired operation or
result. Its focus is on the temporal order of the message flow. A sequence diagram
has two dimensions: the vertical dimension represents time, and the horizontal
dimension represents different objects. Each object is assigned a column, the
messages are shown as horizontal, labelled arrows [2,3]. Here we just consider
simple sequence diagrams which describe exactly one scenario without any alter-
native and loop. For example, a simple sequence diagram is depicted in Figure 3,
which describes a scenario about the well-known example of the railroad crossing
system in [14,15]. This system operates a barrier at a railroad crossing, in which
there are a railroad crossing monitor and a barrier controller for controlling the
barrier. When the monitor detects that a train is arriving, it send a message
to the controller to lower the barrier. After the train leaves the crossing, the
monitor send a message to the controller to raise the barrier.

In a sequence diagram, by events we mean the message sending or the mes-
sage receiving. The semantics of a sequence diagram essentially consists of the

Monitor Controller Barrier

�Train arriving
e1 e2

�Lower barrier
e3 e4

� Barrier down
e6 e5

�Train passed
e7 e8

�Raise barrier
e9 e10

� Barrier up
e12 e11

�Train arriving
e13 e14

Fig. 3. A simple UML sequence diagram describing the railroad crossing system
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sequences (traces) of the message sending and receiving events. The order of
events (i.e. message sending or receiving) in a trace is deduced from the visual
partial order determined by the flow of control within each object in the se-
quence diagram along with a causal dependency between the events of sending
and receiving a message [1-4]. In accordance with [4], without losing generality,
we assume that each sequence diagram corresponds to a visual order for a pair
of events e and e′ such that e precedes e′ in the following cases:

– Causality: A sending event e and its corresponding receiving event e′.
– Controllability: The event e appears above the event e′ on the same object

column, and e′ is a sending event. This order reflects the fact that a sending
event can wait for other events to occur. On the other hand, we sometimes
have less control on the order in which the receiving events occur.

– Fifo order: The receiving event e appears above the receiving event e′ on
the same object column, and the corresponding sending events e1 and e′1
appear on a mutual object column where e1 is above e′1.

For verifying the scenario-based specifications, we formalize sequence dia-
grams as follows.

Definition 1. A sequence diagram is a tuple D = (O, E, M, L, V ) where

– O is a finite set of objects. For each object o ∈ O, we use ζ(o) to denote the
class which o belongs to.

– E is a finite set of events corresponding to sending or receiving a message.
– M is a finite set of messages. Each message in M is of the form (e, g, e′) where

e, e′ ∈ E corresponds to sending and receiving the message respectively, and
g is the message name which is a character string.

– L : E → O is a labelling function which maps each event e ∈ E to an object
L(e) ∈ O which is the sender (receiver) while e corresponds to sending
(receiving) a message.

– V is a finite set whose elements are a pair (e, e′) where e, e′ ∈ E and e
precedes e′, which is corresponding to a visual order. ��

We use event sequences to represent the traces of sequence diagrams, which
describes the temporal order of the message flow. An event sequence is of the
form e0ˆe1ˆ . . . ˆem, which represents that ei+1 takes place after ei for any i
(0 ≤ i ≤ m − 1).

Definition 2. For any sequence diagram D = (O, E, M, L, V ), an event se-
quence e0ˆe1ˆ . . . ˆem is a trace of D if and only if the following condition holds:

– all events in E occur in the sequence, and each event occurs only once, i.e.
{e0, e1, . . . , em} = E and ei 	= ej for any i, j (0 ≤ i < j ≤ m); and

– e0, e1, . . . , em satisfy the visual order defined by V , i.e. for any ei (0 ≤ i ≤ m)
and ej (0 ≤ j ≤ m), if (ei, ej) ∈ V , then 0 ≤ i < j ≤ m. ��
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3 Runtime Verification for Scenario-Based Specifications

Now we consider runtime verification of Java programs for the scenario-based
specifications expressed by UML sequence diagrams. The verification process
consists of three main steps: program instrumenting, program executing driven
by random test cases, and consistency checking, which is depicted in Figure 2.

For a program under verification, we gather its execution traces by running its
instrumented version. The test cases used to drive the programs are generated
randomly. The first reason for selecting random method is its inexpensive charge.
Secondly, it is automatic and can be applied in almost any systems, just like what
we want. Usually, there is an important problem in random testing, which is how
many random test cases are sufficient? But this problem is not so concerned
with us. That is because our work aims to develop an automatic testing support
tool, which may help us to find the program bugs with a low cost. Due to the
inexpensive charge, the tool can run as long as possible, and we think the test
cases sufficient when the tool has been running for a duration long enough, or
when an apparent and believable result can be concluded, i.e. an inconsistent
case is detected.

3.1 Program Instrumenting

For a Java program under verification, we need to insert some statements into its
source code for gathering the program execution traces. Since the scenario-based
specifications we consider in this paper are represented by the sequence diagrams,
the program execution traces we gather are a sequence of events corresponding
to sending and receiving messages.

In a Java program, a method call is corresponding to a message sending
event, while the first statement execution in a method is corresponding to a
message receiving event. Thus we insert the statements for gathering the infor-
mation around each related method call and in the beginning of each related
method definition. Let D = (O, E, M, L, V ) be a sequence diagram in a given
scenario-based specification. When a sending or receiving event for a message
in M happens, the information we need to log include the message, its sender
or receiver, and the class which the sender or receiver belongs to. In addition,
since an object may send or receive the same message many times, we need to
pair a sending event and its corresponding receiving event for the same message.
These pairs can be matched if there is an unique number for each pair of events.
So for each method corresponding a message in M , we extend its parameter list
by adding a long integer formal parameter. When such a method is called , the
added parameter is given the current coordinated universal time in milliseconds
and is sent to the receiver so as to establish the pair.

The instrumentation algorithm depicted in Figure 4 runs as follows. First we
scan the program for parsing the source code into a file of tokens. Then we
check each token for recognizing the related method call and method defini-
tions. If a definition of method m corresponding to a message in M is found
out, then we revise the formal parameter list by adding a formal parameter
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scan the program for parsing the source code into a file of tokens;
open the file of tokens;
read an token from the token file and assign it to current token;
while current token �= eof of the file do

begin
if a definition of method m corresponding to a message in M is found out
then begin

revise the formal parameter list by adding a formal parameter mid;
insert the code segment Log Receiving Event before the first statement
in the method definition;

end
else if a call for method m corresponding to a message in M is found out

then begin
revise the actual parameter list by adding the current coordinated
universal time corresponding to the formal parameter mid;
insert the code segment Log Sending Event before the method call;

end;
read an element from the token file and assign it to current token;

end;
return true.

Algorithm for Instrumenting Programs

try{ synchronized(this)
java.io.RandomAccessFile receiveLog = new java.io.RandomAccessFile(log,”rw”);
receiveLog.seek(receiveLog.length());
receiveLog.writeBytes(mid + ”meth exec” + (Object)this.toString()

+ (Object)this.getClassName() + m);
receiveLog.close(); }}

catch(Exception e){}
Code Segment Log Receivinging Event

try{ synchronized(this)
{ java.io.RandomAccessFile sendLog = new java.io.RandomAccessFile(log,”rw”);
sendLog.seek(sendLog.length());
mid = System.currentTimeMillis();
sendLog.writeBytes(mid + ”meth call” + (Object)this.toString()

+ (Object)this.getClassName() + m);
receiveLog.close(); }}

catch(Exception e){}
Code Segment Log Sending Event

Fig. 4. Instrumentation algorithm and inserted code segments

mid and insert the code segment Log Receiving Event depicted in Figure 4 be-
fore the first statement in the method definition for gathering the information
about the receiver and the class it belongs to. If a call for method m corre-
sponding to a message in M is found out, then we revise the actual parameter
list by adding the current coordinated universal time corresponding to the for-
mal parameter mid and insert the code segment Log Sending Event before the
method call for gathering the information about the sender and the class it
belongs to.

A message sender or receiver in a program execution trace we log is represented
by the character string consisting of its class name and a hash code, which
is provided by Java API class method (Object)toString. The toString method
defined by class Object does return distinct hash codes for distinct objects, but
since this is implemented by converting the internal address of the object into
a hash code, it is still possible for different objects that exist in different time
to return the same hash code. To determine the life cycles of these dynamic
objects, we need to instrument the finalizer of the concerned classes. Whenever
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one object is finalized, its hash code is logged so that we know what a hash code
exactly refers to at different time.

3.2 Consistency Checking

According to the algorithm for instrumenting programs given in Section 3.1,
for an event corresponding to sending (receiving) a message, we can obtain its
sender (receiver) and the class the sender (receiver) belongs to. We also can pair
a sending event and its corresponding receiving event for the same message. For
simplicity, from now on we represent any program execution trace we gather by
a sequence which is of the form v0ˆv1ˆ . . . ˆvn where each vi (0 ≤ i ≤ n) is an
event corresponding to sending (receiving) a message, and the class which the
sender (receiver) of vi belongs to is denoted by τ(vi). In the following, we give
the solutions to checking the program execution traces for the safety consistency
specifications and for the mandatory consistency specifications.

For matching the program execution traces and the traces of a given sequence
diagram, we define the trails of the sequence diagram as follows. Given a sequence
diagram D = (O, E, M, L, V ), a program execution trace v0ˆv1ˆ . . . ˆvn is a trail
of D if it can be mapped into a trace of D, i.e., there is a corresponding trace
of D of the form e0ˆe1ˆ . . . ˆen such that

– for each i (0 ≤ i ≤ n), the class which the sender or receiver of vi belongs
to is the same as the one which the sender or receiver of ei belongs to, i.e,
τ(vi) = ζ(L(ei));

– for each i (0 ≤ i ≤ n); if ei is a message sending (receiving) event, then vi

corresponds the same message sending (receiving) event;
– if (ei, g, ej) is in M (0 ≤ i < j ≤ n), then vi and vj is a pair of the sending

and receiving for the same message; and
– for any vi and vj (0 ≤ i < j ≤ n), if τ(vi) = τ(vj) then vi and vj have the

same sender (receiver).

Since the different objects with the same class may occur in a program ex-
ecution trace, for a given sequence diagram D = (O, E, M, L, V ) there may be
multiple object compositions corresponding to O in the program execution trace,
and when consistency checking we should consider the scenarios generated by
those object compositions respectively. Let D = (O, E, M, L, V ) be a sequence
diagram, and B be a set of objects in a program execution trace. If there is a
bijection function which maps each object in O to an object in B such that their
classes are the same, we say that B is an agent of O in the program execution
trace, and the bijection function is denoted by θB : O → B.

Let D = (O, E, M, L, V ) be a sequence diagram, σ = v0ˆv1ˆ . . . ˆvn be a
program execution trace, and B be an agent of O. For a subsequence σ1 in σ of
the form viˆvi+1ˆ . . . ˆvj (0 ≤ i < j ≤ n), by removing any vk (i ≤ k ≤ j) from
σ1 such that the sender (receiver) of vk is not in B, we get an event sequence
σ′

1 = v′0ˆv′1ˆ . . . ˆv′m. If σ′
1 is a trail of D, then we say that σ1 is an image of D

on B. Furthermore, if σ1 is an image of D on B and vi = v′1 ∧ vj = v′m, then
we say that σ1 is an exact image of D on B.
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Safety Consistency Checking. A safety consistency specification consists of
one sequence diagram D, denoted by SS(D), and require that any forbidden sce-
nario described by D never happens during the execution of a program. For ex-
ample, there are two sequence diagrams depicted in Figure 5 which are about the
railway crossing system. The left one describes a normal scenario for the prepa-
ration for the train crossing, which should occur during the program execution.
The right one is an exceptional scenario in which the message Barrier secured is
sent to the monitor before the barrier is put down, which is forbidden to occur
during the program execution, and forms a safety consistency specification.
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Fig. 5. Saftey consistency specifications for the railway crossing system

Let D = (O, E, M, L, V ). For a program execution trace σ of the form
v0ˆv1ˆ . . . ˆvn, if there are an agent B of D and a subsequence σ1 of σ of the
form viˆvi+1ˆ . . . ˆvj (0 ≤ i < j ≤ n) which is an image of D on B, than we
say that a scenario described by D occurs in σ. Thus, we define that a pro-
gram execution trace satisfies a safety consistency specification SS(D) where
D = (O, E, M, L, V ) if for any agent B of O, there is no image of D on B in the
program execution trace.

Forward Mandatory Consistency Checking. A forward mandatory con-
sistency specification consists of two sequence diagrams D1 and D2, denoted
by SF (D1, D2), and require that if a reference scenario described by D1 occurs
during the execution of a program, then a scenario described by D2 must fol-
low immediately. For example, a forward mandatory consistency specification
for the railway crossing system is depicted in Figure 6, which requires that from
the scenario for the preparation for the train crossing, the scenario for raising
the barrier after the train passes must follows immediately.
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Fig. 6. Forward mandatory consistency specification for the railway crossing system
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Let D1 = (O1, E1, M1, L1, V1), D2 = (O2, E2, M2, L2, V2), and σ be a program
execution trace of the form v0ˆv1ˆ . . . ˆvn. If for any agent B1 of O1, for any
subsequence σ1 of σ of the form viˆvi+1ˆ . . . ˆvj (0 ≤ i < j ≤ n) which is an
exact image of D1 on B1, the following forward mandatory condition is satisfied:

– there is an agent B2 of O2 such that θB1(o) = θB2(o) for any o ∈ O1 ∩ O2,
and

– there is a subsequence σ2 of σ of the form vj+1ˆvj+2ˆ . . . ˆvk (j < k ≤ n)
which is an image of D2 on B2,

then we say that the program execution trace σ satisfies SF (D1, D2).

Backward Mandatory Consistency Checking. A backward mandatory
consistency specification consists of two sequence diagrams D1 and D2, denoted
by SB(D1, D2), and require that if a reference scenario described by D1 oc-
curs during the execution of a program, then it must follow immediately from
a scenario described by D2. For example, a backward mandatory consistency
specification for the railway crossing system is depicted in Figure 7, which re-
quires that the scenario for raising the barrier after the train passes must follows
immediately from the scenario for the preparation for the train crossing.
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Fig. 7. Backward mandatory consistency specification for the railway crossing system

Let D1 = (O1, E1, M1, L1, V1), D2 = (O2, E2, M2, L2, V2), and σ be a program
execution trace of the form v0ˆv1ˆ . . . ˆvn. If for any agent B1 of O1, for any
subsequence σ1 of σ of the form viˆvi+1ˆ . . . ˆvj (0 ≤ i < j ≤ n) which is an
exact image of D1 on B1, the following backward mandatory condition is satisfied:

– there is an agent B2 of O2 such that θB1(o) = θB2(o) for any o ∈ O1 ∩ O2,
and

– there is a subsequence σ2 of σ of the form vkˆvk+1ˆ . . . ˆvi−1 (0 ≤ k < i)
which is an image of D2 on B2,

then we say that the program execution trace σ satisfies SB(D1, D2).

Bidirectional Mandatory Consistency Checking. A bidirectional manda-
tory consistency specification consists of three sequence diagrams D1, D2, and
D3, denoted by SD(D1, D2, D3), and require that if a reference scenario de-
scribed by D1 occurs during the execution of a program and a reference sce-
nario described by D2 follows, then in between these two scenarios, a scenario
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described by D3 must occur exactly. For example, a bidirectional mandatory
consistency specification for the railway crossing system is depicted in Figure 8,
which requires that between the scenarios for confirming the train arriving and
for permitting the train crossing, the scenario for lowering the barrier must exist
exactly.

�
�

�

Train arriving

Acknowledgement

Approaching

Monitor Controller

�
�

�

Low barrier

Barrier down

Power off

Controller Barrier

�
�

Crossing secured

Train passed

Monitor Controller

⇒ ⇐

Fig. 8. Bidirectional mandatory consistency specification for RCS

Let σ be a program execution trace of the form σ = e0ˆe1ˆ . . . ˆen, and

D1 =(O1, E1, M1, L1, V1) , D2 =(O2, E2, M2, L2, V2) , D3 = (O3, E3, M3, L3, V3).

If for any agent B1 of O1 and any agent B2 of O2 such that θB1(o) = θB2(o) for
any o ∈ O1 ∩ O2, for any subsequence σ1 of σ of the form

σ1 = eiˆei+1ˆ . . . ˆejˆej+1ˆej+2ˆ . . . ˆek−1ˆekˆek+1ˆ . . . ˆem

where

– 0 ≤ i < j < k < m ≤ n,
– the subsequence eiˆei+1ˆ . . . ˆej is an exact image of D1 on B1,
– the subsequence ekˆek+1ˆ . . . ˆem is an exact image of D2, and
– any subsequence of the form eaˆea+1ˆ . . . ˆeb (j < a < b < k) is not any

image of D1 or D2,

the following bidirectional mandatory condition is satisfied:

– there is an agent B3 of O3 such that θB1(o) = θB3(o) for any o ∈ O1 ∩ O3
and that θB2(o) = θB3(o) for any o ∈ O2 ∩ O3, and

– the subsequence ej+1ˆej+2ˆ . . . ˆek−1 is an image of D3 on B3,

then we say that the program execution trace σ satisfies SD(D1, D2, D3).

3.3 Support Tool and Case Study

With the work presented in this paper, we aim to develop an automatic support
tool for testing, which may help us to reduce the testing cost. This tool can help
us to detect the inconsistency between the behavior implemented by the program
and the expected behavior specified by the scenario-based specifications. The
tool may proceed in a fully automatic fashion, and we can drive this tool after
we leave our office in the evening, and see the results in the next morning.

Based on our work in this paper, we have implement a prototype of this kind
of tool. The tool accepts a Java program under verification, instruments the
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program according to the given scenario-based specifications, drives the instru-
mented program to execute on a set of random test cases, and reports the errors
which result from the inconsistency with the specification.

By the tool, we have conducted several case studies for evaluating the poten-
tial and usability of the solution presented in this paper. One case study is an
automated teller machine simulation system, which is a complete example from
[5] of object-oriented analysis, design, and programming applied to a moderate
size problem. The other case studies also include an microwave oven simulation
system which is implemented in Java with 17 classes and 113 methods totally,
and an official retirement insurance system which is a real project in the indus-
try, and which is implemented in Java with 17 classes and 241 methods totally.
In these case studies, in addition to the bugs embedded manually, by the tool
we did find out several inconsistent cases resulting from the program bugs or the
incomplete sequence diagrams we use as the specification. Since the algorithms
for program instrumenting and consistency checking are simple and efficient, we
think there is no particular obstacle to scale our approach to larger systems.

4 Conclusion

To our knowledge, there has been few literature on runtime verification of Java
programs for the scenario-based specifications expressed by UML sequence di-
agrams. The runtime verification techniques have been used for Java programs
and the other programs [6-9]. In those works, several specification languages
based on temporal logics are designed to describe the relations between events,
but do not support to describe the mandatory consistency specifications consid-
ered in this paper. Even for the temporal logics themselves, it is difficult and not
a natural way to be used to describe the scenario-based specifications considered
in this paper in some cases such that an event is allowed to occur many times in a
specification and that the scenarios are required to adhere immediately with each
other in a mandatory consistency specification. Compared to those specification
languages, UML sequence diagrams are much more popular and the specifica-
tions expressed by UML sequence diagrams can come directly from the artifacts
generated in software development processes. Furthermore, we know that it is
not easy to use formal verification techniques directly in industry because the
specification languages in the verification tools are too formal and theoretical
to master easily. In industry, it is much more acceptable to adopt UML se-
quence diagrams as a specification language instead of the temporal logic based
languages in formal verification tools. In addition, since the specifications are
described by UML sequence diagrams, our work can also be used to detect the
incomplete UML interaction models constructed in reverse engineering for the
legacy systems, which is another advantage. A scenario-based testing approach
is presented in [12] based on a simple subset of live sequence charts (LSCs) [13]
which can not be used to describe the backward and bidirectional mandatory
consistency specifications considered in this paper. There are also several works
[10,11] on verifying Java programs based on model checking techniques whose
capacity is restricted by the huge program state spaces.
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In this paper, our work focuses on the runtime verification of Java programs,
but the underlying approach and ideas are more general and can also possibly
be applied to the runtime verification of the other object-oriented programs.
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Abstract. Proliferation of distributed computing platforms, in both
small and large scales, and mobile applications makes it important to
protect remote hosts (servers) from mobile applications and mobile appli-
cations from remote hosts. This paper proposes and evaluates a solution
to the latter problem for applications based on linear computations that
involve scalar as well as array arithmetic. We demonstrate that, for cer-
tain classes of applications, it is possible to use an optimizing compiler
to automatically transform code structure and data layout so that an
application can safely be executed on an untrusted remote host without
being reverse engineered.

1 Introduction

Mobile code technology allows programs to move from node to node on a net-
work. Java is probably the best-known mobile code implementation. Applets can
be downloaded and executed locally. Remote Method Invocation (RMI) allows
applets registered with a service to be executed on a remote node. The use of
a standardized language allows virtual machines running on different processors
to execute the same intermediate code.

The software update and patch systems for both Microsoft and the Linux com-
munity are built on mobile code infrastructures. In current security research, the
goal is to secure individual workstations and restrict program execution to a set
of trusted programs.This paper looks at the largely ignored problem of protect-
ing programs running on remote untrusted systems, and proposes automated
compiler help to ensure secure execution of programs. Several important appli-
cations exist for this technology. A driving force for computer interoperability
and sharing of software is business-to-business e-commerce. There are real needs
to retrieve information from remote suppliers or clients. On the other hand, there
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L.M. Pinho and M. González Harbour (Eds.): Ada-Europe 2006, LNCS 4006, pp. 106–118, 2006.
c© Springer-Verlag Berlin Heidelberg 2006



Secure Execution of Computations in Untrusted Hosts 107

are also real needs to guard corporate intellectual property. The approaches we
present are an initial step towards allowing interoperability without risking re-
verse engineering and the loss of intellectual capital. Legal and accounting appli-
cations of the approach for auditing and monitoring systems is also foreseeable.
Finally, remote sensor-based processing is another potential application domain
because in many cases data remains with the sensors that collect them or our
application needs data that is available only in a particular region covered by
(untrusted) sensor nodes. Consequently, we need to be able to execute our appli-
cation remotely and we do not know whether the sensor nodes are reliable. In all
these scenarios, remote secure execution in an untrusted environment is a critical
issue, and this paper proposes and evaluates a compiler-driven approach to this
problem and presents experimental evidence demonstrating its applicability.

Mobile code security is not a new topic. Generally, the research in this area can
be broken down into three parts. Protecting the host from malicious code, pro-
tecting the code from malicious hosts and finally, preventing man-in-the-middle
type attacks which result in mobile code or generated results being leaked. In
the mobile code protection domain, which is what this paper targets, prior works
involve sending the original code and somehow ensuring that the right results are
brought back, i.e. they concentrate on the results generated by mobile code. For
example, [3] deals with spoofing and [14] addresses the problem of a malicious
remote host not generating the right results. Further, [9] gives a technique to
prevent one host from changing the results generated by another host.

However, the prior works assume that the original code can be shared with
all hosts, irrespective of whether they are trustworthy. Our approach allows the
owner of the mobile code, to protect the code itself from being revealed and
hence helps to preserve intellectual capital. The proposed mechanism allows the
owner to send a code that is different from the original code and still get back the
results that he/she wants. Hence, this approach ensures that if the owner does not
want to share the code, the confidentiality of the original code is never lost. The
proposed mechanism cannot individually solve all the issues involved in mobile
code security (such as spoofing, correct code execution, obtaining untampered
results), but when used in conjunction with existing techniques it ensures that
the code as well as the generated results are secure.

This rest of this paper is organized as follows. Section 2 discusses related
work. Section 3 presents a high-level view of the proposed approach, and its
mathematical details are presented in Section 4. Section 5 explains how compu-
tation matrices are formed and how our approach handles affine computations.
Section 6 discusses the selection of transformation matrices for correct secure ex-
ecution. Section 7 discusses how our approach is extended when we have multiple
servers. Section 8 provides an example and Section 9 discusses our experimental
results. Section 10 concludes the paper.

2 Related Work

The work presented in this paper is related to many efforts in distributed comput-
ing, agent-based computing, remote procedure invocation, code security/safety,
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and code obfuscation domains. In this section, we only focus on the secure exe-
cution of functions on untrusted hosts. This has been studied as a more general
problem of confidentiality of execution in efforts such as [1, 4, 12, 13]. Most of
these efforts focus on the circuit computation model which is not very well
suited for general, large-scale mobile code. Sander and Tschudin [8, 10] defined a
function hiding scheme, and focused on non-interactive protocols. In their frame-
work, the privacy of a function is assured by an encrypting transformation on
that function. Integrity of evaluation is the ability of the circuit owner to verify
the correctness of the execution of his/her circuit. This problem has been widely
studied in the view of reliability but not from the view of a malicious server. The
proof-based techniques [14] suggested that the untrusted host has to forward a
proof of correctness of execution together with the result.

Perhaps the most relevant prior work to the one presented in this paper is [6, 7]
in which a function is encrypted using error coding and sent to the untrusted
host which provides the clear-text input. The enciphered output generated by
the host is then sent back to the original host, where it is decrypted and the result
is verified. The authors advocate the employment of the tamper proof hardware
(TPH) as a necessary mechanism to store and provide the control flow between
the numerous functions that make up a program. Control flow is located on the
TPH and is supplied to the untrusted host. The main difference between these
studies and the work presented in this paper is that we target general scalar and
array based computations not circuit-specific expressions. Consequently, the code
and data transformations used by our approach are different from those employed
in prior studies such as [6, 7], and are directed by an optimizing compiler. Further,
our approach deals with the case with multiple untrusted hosts as well.

3 High-Level View

This section presents an overview of the proposed mechanism. First, the mech-
anism used for scalar codes is presented. Following this, array based codes are
discussed. In both the cases, we use the term “client” to refer to the owner of
the application code to be executed, and the term “server” to denote the remote
untrusted host (node) that will execute this application.

3.1 Scalar Codes

The high-level view of our approach for linear scalar computations is illustrated
in Figure 1(a). On the client side, we have a computation represented, in a
compact form, by computation matrix C. We want to execute this computation
using input data represented by vector I, and generate an output, represented
by vector O. That is, the original computation that we want to perform (as the
client) can be expressed in mathematical terms as:

O = CI. (1)
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(a) (b)

Fig. 1. High-level view of secure code execution in an untrusted server for (a) Scalar
codes and (b)Array based codes. The thick curve represents the boundary between the
client and the server. Both cases calculate O = CI .

The problem is that the client does not have input I and this input data cannot
be transmitted to the client.1 Consequently, the computation must be performed
at the server side. The client transforms C to C′, and sends this transformed
code to the server. The server in turn executes this transformed code represented
by matrix C′ using input I, computes an output (O′), and sends it to the client
(note that O′ 	= O). Since only the client knows the relationship between C and
C′, it also knows how to obtain the originally required output O from O′, and
it uses an appropriate data transformation for this purpose.

3.2 Array-Based Codes

The high-level view of our approach for array based computations is illustrated
in Figure 1(b). C is transformed by a loop transformation into a code C′, in
which the order, by which the elements of an array are accessed, within the loop
is changed. In the next step, C′ undergoes a semantic transformation to form a
new code in which the meaning of the code itself is changed. In order to prevent
the untrusted host from gleaning the locations of the arrays to which computed
values are written (on the left-hand-side of the expressions), the left-hand-side
arrays are replaced by different array expressions. This step is referred to as
redirection or data remapping. C′′ is applied to the input I by the server to
generate the output O′′. This output is sent back to the client, which obtains
O′ from it by applying the inverse of the semantic transformation used earlier.
Following this, we use the inverse of the array redirection used earlier, which
eventually gives us O, the desired output ( i.e., O = CI) .

1 This can be due to two potential reasons: either the data is not physically movable
as in the case in a remote sensor processing environment, or the server is not willing
to share data, due to security concerns.
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4 Mathematical Details

This section provides the mathematical details of our proposed method. For the
purpose of clarity, the determination of computation and code/data transforma-
tion matrices is dealt with separately in Section 5 and Section 6, respectively.

4.1 Scalar Codes

The main restriction that we have regarding the computation to be performed
is that it should be a linear function of I, and as a result, can be represented by
a matrix (C), as is well-known from the linear algebra theory. Note that in the
execution scenario summarized above, the client performs two transformations:
• Code Transformation: This is performed to obtain C′ from C. As both C′ and
C are linear and expressed using matrices, we can use a linear transformation
matrix T to denote the transformation performed. Consequently :

C′ = TC. (2)

• Data Transformation: This is performed to obtaining O from O′, and can also
be represented using a matrix (M):

O = MO
′
. (3)

4.2 Array-Based Codes

The client performs the following series of transformations on the computation
matrix C:

• Loop Transformation: In optimizing compiler theory, loop transformations
are used to reorder the points in loop iteration spaces [11]. Here it is used to
obtain C′ from C. Each execution of a loop body is represented by an iteration
vector i. An array reference accessed in a nest is represented as:

Li + o, (4)

where L is referred to as the access matrix and o is referred to as the offset
vector. A linear loop transformation can be represented using a transformation
matrix TL. Upon application of this transformation, the iteration vector i is
mapped to i′ = TLi. As a consequence, the new subscript function is given by
the following expression:

LTL
−1i′ + o. (5)

This means that the new (transformed) access matrix is L′ = LTL
−1. The loop

transformation does not affect the offset vector o. The loop bounds are, however,
affected by this transformation. The loop bounds of the transformed iteration
space can be computed – in the most general case – using techniques such as
Fourier-Motzkin elimination [11].

• Semantic Transformation: This is performed to obtain C′′ from C′. Since
both C′′ and C′ are linear and expressed using matrices, a transformation matrix
T is used to denote the transformation being applied.
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C′′ = TC′. (6)

It needs to be emphasized that T is entirely different from TL. While it is
true that both of them are applied to the loop nest, TL re-orders loop itera-
tions, whereas T modifies the loop body. Another important difference is that
while TL is a semantic-preserving transformation, T changes the meaning of the
computation performed within the loop body.

• Redirection: This is a data space transformation performed to hide the mem-
ory locations in the client to which the results of computation are being stored.
This also makes manipulating the results of the computation easier as the di-
mensions of the result matrices will be the same. Let Li+o be an array reference
after the loop and semantic code transformations have been applied. Our goal is
to apply a data (memory layout) transformation such that the access matrix and
the offset vector are mapped to desired forms. While any data transformation
that changes L and o is acceptable, the one adopted in this work transforms the
access matrix to the identity matrix and the offset vector to the zero vector if
it is possible to do so (if not, we use an arbitrary but legal transformation). We
represent a data transformation using a pair (S, s). In this pair, S is termed as
the data transformation matrix and is m × m for an m-dimensional array. s is
called the shift vector and has m entries. Redirection transforms, the reference
Li + o to:

SLi + So + s.

We want SL to be the identity matrix (ID) and So + s to be the zero vector.
We solve this system of equations as follows. First, from SL = ID we solve for
S. After that, we substitute this S in the second equation (So + s = 0), and
determine s.

• Inverse Semantic Transformation: This is performed to obtain O′ from O′′,
and can also be represented using a matrix (M).

O′ = MO′′. (7)

Note that, at this point, we apply the inverse of the redirection used earlier, and
do not apply the inverse of the loop transformation used earlier. This is because,
C and C′ are semantically equivalent and the outputs generated by them are
equivalent (in the context of this paper).

• Inverse Redirection: The purpose of this transformation is to obtain the
original memory locations of the output elements computed. Recall that the
redirection transforms reference Li + o to SLi + So + s. To obtain the original
reference from this, we use the data transformation (Y, y). This gives us:

Y {SLi + So + s} + y,

which expands to

Y SLi + Y So + Y s + y.

Since we want Y SL = L and Y So + Y s + y = o, we determine Y and y as:

Y = S
−1 and y = −S

−1
s.
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5 Determining Computation Matrix and Handling Affine
Programs

An important problem is to determine matrix C, given a code fragment. Recall
that this matrix captures the relationship between I and O. Let us assume
for now that the program variables in I and O are disjoint; that is, the two
vectors have no common variables. In this case, it is easy to convert a linear
code fragment to C. As an example, consider the code fragment below:

a := d+e+f;
b := g-2e;
c := 3f+4d;

For this fragment, the input variables are e, d, f and g, and the output variables
are a, b and c. Consequently, we can express I, O, and C as:

I =

d
e
f
g

; O =
a
b
c

; and C =
1 1 1 0
0 −2 0 1
4 0 3 0

.

However, the problem becomes more difficult if there are dependencies in the
code. Our solution to this problem is to use multiple C ”sub-fragments”. As an
example, let us consider the following code fragment:

a := d-5c+2g;
b := e+f;
c := g+4d;
h := 3e-4d;

Since variable c is used both on the right-hand-side of the first statement and on
the left-hand-side of the third statement, we cannot directly apply the method
used in the previous case. However, we can (logically) divide the statements
into two groups. The first group contains the first two statements, whereas the
second group contains the remaining two statements. Note that, the only data
dependence in the code (an anti-dependence in this case) goes from the first
group to the second group; that is, the original code fragment is divided over
the data dependence. After this division, we can assign a separate C matrix to
each sub-fragment. In this example, we have:

I1 =

c
d
e
f
g

; O1 = a
b

; C1 = −5 1 0 0 2
0 0 1 1 0 and I2 =

d
e
g

; O2 = c
h

; C2 = 4 0 1
−4 3 0 .

The C1 and C2 matrices are then used to represent the computation performed
by the two sub-fragments.

So far, our formulation has focused on handling linear computations. We now
discuss how our approach can be extended to affine computations. These compu-
tations are different from linear computations in that the relationship between
I and O is expressed as:

O = CI + c, (8)
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as opposed to O = CI, used in the linear case. Here, c is a constant vector, i.e.,
it contains the constant terms used in the assignment statements that form the
computation. Let us define our loop transformation in this case as follows:

C
′ = TC + t, (9)

where t is a constant vector, whose entries are to be determined (along with those
of T ). In this case, the server computes O′ = TCI + Tc + t. After receiving O′

from the remote (untrusted) server, the client calculates:

O = MO′ + m, (10)

where m is a constant vector. Hence, for correct execution, we need to have:

CI + c = MTCI + MTc + Mt + m (11)

This means that the following two equalities have to be satisfied:

C = MTC (12)
c = MTc + Mt + m (13)

The details of the solution are omitted due to space concerns.

6 Selection of T and M

In this section, we study the required relationship between T and M to ensure
correctness. First, we focus on scalar codes, and then array based codes.

6.1 Scalar Codes

We start with Equation (3), and proceed as follows:

O = MO′

O = MC′I

O = MTCI

CI = MTCI

Since I 	= 0 (zero vector), from this last equality, we can obtain:

C = MTC. (14)

In other words, M must be left inverse of T . Let us now discuss the dimen-
sionalities of matrices T and M . Assuming that I has n entries and O has m
entries, C is m × n. Therefore, the only dimensionality requirement regarding
T is that it needs to have m columns, and similarly M needs to have m rows.
Thus, matrices T and M are k × m and m × k, respectively. That is, we have a
flexibility is selecting k. There is also an alternate way of generating C′ from C.
More specifically, we can have C′ = CT . In this case, we can proceed as follows:
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O = MO′

O = MC′I

O = MCTI

CI = MCTI

Since I 	= 0 (zero vector), from this last equality, we can obtain:

C = MCT. (15)

However, it should be noticed that with this formulation, we do not have a flex-
ibility in selecting the dimensions of transformation matrices T and M . Specif-
ically, T should be an n × n matrix, and M should be an m × m matrix; i.e.,
we need to work with square matrices. In this case, given a T matrix, we can
determine M by solving the resulting linear system of equations. Alternately, we
can adopt the following strategy. Let us select an M matrix first, and define a
new matrix Q as Q = MC. Using this, we can proceed as follows:

C = MCT

C = QT

Q
T

C = Q
T

QT

(QT
Q)−1

Q
T

C = T

Notice that the last equality gives us the T matrix. It must be noted, however,
that in order to use this strategy, we need to select a suitable M such that QT Q
is invertible, i.e., it is non-singular.

6.2 Array Based Codes

Selection of the matrices T and M for array based codes is similar to their
selection for scalar codes. Starting with Equation (7), we proceed as follows:

O′ = MO′′

O′ = MC′′I

O′ = MTC′I

C′I = MTC′I

Note that the last equality is obtained from the penultimate one because loop
transformation changes only the order by which the elements are accessed during
execution but not the result of the execution itself. So, it is correct to equate O′

and C′I; and since I 	= 0 (zero vector), from this last equality, one can obtain:

C′ = MTC′. (16)

In other words, M must be left inverse of T. Note that similar to the case
with scalar codes, there is also an alternate way of generating C′′ from C′. More
specifically, we can set C′′ to C′T . The details are omitted due to space concerns.
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7 Multiple Server Case

In this section, we discuss how the proposed approach can be extended to the
case with multiple servers. Due to space concerns, we focus only on scalar com-
putations. The execution scenario in this case, which is depicted in Figure 2,
can be summarized as follows. The client divides the computation (C) to i sub-
computations, where the ith sub-computation is represented by matrix Ci, where
1 ≤ i ≤ p. In mathematical terms, this can be expressed as follows:

O = CI (17)

⎛
⎜⎝

O1
O2

...
Op

⎞
⎟⎠ =

⎛
⎜⎝

C1 0 0 0
0 C2 0 0
...

...
. . .

...
0 0 0 Cp

⎞
⎟⎠

⎛
⎜⎝

I1
I2

...
Ip

⎞
⎟⎠ . (18)

Note that Ci operates on input Ii and generates output Oi. The client then
determines a Ti matrix and computes C′

i = TiCi. Then, C′
i is sent to the server

i, which in turn computes O′
i = C′

iIi, and sends it back. After having received
O′

i from server i, the client calculates Oi = MiO
′
i, where Mi is the data trans-

formation matrix used in conjunction with Ti. Note that, for correctness, we
should have Mi = T−1

i . After collecting O′
1, O′

2, ..., O′
p and obtaining O1, O2,

..., Op, the client merges these outputs into the desired out vector O. A simi-
lar analysis could be conducted by using the alternate formulation as well (see
Section 6).

Fig. 2. High-level view of secure code execution in multiple untrusted servers. Note
that the original computation, C, is divided into p sub-computations, and each sub-
computation is set to get executed on a different server.

8 Example

In this section an example on our approach is presented. Due to space restrictions
only an example based on scalar codes is presented.

Consider the following linear code fragment taken from [5]:
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dx0 = x0 - x1 - x12
dy0 = y0 - y1 - y12
dx1 = x12 - x2 + x3
dy1 = y12 - y2 + y3

The computation matrix for this computation is:

C =

1 −1 0 0 −1 0 0 0 0 0
0 0 0 0 0 1 −1 0 0 −1
0 0 −1 1 1 0 0 0 0 0
0 0 0 0 0 0 0 −1 1 1

.

Given the input represented by

I = (x0 x1 x2 x3 x12 y0 y1 y2 y3 y12)T = (10 10 10 10 10 10 10 10 10 10)T ,

the original output can be computed as:

O = (dx0 dy0 dx1 dy1)T = CI =
1 −1 0 0 −1 0 0 0 0 0
0 0 0 0 0 1 −1 0 0 −1
0 0 −1 1 1 0 0 0 0 0
0 0 0 0 0 0 0 −1 1 1

10 10 10 10 10 10 10 10 10 10 T =

−10
−10

10
10

.

We now discuss how the same computation is carried out in an untrusted remote
server environment. Let us assume the following loop transformation matrix:

T =

1 1 0 −1
0 1 0 0

−1 0 1 0
0 −1 0 1

.

In this case, the transformed computation matrix (C′ = TC) is:

C′ =

1 −1 0 0 −1 1 −1 1 −1 −2
0 0 0 0 0 1 −1 0 0 −1

−1 1 −1 1 2 0 0 0 0 0
0 0 0 0 0 −1 1 −1 1 2

.

Consequently, the computation performed by the remote server is:

O′ = C′I = −30 − 10 20 20 T .

After receiving the output generated by the server, the client needs to multiply
it by M = T−1. In this case, M can be found as:

M =

1 0 0 1
0 1 0 0
1 0 1 1
0 1 0 1

.

Therefore, the resulting output is:

MO
′ =

1 0 0 1
0 1 0 0
1 0 1 1
0 1 0 1

−30
−10

20
20

=

−10
−10

10
10

,

which is the same as the intended output that would be computed from O = CI.
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9 Experiments

In this section, we explain how the overheads of the proposed mechanisms are
calculated. To test the proposed approach, we implemented it within an opti-
mizing compiler (built upon SUIF [2]) and performed experiments with three
applications that model execution in a sensor-based image processing environ-
ment. The first of these applications, TRACK SEL 2.0, implements a vehicle
tracking algorithm which is used to support missile systems by maintaining sur-
veillance against incoming targets and providing the data required for targeting,
launch, and midcourse guidance. The second application, SMART PLANNER,
is an emergency exit planner. The application determines the best exit route in
case of an emergency which is detected, in the current implementation, using
heat sensors. Our third application is named CLUSTER and implements a dy-
namic cluster forming algorithm. It’s main application area is energy-efficient
data collection in a wireless sensor environment. All these three applications are
written in C++, and their sizes range from 1,072 to 3,582 C++ lines (excluding
comment lines). For each application in our experimental suite, we compared
two different execution schemes. In the first scheme, which is not security ori-
ented, the application is shifted from one workstation to another and executed
there using local data. The second execution implements the proposed approach.
Specifically, the application is first transformed and then sent to the remote ma-
chine and, when the results are received, they are transformed as explained in
the paper. We measured the additional performance overhead incurred by our
approach over the first execution scheme. More specifically, we computed the
ratio

(loop restructuring time + data transformation time)
(total execution time)

,

where “total execution time” includes the time spent in computation in the remote
machine and the time spent during communication. We found that the value of
this ratio was 0.0421, 0.0388, and 0.0393 for the benchmarks TRACK SEL 2.0,
SMART PLANNER, and CLUSTER, respectively. That is, the extra code/data
transformations required by our approach do not bring significant performance
overheads, which means that we pay a small price to hide the semantics of the
application from the remote machine.

10 Concluding Remarks

This paper presents a novel, automated solution to the problem of protecting
mobile applications from untrusted remote hosts. These applications based on
scalar and array based codes, are automatically transformed with the help of an
optimizing compiler to prevent reverse engineering.

Future work involves extending the proposed approach to cater to general
purpose programs that cannot be readily expressed as a linear function of the
inputs. In order to so, a method to represent the non-linear code in an array
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format is required. One possible way is to simply treat a variable, such as a,
and a non-linear sub-expression that it appears in, such as a2, to be different
variables. That is, we can assume a2 = x and use x in our formulation. This
technique however does not solve the problem of an expression like ab where b
is itself a variable. Further, the problem of recognizing dependencies between
an assignment to a and the use of x is complicated. Once the representation
mechanism exists, it can be used with the transformation techniques to hide the
semantics of the original code as shown in this paper.
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Abstract. Tele–operated service robots are used for extending human
capabilities in hazardous and/or inaccessible environments. Their use is
undergoing an exponential increase in our society, reason why it is of
vital importance that their design, installation and operation follow the
strictest possible process, so that the risk of accident could be minimised.
However, there is no such process or methodology that guides the full
process from identification, evaluation, proposal of solutions and reuse
of safety requirements, although a hard work is being done, specially
by the standardisation committees. It’s also very difficult to even find
in the literature examples of safety requirements identification and use.
This paper presents the engineering process we have followed to obtain
the safety requirements in one of the robots of the EFTCoR1 project and
the way this requirements have affected the architecture of the system,
with a practical example: a crane robot for ship hull blasting.

1 Introduction

Human operators use tele–operated service robots for performing more or less
hazardous operations (manipulation of heavy and/or dangerous products) in
more or less hostile environments (nuclear reactors, space missions, warehouses,
etc). Anyway, independently of the operation, the robot has to interact with both
the environment it’s working on and with human operators. So, it is essential that
the design (which include both software and hardware) of the robot involves no
(or an acceptable level of) risk, neither for the operators, nor for the environment
nor for the robot itself.

Nevertheless, it’s not always possible to make a system free of failures in its
design or operation. Apart from the risk inherent to the use of the mechanisms
themselves, these systems work in hazardous environments, where the probabil-
ity of the risk is higher than normal. Should a failure happen, the consequences
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CICYT, ANCLA (TIC2003-07804-C05-02), part of DYNAMICA (DYNamic and
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of it can even involve the loss of human lives. [1] documents many cases of
computer–related failures, such as the Therac–25 (a radiation–therapy device),
the missiles shield in Saudi Arabia, etc.

But safety aspects are seldom included in the design process of the system
from the beginning, even though they are a critic aspect. Generally, safety has
to conform and adapt to the already designed system and not vice versa, when
it’s known that safety involves not only the design of the software but also the
hardware. In fact, there are many situations in which a simple hardware solution
can eliminate a hazard or simplify the design of the safety software.

However, the identification of safety requirements is not different from the
identification of the rest of requirements of the system. It only requires a more
thorough study, due to their importance (don’t forget, human lives and equip-
ment integrity may depend on it!). On the other hand, safety has a big reper-
cussion in the design phase, specially when the time to define the architecture
of the system arrives. Its impact is even bigger by the need to avoid common
failure modes, that can propagate failures within different units of the system.

The objectives of this paper are to stress the importance of the capture of
the safety requirements early in the design process and to present a practical
experience on how to capture these safety requirements and how they can alter
the design of the system. The example presents a thorough study of the safety
requirements that a crane robot (a member of the EFTCoR [2, 3] project) must
conform to in order to work in such a hazardous environment as shipyards are.
The EFTCoR project is about to end after three years of intense work. Altough
the robot fulfils the basic safety requirements, we are now thinking about making
a commercial version of it, so a deeper study of safety is needed.

This paper is structured in five sections. Section 2 presents a brief description
of the EFTCoR project and the safety characteristics that make it a perfect
example. In section 3 the process followed to obtain the safety requirements
is commented, while section 4 presents the process of identification of safety
requirements for the EFTCoR crane robot. Finally, section 5 summarises the
contents of the paper and outlines future lines of work.

2 EFTCoR: the Danger of Cleaning Ship Hulls in
Shipyards

The EFTCoR family of robots offers a global solution to the problems related
to the most dangerous hull maintenance operations, such as cleaning, blasting
and painting (see Fig. 1-a). The solution is provided by means of two families
of robots: tele–operated cranes and climbing vehicles, depending on the work-
ing area. All these robots consist of a primary positioning system, capable of
covering large hull areas, and a secondary positioning system, mounted on the
primary system, that can position a tool over a relatively small area (4 to 16 m2).
The robots have been developed to achieve the objective of performing the cur-
rent hull cleaning operations in a way that avoids the emissions of residues to
the environment and enhances the working conditions of the shipyard operators
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a) Before EFTCoR b) With EFTCoR crane

Fig. 1. Blasting operation

without worsening the current costs and operation times. Figure 1-b shows the
crane robot in action.

The design of such a complex system as EFTCoR involves the necessity of
early detection and identification of failures so that correcting measures can be
adopted early in the design of the robot. The fundamental characteristics of
the EFTCoR that makes it necessary to take into account the need of a safe
approach when designing the robots are summarised by the following points:

� The operator uses a heavy mechatronic device whose range of movement can
cause serious damage (see Fig. 1-b).

� The system has to be used outdoors, so it has to be able to deal with at-
mospheric agents that can alter its normal operation (rain, water on the
ground, dust, noise, wind, etc).

� The working environment of the robots (shipyards) is very dynamic: there are
many cranes, load and unload of heavy equipments, lots of operators moving
around (either working on the robot or conscious or not of its presence), etc.

� Some maintenance operations include the blasting of the hull with high–
pressure abrasive particles. The energy of the jet makes it very dangerous
for human operators and for the rest of the equipment, so it’s absolutely
necessary to train operators in the use of the tool, to maintain the equipment
in perfect conditions and to install all the security components needed. Also,
as a result of the impact of the jet with the hull, a lot of dust is produced,
worsening the condition of the working place.

3 A Safety Process

The purpose of this section is to present a brief summary of the steps we have
followed for discovering the safety requirements for the EFTCoR and the con-
sequences they imply on the architecture of the system. To work this out we
have based our work on the ANSI standard for robotics [4] (see next point),
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completing it with the contribution of other authors, such as Douglass [5], that
complete the proposal.

Before going on, we introduce the meaning of some words that are used in
the paper. According to Douglass, a risk is an event or condition that can occur
but is undesirable; safety is the characteristic of a system that does not incur
too much risk to persons or equipment and an accident is damage to property
o harm to persons, the happening of a risk. A safety system is, according to the
definition of ANSI/RIA, a system that has been tested, evaluated and proven to
operate in a reliable and acceptable manner when applied in a function critical
to health and welfare of personnel. Leveson [6] defines a hazard as a state or set
of conditions of a system (or object) that, together with other conditions in the
environment of the system (or object) will inevitably lead to an accident (loss
event).

3.1 Survey of Safety Standards and Techniques

There are several approaches to manage safety in literature. Many deal with
the problem of designing a standard that guides the whole process (from iden-
tification to solution) while others are simple tools or techniques. Among the
standards we want to stress the European Standard EN 61508:2001 [7] and the
American ANSI/RIA R15.06-1999 [4]. Among the techniques for safety designs
we highlight fault trees [8] and ROPES [5] (Rapid Object-oriented Process for
Embedded Systems).

EN 61508:2001. This European standard sets up a generic approximation for
dealing with all the activities related to the life–cycle of the systems that use
electric and/or electronic and/or programmable devices for safety functions.
The other main purpose of this standard is to serve as basis for the develop-
ment of specific standards for each application sector, that would take into
account techniques and solutions typical of the sector.

ANSI/RIA R15.06-1999. The objective of this standard is to enhance the
safety of personnel using industrial robot systems by establishing require-
ments for the manufacture (including remanufacture and overhaul), installa-
tion, safeguarding methods, maintenance and repair of manipulating indus-
trial robots. It is the intention of this standard that the manufacturer (in-
cluding remanufacturer and rebuilder), the installer and the end–user have
specific responsabilities.

Fault Trees. It’s one of the most popular approaches to identify, evaluate and
manage safety requirements. These trees provide a graphical notation and a
formal support that makes it easy to make the analysis from the perspective
of the system failures and their origins. However, they do not offer a global
framework for requirement specification as a discipline.

ROPES. ROPES is, in words of Douglass, “a development process that em-
phasises rapid turnaround, early proofs of correctness and low risk”. It’s an
iterative process that makes the design in small, incremental steps. Douglass
proposes an eight–steps methodology for dealing with the safety aspects of
any system.
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3.2 Process of Elicitation of Requirements

As last section shown, until a new standard derived from EN 61508 and targeted
to robotics appear, only the ANSI standard offers an specific guide to this kind
of systems. But ANSI encourages the use of hardware solutions (such as barriers,
light beams, buttons, etc), and does not provide any guide on the use of more
complex, software based, solutions.

To complete this lack of detail, the proposal “eight steps to safety” from Dou-
glass has been adopted. In it, Douglass proposes some design patterns oriented
to the achievement of a particular safety objective, such as multi–channel voting
pattern, watchdog pattern, safety executive pattern, etc. By using these patterns
we can design software solutions that conform to the needs imposed by the ANSI
standard, according to the level of risk of a particular hazard.

Finally, the technique of fault trees can be used to obtain the possible causes of
the failures that are analysed in the second step of the methodology we propose.
Fault trees is a very used and mature technique, but it doesn’t help in neither
measuring nor classifying nor solving failures. We haven’t use this technique for
obtaining the causes of the failures, although we think it would have been a good
idea to do so.

The four–steps methodology we present proposes the fusion of the standards
and techniques presented in subsection 3.1. It encourages the tracking of safety
throughout the life–cycle of the robot (as EN 61508 proposes) and uses the ANSI
standard as a guide to classify hazards and to propose solutions. By completing
ANSI with the contributions of Douglass, it is possible to deal with the design
of software–based solution that are more complex than a simple barrier.

Step 1 � Identify hazards. It is desirable that a system should normally
work without imminent hazards. So, the first step is to identify all the tasks that
involve the use of the system and that have potential hazards. After that, for
each task an analysis of the hazards is performed. Some possible sources for the
identification of hazards, that can serve as a starting point in their identification,
are the following ones (extracted from [4]):

• The movement of mechanical components, especially those which can cause
trapping or crushing.

• Stored energy in moving parts, electrical or fluid components.
• Power sources: electrical, hydraulic, pneumatic.
• Hazardous atmospheres, material or conditions: explosive or combustible,

radioactive, high temperature and/or pressure, etc.
• Acoustic noise, vibrations, EMI, etc.
• Human failures in design, construction, installation, and operation, whether

deliberate or not.
This analysis of hazards also include the identification of the possible causes of

the failure (hardware, software or human), the task in which it can happen, the
reaction to the happening of the hazard, and some temporal data (adopted from
Douglass) relative to how long can the hazard be tolerated before it results in an
accident (tolerance time), the maximum amount of time to detect the happening
(detection time) and the maximum time to react to it (reaction time).



124 D. Alonso et al.

Step 2 � Identify risks. The objective of this second step is to identify the
possible risks of the system and classify them, according to the impact they
have on the environment and linking them to the hazards identified on the the
first step. The ANSI standard says that, for each risk, three characteristics have
to be evaluated. They are the level of severity, the level of exposure and the
level of avoidance, each with two different values (for a total of eight possible
combinations). Depending on the different values of these characteristics, a Risk
Reduction Category (RRC) is obtained. Based on the RRC, ANSI requires a
certain level of performance of the safeguard and circuit that are to be design
to reduce the risk (simple, single channel, single channel with monitoring and
control reliable). Moreover, ANSI also recommend the adoption of safety policies
to help human operators avoid some risks (training, presence detectors, security
barriers, etc).

After applying the safeguards designed for the specific RRC of the risk, a new
analysis is performed to calculate the residual risk, just to be sure that the risk is
kept at a tolerable level for both the system and the environment. This process
does not end here but has to be repeated during the life–cycle of the robot to
ensure that no new risk appears and that the risk already identified are kept
under control.

Step 3 � Specify safety requirements. The purpose of this third step is to
extract the safety requirements for the system from the results of the previous
steps. This is quite difficult to do, because neither ANSI nor Douglass offer a
methodology to deduce the requirements from the previous results, so this ex-
traction has been handmade. At this point, it’s necessary to have an appropriate
process for the harvest of requirements, a way to catalogue them so that they can
be reused in other systems of the domain of application (tele–operated robots in
our case), as well as tools for tracking the use of the requirements throughout
the development process and, in particular, until the architecture of the system.
This is the kind of work the Universidad de Murcia is doing inside DYNAMICA.

Step 4 � Make safe designs. The design of the architecture of the system
must consider the safety measures and avoid that the failure in a part spread
through the rest of the system. A safe design must start off with the previous
requirements of security (third step) to adopt a concrete architectural pattern
that could be periodically reviewed when new hazards are identified. To be able
to do it, to be able to be adaptable, a rigorous architectural approach that allows
the evolution of the architectural model due to new requirements or by evolution
of the conditions of work is necessary.

4 Safety in the EFTCoR Project

In this section we present an example of the application of the process to obtain
the safety requirements for the crane robot of the EFTCoR project. The crane
robot uses a commercial crane as the primary positioning system (see Fig. 2-a)
and a XYZ table as the secondary positioning system (see Fig. 2-b). The crane
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has its own control (provided by the manufacturer), a height of twelve meters
and a weight of twenty tons, which make unavoidable the movement of the robot
with the consideration of safety requirements. It also has, in its central zone, an
articulated arm of two tons for holding the XYZ table (which includes a cleaning
tool). The control system of the XYZ table has been designed to follow the
cleaning instructions from a human operator or from a computer vision system,
which finds the areas of the hull to be blasted.

a) Crane b) XYZ table

Fig. 2. Crane robot for cleaning vertical surfaces in EFTCoR

Due to the extension of the work, only the results of the safety analysis for
the primary position system (tasks, hazards and risks) will be presented (see
subsection 4.1). Subsection 4.2 presents the solution adopted for the hazard
“The arm of the primary system does not stop” (see table 2, H13).

4.1 Identification of Hazards and Risks for the Primary System

Using the functional requirements of the EFTCoR system as a starting point, a
total of 30 different tasks with a potential hazard have been identified (excerpt
in Table 1). These tasks are performed not only by the operator of the robot
but also by the maintenance and cleaning staff, can have been planned or not,

Table 1. Excerpt of tasks related to the primary system

# Type Description
T1 Operator Move the primary (rail)
T2 Operator Move the primary (vertical axis)
T8 Operator Execute a sequence
T20 Maintenance Calibrate one of the axes of the primary
T23 Maintenance Repair an axis (primary or secondary)
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Table 2. Excerpt of hazards related to the primary system

Hazard Risk Origin Prob. Reaction
H3.Person in the rail Very

severe
There’s a person
standing on the rail

Med. Raise alarm. Stop the
primary. Emergency
stop

H4.Obstacle in the
rail

Severe There’s an obstacle
on the rail

Med. Raise alarm. Stop the
primary. Emergency
stop

H5.Obstacle in the
vertical axis

Very
severe

There’s an obstacle
on the trajectory

High Raise alarm. Stop the
primary. Emergency
stop

H7.The limit switch
of the vertical axis is
passed

Very
severe

Sensor or software er-
ror. Comm failure

Low Raise alarm. Emer-
gency stop

H8.The limit switch
of the rail is passed

Very
sever

Sensor or software er-
ror. Comm failure

Low Raise alarm. Stop
power source

H13.The arm of the
primary system does
not stop

Very
severe

Joint control error.
Comm or power fail-
ure

Low Raise alarm. Stop
power source. Emer-
gency stop

H15.The sequence of
the primary does not
end

Very
severe

Sequence control er-
ror. Comm failure

Low Raise alarm. Stop
primary

Table 3. Excerpt of solutions for the primary system hazards

# Risk RRC Solution RRC
H3 Run over a person R2A Add presence sensors to the rail. Add an

acoustic signal when the robot moves
R3B

H4 Damage obstacle and
primary

R2A Add presence sensors to the rail. Add an
acoustic signal when the robot moves

R3B

H5 Damage obstacle and
primary

R1 Add presence sensors to the vertical axis. R3B

H7 Damage to equipment or
primary or persons

R2B Add mechanic limits R4

H8 Damage to equipment or
primary or persons

R2B Add mechanic limits R4

H13 Damage to equipment or
primary or persons

R2B Add an emergency stop mechanism. Add
sensors external to the control loop

R4

H15 The robot can even
knock over

R2B Add an emergency stop mechanism. Add
sensors external to the control loop

R4

and their frequency can be daily, weekly, monthly, annually, etc. Table 2 shows
an excerpt of the 31 hazards related to the tasks to be performed by the robot
(only the hazards related to the primary are shown). These two tables comprise
the first step.



A Systematic Approach to Developing Safe Tele-operated Robots 127

Finally, Table 3 shows the results of the step identify risks, but just for the
hazards related to the primary positioning system (with the consequences of an
accident, the RRC required according to ANSI, the safeguard adopted and the
residual RRC).

4.2 Analysis of a Hazard: “The Arm of the Primary System Does
Not Stop”

An analysis with detail of this hazard takes us to associate the following possible
sources of error: (1) any sensor integrated with the motors that move the arm
fails; (2) the electric power is off and (3) the control unit does not run correctly
(a hardware fail or a software error). The hazard H13 may imply the breaking
of mechanical parts, the precipitation of components to the floor or damages
to the human operator. See table 2 and table 3 for the characterisation of this
hazard.
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Fig. 3. Deployment diagram for H13

Following the ANSI standard, the levels of the severity of the injury, the
frequency of the exposure and the probability of avoidance are evaluated. This
evaluations results in a RRC of R2B. Figure 3 shows the deployment partitioning
of the system (using an extension of the standard UML notation) that accom-
plishes the R2B to R4 risk reduction for the hazard H13. This particular solution
uses the watchdog pattern from Douglass [5]. The limitation of space in this pa-
per does not allow us to give all the details related to the real implementation
of the safeguard for this hazard, although table 4 shows the connection between
the entities shown in the deployment diagram and their implementation in Ada.
Anyway, the full description of the solution follows:

1. When a movement command is received, the Man Machine Interface (MMI)
node forwards it simultaneously to the Control Unit node (that will exe-
cute it) and to the redundant node, which is in charge of detecting possible
hazards (Safety Control node).
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Table 4. Relation between deployment diagram and Ada objects

Element from Fig. 3 Ada implementation Note
Node Task Does its main function (control, mon-

itor and MMI).
Watchdog Task Synchronous rendezvous with time-

out.
Access to hardware Protected object Periodically updated by a task.
Real time issues — Both node and watchdog are periodic

tasks. Watchdog has higher priority.

2. The Control node reads periodically the current position of the joint from a
sensor and controls the actuator. The Safety node is in charge of stopping
the motor when it detects that the motor is not working properly.

3. Just before the execution of any command, the Control node sends a mes-
sage to the Safety node, authorising the start of the movement. From here,
the Control Unit sends to the Safety node the current value just read from
the sensor. The Safety node answers with an acknowledgement that includes
as parameter the estimated value of the motor position. Both nodes compute
the curve of the discrete positions that must be reached by the robot arm,
depending on the initial value and the movement command. Any difference
between the calculated values (or no data at all) implies an anomaly in the
function of the robot movement (or communication link), which triggers the
stop of the robot and the generation of an emergency signal (both nodes
have access to the actuator).

4.3 Safety Conclusions for the Crane Robot

Although only the study of safety for the primary positioning system has been
presented, in this last subsection we want to present a summary of the conclusion
that can be extracted of the whole study. To do so, the 31 identified hazards
have been classified in six groups, depending on the type of safeguard adopted.
The following conclusions can be extracted from this study:

– 45% of the safety requirements do not affect neither the design of the archi-
tecture nor its possible evolution.

– 55% of the safety requirements do affect architecture:
• 40% imply the addition or extension of some components so that the

values of the actuators can be double–checked.
• 6.66% imply the design and adoption of redundant nodes as the one

described in subsection 4.2.
• 8.66% imply the addition of new sensors to the robot to monitor the

system (generally, safety–related sensors).

These extensions or additions to the basic architecture (based only on the
functional requirements) due to the safety requirements, mean the need of mak-
ing cross verifications in practically every level of the architecture, which makes
the process of designing the architecture harder and more complicated.
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5 Conclusions and Future Works

It is always desirable to make the analysis of the possible hazards for any system
to improve its design and safety. When the system interacts with the environ-
ment and/or with humans (as project EFTCoR does), the analysis becomes
indispensable. But the analysis of hazards is a complex process that needs the
support of a methodology. The more domain–specific the methodology, the more
accurate the results will be. We have used the ANSI/RIA standard as the basis
for the identification and classification of the hazards, risks and the safeguards
to be adopted to reduce the risks to acceptable levels. This standard can be
complemented by the safety patterns extracted from Douglass when designing a
more complex solution and the use of fault trees to identify the possible causes
of failure. In this sense, we hope that soon an European standard, derived from
EN 61508 and specifically targeted to robotics systems, soon appears to fulfil
the lack of a methodology for safety requirements specification and solutions in
the EU.

Although it may seem that this work is the result of applying together (“glued”
even) several standars, the contribution of this work goes further on because:

1. It gathers the methodologic experience of diverse authors, since this experi-
ence is usually absent in most of the standards.

2. The range of application of the proposal is wider than that of one of a
single standard or technique seen in subsection 3.1, because this work covers
from requirements specification to the implementation patterns applied in
architectural design.

3. Lastly, a case study of a real application has been presented, where the safety
requirements were naturally present from the beginning of the proyect, not
added later.

From the work on safety requirements for the crane robot two important
conclusions can be extracted: (1) only half of the safety requirements really affect
the software architecture of the system and (2) only a few fraction of them require
the use of external redundant control that must conform to the strictest level of
safety. Nevertheless, since security requirements are, conceptually, independent
of the functional ones, it would be more than desirable to have an architectural
approach that allows this conceptual separation of concerns could be used by the
designer. This is the line of work we are currently working on in the context of
the research project DYNAMICA with the Universidad Politécnica de Valencia
(Spain) and its ADL, PRISMA. It’s also necessary to have a proper methodology
to extract the safety requirements from the tables of risks and hazards and to
have tools to catalogue them and to track their use and ease their reuse in another
products of the same family, which is the aim of that project also shared with
the University of Murcia in Spain.
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Abstract. Agent-oriented technology is a rising paradigm for developing qual-
ity software in complex domains. Currently, no Ada interface or middleware
exist for the development of agent-based applications. In this paper, an Ada bind-
ing for developing agent and multi-agent-based applications in Ada is proposed.
This binding is compatible with an existing open-source agent platform named
SPADE.

1 Introduction

Agent-based systems are one of the most active areas of research and development in
information technology. Many researchers believe that agents represent the most im-
portant new paradigm for software development since object orientation. The concept
of agent introduces a high level of abstraction, which is appropriate to the development
of complex computational systems, especially in open and dynamic environments.

As shown in [1], software agents are generally presented as computational entities
with a human behavior. They run on regular computers (i.e. PCs, PDAs, mobile phones,
etc.) and in network nodes. They are autonomous and are able to take decisions for
themselves, to reason, to learn, to communicate with other agents, to organize them-
selves, and to move from one node to another. They use their capacities to solve prob-
lems in an intelligent, pro-active and helpful way for the user. An agent can do this in a
collaborative way (cooperating with other agents) or by itself.

In this context, one of the most important topics to be considered is the development
of technologies that provide infrastructures and supporting tools for agent systems, such
as agent programming languages and software engineering methodologies. As stated
in [2], “any infrastructure deployed to support the execution of agent applications must
be long-lived and robust. More generally, middleware, or platforms for agent interoper-
ability, as well as standards, will be crucial for the medium-term development of agent
systems”.

Over the last few years, several initiatives have appeared for the definition and stan-
dardization of agent technologies, such as KQML [3], OMG [4] or, more recently, the
Agentcities Project [5]. Among these, one of the best known is FIPA (Foundation for
Intelligent Physical Agents) [6] . This foundation has proposed some important aspects
for agent communication, like platform interoperability or message transport protocols.
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However, there is still a lack of maturity both in methodologies and programming tools.
Current tools work well in straightforward situations with few agents; but, in general,
they do not address the development of large-scale, efficient agent systems. These tools
do not offer facilities for monitoring or tuning the behavior of such complex systems. In
addition, languages for high-level programming of multi-agent systems are also needed.
These languages should be expressive, easy-to-use, and efficient, in order to coordinate
large, open, scalable, dynamic and heterogeneous systems.

Agent technology displays very interesting features and new approaches to solve
problems. But in practice, the agent community has limited itself to the use of very few
computer technologies. Nearly all the relevant agent-based products and developments
are done in the Java programming language. Moreover, these products generally operate
in a way that only agents programmed in Java are compatible with them.

In order to contribute to cover part of this gap, we have developed SPADE [7].
SPADE (Smart Python multi-Agent Development Environment) is a fully FIPA com-
pliant agent platform. Its main objective is to provide good performance while retaining
strong scalability options and to provide an open design that allows the implementation
of platform components and agents in several high-level programming languages.

The work presented in this paper is to provide the means to allow the development
of SPADE agents with Ada, and to propose the necessary middleware to do so. This
middleware allows the Ada and agent technologies to be integrated with each other,
effectively combining the advantages of both. On the one hand, the development of
agents can benefit from the use of Ada in cases when safety, reliability or real-time fea-
tures are needed. On the other hand, Ada engineers can benefit from the higher level of
abstraction of the agent-based technology. For example, in cases when high-level com-
munication protocols enabling complex interactions are useful; or when abstractions
more complex than the inheritance are needed; or when developing heterogeneous sys-
tems which require the integration of different technologies (such as databases, web
applications, software components, etc.).

The rest of the paper is structured as follows. In Section 2, a review of the SPADE
agent platform is done. Later, in Section 3, a programming interface to develop agents
for the SPADE agent platform with the Ada programming language is introduced. Fi-
nally, conclusions and future work lines are presented.

2 SPADE

SPADE is a multi-agent platform which provides a new framework to build agents using
a communication model different from other platforms. This platform provides a simple
interface for the agent development using the above-mentioned communication model.
Thanks to this interface, agents can be built in any programming language with total
independence of the SPADE platform.

As every component inside the SPADE platform has been developed as an agent,
this communication model is also used to communicate the internal elements of the
platform.

In addition, SPADE has a special agent to provide a user-friendly view of the plat-
form. This GUI agent provides a mechanism to load and unload agents in the platform.
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It allows the user to search for agents and services and to send messages to any agent.
This feature can be used as a dummy agent to send simple messages to other agents and
to show their answers.

The basic SPADE components have been developed using the Python programming
language. It is a versatile interpreted language that runs on several architectures and
operating systems, although it has a poorer performance than compiled languages like
Ada or C. In particular, being implemented in Python allows the platform to be executed
in systems such as Windows, Linux, MacOS, Windows Mobile, PalmOS, SymbianOS
(for mobile phones), etc.

The core of the communication layer of the platform is a standard, well-known pro-
tocol called Jabber[8], which provides virtual channels to put in contact conversational
entities, like agents.

The most popular application of the Jabber protocol is a social communication net-
work with similar functionalities to the ones present in legacy systems like AIM, ICQ,
MSN or Yahoo Messenger. These networks allow for the interconnection of known
users by means of trust networks, and are tested and used by thousands of users simul-
taneously every day.

The Jabber protocol uses a distributed client-server topology. The servers that route
the Jabber messages are designed to support a very large number of users and messages.
This feature helps to improve the SPADE performance and scalability.

The interface between the SPADE platform and its agents is purely Jabber-based (in
fact, TCP/IP-based at its lowest level). Therefore, SPADE agents can be implemented
with any framework that supports Jabber communications and with any programming
language capable of dealing with Jabber and/or TCP/IP communications. To ease the
development of SPADE agents, we provide the necessary code-base to develop agents
in the Ada and Python programming languages. Besides using the Jabber protocol,
SPADE also supports the HTTP protocol, which is used in other agent platforms. The
following sections introduce the different models that compose SPADE.

2.1 The Platform Model

The SPADE platform is modeled according to the FIPA standard proposal for a multi-
agent platform [6]. It features the standard basic FIPA services (such as an Agent Man-
agement System and a Directory Facilitator), which have been designed as Jabber server
components (or add-ins).

Although the core communication system relies on the Jabber technology, other
legacy message transport protocols, such as the HTTP protocol, are also supported.

Platform Elements. In this section, the elements that make up the SPADE platform
are described.

– The XML Router is the main platform element, the one that the rest of the platform
components and agents are connected to. It is a standard XMPP server[8] that routes
all the messages from its sender to the specified receiver without having the user
to intervene. This XML Router acts as the Message Transport System (MTS) and
it is the only external component of the platform that has been reused. It has been
chosen for its flexibility: this component can be replaced with no re-writing of any
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other component, so the developer is free to replace it with any other XML Router
of choice.

– One of the components connected to the router is the SPADE Agent Communi-
cation Channel (ACC). It manages all the communication within the platform and
receives the FIPA-ACL1[9] messages that arrive to the platform. After arrival, it
redirects the messages to the correct destination element. This destination can be
either an agent or another component. Should the receiver element is an agent, the
MTS would relay the message to the agent and it would be held in the agent’s
message queue for later processing.

– A default Message Transport Protocol (MTP) is built within the platform. In addi-
tion to internally connecting the platform elements, the XML Router is the element
that connects the platform to outside entities (like other platforms or even human-
agent communications).

– The Agent Management System is the component that implements the basic man-
agement services for the agents. The AMS agent complies with the entire ’fipa-
agent-management’ ontology.

– The Directory Facilitator is a component that provides a service directory to reg-
ister and query services offered by the agents that are registered at the platform.
The DF agent also complies with the fully ’fipa-agent-management’ ontology.

A brief schematic view of the SPADE Platform can be seen in Figure 1.

Fig. 1. SPADE Platform and Agent Models

There is a graphical block that represents the MTS (using the Jabber protocol) which
handles all the received messages and redirects them to their actual receivers. A receiver
can be an agent, a platform component, or even a human user. Moreover, control infor-
mation (iq queries) and routing information are managed by the MTS. The ACC, AMS
and DF elements are plugged into to the platform as modular components. Besides, all
of them are built as agents, so they have the full functionality provided by a standard

1 FIPA Agent Communication Language.
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SPADE agent. As it can be seen in the figure, agents are also connected to the MTS,
which virtually connects them with the SPADE Platform.

2.2 The Agent Model

As mentioned above, every component inside a SPADE platform is built as an agent.
SPADE agents are elements connected to the MTS that can send messages to each other
and to other platforms (or even to human users).

The Agent Model of SPADE is basically composed of a connection module to the
platform, a message dispatcher, and a group of different behaviors that the dispatcher
gives the messages to (–see Figure 1). Every SPADE agent needs an identifier called
Jabber ID (JID) and a correct password to make a connection with the platform. Should
the default platform registration process be disabled, the platform administrator would
have to define alternate registration policies.

The JID is composed by a username, an ’@’, and a server domain. It will be the
internal name that identifies an agent in the platform. The agent virtual address (which
is another important field on the Agent Identifier) would be the JID of the platform’s
ACC (i.e: xmpp://acc.gti-ia.dsic.upv.es). The prefix xmpp:// has been
defined for the XMPP addresses.

A behavior is a task that an agent can execute using scheduling patterns. A SPADE
agent can run several behaviors simultaneously. SPADE provides some predefined be-
havior types: Cyclic, One-Shot, Periodic, Time-Out, and Finite State Machine Behavior.
These behavior types help the implementation of the different tasks that a SPADE agent
can perform:

A behavior has a message template associated to it. The message dispatcher uses this
template to know which types of messages a behavior must receive: it compares every
arriving message with the templates of the behaviors.

Every SPADE agent can have as many behaviors as wanted. When a message arrives
to a SPADE agent, the message dispatcher forwards it to the message queues of the
adequate behaviors (–see Figure 1).

3 Ada Application Programming Interface

As stated above, SPADE agents can be developed by default using Python (like the core
platform components). Now, we introduce the possibility of developing SPADE agents
in Ada. In this section, the programming API for creating a SPADE agent with Ada is
presented.

The structure of the application interface is shown in Figure 2. There are 8 packages
included in a main package called Spade.

3.1 Package Spade

Spade is the main package that contains the rest of the application interface packages.
It also includes some basic Ada types to help in common operations (like String lists).
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Fig. 2. SPADE Package Structure

3.2 Package Spade.Aids

This package provides the interface to build Agent Identifiers (called AID). An Agent
Identifier is a record composed by the name of the agent, its addresses (an agent can
have more than one address). The interface provides an Ada type called Aid and some
Set and Get procedures to manipulate Agent Identifiers.

package Spade.Aids is

type Aid is private;

function Get Name ( From: Aid ) return Aid Name;
function Get Addresses ( From: Aid ) return List Addresses;
function Get Resolvers ( From: Aid ) return List Resolvers;
procedure Set Name ( To : in out Aid; Name: in Aid Name );
procedure Add Address ( To : in out Aid; Address: in Address );
procedure Add Resolver ( To : in out Aid; Resolver: in Resolver ); 10

. . .
end Spade.Aids;

3.3 Package Spade.Basic Fipa Date Times

This package provides a help class to manage dates and times in the FIPA standard
format. This format is a string composed by the year, the month, the day, a separator, the
hour, minutes, seconds and milliseconds with 3 digits (e.g. 20051103T234521343).
An example of the API is as follows.

package Spade.Basic Fipa Date Times is

type Basic Fipa Date Time is tagged private;

function Get Day ( From: Basic Fipa Date Time ) return Day;
function Get Milliseconds ( From: Basic Fipa Date Time ) return Milliseconds;
procedure Set Day ( To: in out Basic Fipa Date Time; Day: in Day );
procedure Set Milliseconds ( To: in out Basic Fipa Date Time; Milli: in Milliseconds );
procedure From String ( To: in out Basic Fipa Date Time; String Date : in String );
function To String (From: Basic Fipa Date Time ) return String; 10

. . .
end Spade.Basic Fipa Date Times;
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3.4 Package Spade.Envelopes

A FIPA Message is a structure that contains a Payload and an Envelope. The payload
has the content of the message and some meta-information. This payload can be in some
different languages (like ACL). The envelope contains the routing information for the
message like the receiver, the sender, the encoding, the date, etc.

A brief example of some of the interface methods is now shown:

package Spade.Envelopes is

type Envelope is tagged private;

function Get To ( From: Envelope ) return List Aid;
function Get From ( From: Envelope ) return Aid;
function Get Comments ( From: Envelope ) return String;
procedure Set Payload Length ( To: in out Envelope; Len : in Length );
. . .

end Spade.Envelopes; 10

3.5 Package Spade.Acl Messages

The package Acl Messages contains the Ada type Acl Message, used to build the
payload of a FIPA Message. This payload has the content of the message and some
meta-information like the language and ontology of the content, or the performative.

package Spade.Acl Messages is

type Acl Message is tagged private;

function Get Conversation Id ( From: Acl Message ) return Id;
procedure Set Language ( To: in out Acl Message; Lang: in Language );
procedure Set Ontology ( To: in out Acl Message; Onto: in Ontology );
−− Creates a reply of the message
function Create Reply ( From: Acl Message ) return Acl Message;
. . . 10

end Spade.Acl Messages;

Once Envelopes and Acl Messages packages are viewed, it is possible to build a
FIPA Message, which is the basic communicative structure used by agents. Sending
messages of this kind between FIPA compliant agents (like SPADE agents) ensures the
success of a communicative act.
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3.6 Package Spade.Message Receivers

This package provides the Message Receiver type. Objects of this type are entities capa-
ble of sending and receiving messages. This tagged type is extended by other packages
(like agent or behavior) that will be introduced later.

package Spade.Message Receivers is

type Message Receiver is tagged private;

function Is Alive ( Who : Message Receiver Class ) return Boolean;
function Receive ( From : Message Receiver Class ) return Acl Message;
function Blocking Receive ( From : Message Receiver Class;

Time Out: Time) return Acl Message;
. . .

end Spade.Message Receivers; 10

The Receive and Blocking Receive functions return an Acl Message when a message
arrives to a Message Receiver. If there is no message in the inbox, it returns an empty
Acl Message. The function Blocking Receive also accepts a Time Out parameter. This
parameter indicates the time (in seconds) that the function will wait for a message (it
can also be forever).

3.7 Package Spade.Behaviors

Agents are entities composed of SPADE’s ’behaviors’. These behaviors are supposed
to provide the intelligence to the agent. Programmers must implement these behaviors
and add them to the agent to compose the brain that controls the agent.

The package Spade.Behaviors contains the five behaviors currently supported
by SPADE:

– Behavior: This is the Cyclic Behavior type. Its code is executed continuously.
– Periodic Behavior: The Periodic Behavior type runs every user-defined ’period’.
– One Shot Behavior: One Shot Behavior type. Runs only one time.
– Time Out Behavior: The Time Out Behavior type is a Periodic Behavior with a

’timeout’. It is executed every period with a time lag (the timeout).
– FSM Behavior: Finite State Machine (FSM) Behavior type. It runs different be-

haviors according to a defined FSM. The nodes of the FSM are behavior types
(which can be any kind of behavior: cyclic, one shot or even another FSM). The
transitions between nodes are called events. Each of these events has a value which
is the exit codes of a behavior node.

Figure 3 shows the Types Hierarchy. Some of the presented classes are simply sup-
port classes with access methods to manage FIPA information structures. However,
more interesting Ada types (such as the hierarchy of ’Behavior’ types) provide a full
interface to create software agents with a simple middleware. The next block is an
example of the behavior interface.
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package Spade.Behaviors is

type Behavior is new Message Receiver with private;
function Exit Code ( From: Behavior Class ) return Integer;
−−Executed when the behavior finishes
procedure On End ( From: in out Behavior Class );
−−Executed when the behavior starts
procedure On Start ( From: in out Behavior Class );
−−Executed when the behavior is running
procedure Process ( From: in out Behavior Class ); 10

type Periodic Behavior is new Behavior with private;
function Get Period ( From: Periodic Behavior ) return Time;
procedure Set Period ( To: in out Periodic Behavior; Period: in Time );
procedure On Tick ( From: in out Periodic Behavior );

type Time Out Behavior is new Periodic Behavior with private;
function Get Time Out ( From: Time Out Behavior) return Time;
procedure Set Time Out ( To: in out Time Out Behavior; Time Out: in Time);

20

type One Shot Behavior is new Behavior with private;

type FSM Behavior is new Behavior with private;
procedure Register First State (From: in out FSM Behavior;

State: in Behavior Class;
Name: in String);

procedure Register Last State (From: in out FSM Behavior;
State: in Behavior Class;
Name: in String);

procedure Register State (From: in out FSM Behavior; 30

State: in Behavior Class;
Name: in String);

procedure Register Transition (From: in out FSM Behavior;
From Node: in String;
To Node: in String;
Event: in Integer);

. . .
end Spade.Behaviors;

Examples of use of such behavior interface range from simple to really complex
agents. For instance, agents mostly reactive that perform quick responses to environ-
ment changes can be developed using a reduced number of behaviors executed in a
cyclical scheme with a short period. On the contrary, agents displaying a sophisticated
and deliberative (intelligent) functionality can be implemented by using a higher num-
ber of behaviors of more complex types, like finite state machines.
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Fig. 3. SPADE Class Hierarchy

A behavior executes the code defined in the procedure Process. In addition, pro-
cedures On Start and On End are run when a behavior is created and finishes (or it
is killed), respectively.

3.8 Package Spade.Acl Templates

A behavior can be configured to receive only the messages that match with a defined
template. When a message arrives to an agent, the message dispatcher of the agent puts
the received message in the inbox of the behaviors which template matches. If there is
no match, the message is sent to a default behavior (defined with the
Behaviors.Set Default Behavior procedure).

The interface is very similar to the Acl Messages package.

package Spade.Acl Templates is

type Acl Template is tagged private;
function Get Sender(From: Acl Template) return Aid;
function Get Conversation Id(From: Acl Template) return Id;
procedure Set Performative(To: in out Acl Template; Perf: in Performative);
. . .

end Spade.Acl Templates;

The procedureBehavior.Add Template is used to add a template to a behavior.

3.9 Package Spade.Agents

Finally, the agent interface is now introduced. There is a basic type called Basic Agent
from which the two agent types are inherited. There is a Platform Agent type for
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internal purposes (like component agents: AMS, DF, etc.) and a simple Agent type,
used to develop user agents. This hierarchy can also be viewed in Figure 3. The inter-
face is now shown:

package Spade.Agents is
type Basic Agent is new Message Receiver with private;

function Get Aid(From: Basic Agent Class) return Aid;
procedure Start (What: in out Basic Agent Class);
procedure Take Down (What: in out Basic Agent Class);
procedure Setup (What: in out Basic Agent Class);
procedure Kill (What: in out Basic Agent Class);
procedure Add Behavior (To: in out Basic Agent Class;

Behav: in Behavior Class; 10

Template: in Acl Template);

function Search Agent (From: Basic Agent Class;
Template: Ams Agent Description)
return List Ams Agent Description;

procedure Register Service (From: in Basic Agent Class;
Service: in Df Agent Description);

procedure Send Message (From: in out Basic Agent Class;
Env: in Envelope;
Message: in Acl Message); 20

type Agent is new Basic Agent with private;
type Platform Agent is new Basic Agent with private;
. . .

end Spade.Agents;

Finally, the following code contains an example of use of this interface. The example
creates an agent and two behaviors that are included into the agent Then it is started.

An Agent: Agent;
Behavior One: Periodic Behavior;
Behavior Two: One Shot Behavior;
A Template: Acl Template;

Set Default Behavior (To => An Agent, Behav => Behavior One);
Add Template (To => Behavior Two, Template => A Template);
Add Behavior (To => An Agent, Behav => Behavior Two);

Start (What => An Agent); 10

4 Conclusions and Future Work

A middleware that allows the development of intelligent agents using Ada has been
developed. This middleware focuses on creating Ada agents that are compatible with the
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SPADE agent platform. The middleware’s API is object-oriented, which is a paradigm
fully supported under Ada.

This middleware opens the possibility of creating agents in Ada, which is a very in-
teresting topic since it allows bringing the advantages of Ada to the agent realm and
vice-versa. Robust and stable agents can be created due to Ada’s proved robustness.
In scenarios where performance is a key element, Ada can show its celerity against
interpreted languages (like Python) or Virtual Machine-based ones (like Java). More-
over, due to Ada’s fitting in the real-time domain, the possibility of developing real-time
SPADE agents with Ada is now opened.

In the future, we intend to study the behavior of this software solution, from both
the efficiency and the scalability points of view. Our intention is to perform tests to
compare the performance of agents built using this middleware against SPADE agents
implemented in other programming languages, and also against agents developed in
different agent platforms.
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Abstract. Software reliability models are an important tool in quality
management and release planning. There is a large number of different
models that often exhibit strengths in different areas. This paper pro-
poses a model that is based on a geometric sequence (or progression) of
the failure rates of faults. This property of the failure process was ob-
served in practice at Siemens among others and led to the development
of the proposed model. It is described in detail and evaluated using stan-
dard criteria. Most importantly, the model performs constantly well over
several projects in terms of its predictive validity.

1 Introduction

Software reliability engineering is an established area of software engineering
research and practice that is concerned with the improvement and measurement
of reliability. For the analysis typically stochastic software reliability models are
used. They model the failure process of the software and use other software
metrics or failure data as a basis for parameter estimation. The models are able
(1) to estimate the current reliability and (2) to predict future failure behaviour.

There are already several established models. The most important ones has
been classified by Miller as exponential order statistic (EOS) models in [5]. He
divided the models on the highest level into deterministic and doubly stochastic
EOS models arguing that the failure rates either have a deterministic relationship
or are again randomly distributed. For the deterministic models, Miller presented
several interesting special cases. The well-known Jelinski-Moranda model [3], for
example, has constant rates. He also stated that geometric rates are possible as
documented by Nagel [9, 8].

This geometric sequence (or progression) between failure rates of faults was
also observed in projects of the communication networks department of the
Siemens AG. In several older projects which were analysed, this relationship
fitted well to the data. Therefore, a software reliability model based on a geo-
metric sequence of failure rates is proposed.
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Problem. The problem which software reliability engineering still faces is the
need for accurate models for different environments and projects. Detailed mod-
els with a geometric sequence of failure rates have to our knowledge not been
proposed so far.

Contribution. We describe a detailed and practical software reliability model
that was motivated out of practical experience and contains a geometric sequence
of failure rates which was also suggested by theoretical results. A detailed com-
parison shows that this model has a constantly good performance over several
projects, although other models perform better in specific projects. Hence, we
validated the general assumption that a geometric sequence of failure rates is a
reasonable model for software.

Outline. We first describe important aspects of the model in Sec. 2. In Sec. 3 the
model is evaluated using several defined criteria, most importantly its predictive
validity in comparison with established models. We offer final conclusions in
Sec. 4. Related work is cited where appropriate.

2 Model Description

The core of the proposed model is a geometric sequence for the failure rates
of the faults. This section describes this and other assumptions in more detail,
introduces the main equations and the time component of the model and gives
an example of how the parameters of the model can be estimated.

2.1 Assumptions

The main theory behind this model is the ordering of the faults that are present
in the software based on their failure rates. The term failure rate describes in
this context the probability that an existing fault will result in an erroneous
behaviour of the system during a defined time slot or while executing an average
operation. In essence, we assign each fault a time-dependent probability of fail-
ure and combine those probabilities to the total failure intensity. The ordering
implies that the fault with the highest probability of triggering a failure comes
first, then the fault with the second highest probability and so on. The probabil-
ities are then arranged on a logarithmic scale to attain an uniform distribution
of the points on the x-axis. The underlying assumption being that there are
numerous faults with low failure rates and only a small number of faults with
high failure rates. In principle, we assume an infinite number of faults because
of imperfect debugging and updates.

As mentioned above, the logarithmic scale distributes the data points in ap-
proximately the same distance from each other. Therefore, this distance is ap-
proximated by a constant factor between the probabilities. Then we can use the
following geometric sequence (or progression) for the calculation of the failure
rates:

pn = p1 · d(n−1), (1)
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where pn is the failure rate of the n-th fault, p1 the failure rate of the first fault,
and d is a project-specific parameter. It is assumed that d is an indicator for the
complexity of a system that may be related to the number of different branches
in a program. In past projects of Siemens d was calculated to be between 0.92
and 0.96. The parameter d is multiplied and not added because the distance is
only constant on a logarithmic scale.

The failure occurrence of a fault is assumed to be geometrically distributed.
Therefore, the probability that a specific fault occurred by time t is the following:

P (Ta ≤ t) = Fa(t) = 1 − (1 − pa)t. (2)

We denote with Ta the random variable of the failure time of the fault a.
In summary, the model can be described as the sum of an infinite number of

geometrically distributed random variables with different parameters which in
turn are described by a geometric sequence.

2.2 Equations

The two equations that are typically used to describe a software reliability model
are the mean number of failures μ(t) and the failure intensity λ(t). The mean
value function needs to consider the expected value over the indicator functions
of the faults:

μ(t) = E(N(t))
= E

(∑∞
i=a I[0,t](Xa)

)
=

∑∞
a=1 E(I[0,t](Xa))

=
∑∞

a=1 P (Xa ≤ t)
=

∑∞
a=1 1 − (1 − pa)t.

(3)

This gives us a typical distribution as depicted in Fig. 1. Note that the dis-
tribution is actually discrete which is not explicitly shown because of the high
values used on the x-axis.

We cannot differentiate the mean value equation directly to get the failure
intensity. However, we can use the probability density function (pdf) of the
geometric distribution to derive this equation. The pdf of a single fault is

f(t) = pa(1 − pa)t−1. (4)

Therefore, to get the number of failures that occur at a certain point in time t,
we have to sum up the pdf’s of all the faults:

λ(t) =
∞∑

a=1

pa(1 − pa)t−1. (5)

An interesting quantity is typically the time that is needed to reach a cer-
tain reliability level. Based on the failure intensity objective that is anticipated
for the release, this can be derived using the equation for the failure intensity.
Rearranging Eq. 4 gives:

t =
lnλ∑∞

a=1 pa − p2
a

+ 1. (6)
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Fig. 1. A typical distribution of the model

What we need, however, is the further required time Δt to determine the nec-
essary length of the test or field trial. We denote the failure intensity objective
λF and use the following equation to determine Δt:

Δt = tF − t =
lnλF − lnλ∑∞

a=1 pa − p2
a

(7)

Finally, the result needs to be converted into calendar time to be able to give a
date for the end of the test or field trial.

2.3 Time Component

In the proposed model time is measured in incidents, each representing a usage
task of the system. To convert these incidents into calendar time it is necessary
to introduce an explicit time component. This contains explicit means to convert
from one time format into another.

There are several possibilities to handle time in reliability models. The prefer-
able is to use execution time directly. This, however, is often not possible. Subse-
quently, a suitable substitute must be found. With respect to testing this could
be the number of test cases, for the field use the number of clients and so forth.
Fig. 2 shows the relationships between different possible time types.

The first possibility is to use in-service time as a substitute. This requires
knowledge of the number of users and the average usage time per user. Then
the question arises how this relates to the test cases in system testing. A first
approximation is the average duration of a test case. The number of incidents
is, opposed to the in-service time, a more task-oriented way to measure time.
The main advantage of using incidents, apart from the fact that they are al-
ready in use at Siemens, is that in this way, we can obtain very intuitive metrics,
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How many users?
Incidents/day and
user?

Usage time/user?
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Test cases
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In−service time

Calendar time

Execution time

Incidents Test cases

Fig. 2. The possible relationships between different types of time

e.g., the average number of failures per incident. There are usually some estima-
tions of the number of incidents per client and data about the number of sold
client licenses.

However, the question of the relation to test cases is also open. A first cut
would be to assume a test case is equal to an incident. A test case, however, has
more “time value” than one incident because it is generally directed testing, i.e.,
cases with a high probability of failure are preferred. In addition, a test case is
usually unique in function or parameter set while the normal use of a product
often consists of similar actions. When we do not follow the operational profile
this should be accounted for. A possible extension of the model is proposed in
[12] but needs further investigation.

2.4 Parameter Estimation

There are two techniques for parameter determination currently in use. The
first is prediction based on data from similar projects. This is useful for planing
purposes before failure data is available.

However, estimations should also be made during test, field trial, and op-
eration based on the sample data available so far. This is the approach most
reliability models use and it is also statistically most advisable since the sample
data comes from the population we actually want to analyse. Techniques such
as Maximum Likelihood estimation or Least Squares estimation are used to fit
the model to the actual data.

Maximum Likelihood. The Maximum Likelihood method essentially uses a like-
lihood function that describes the probability of a certain number of failures
occurring up to a certain time. This function is filled with sample data and then
optimised to find the parameters with the maximum likelihood.

The problem with this is that the likelihood function of this model gets ex-
tremely complicated. Essentially, we have an infinite number of random variables
that are geometrically distributed, but all with different parameter p. Even if
we constrain ourselves to a high number N of variables under consideration it
still results in a sum of

(
N
x

)
different products. This requires to sum up every

possible permutation in which x failures have occurred up to time t. The number
of possibilities is

(
N
x

)
. Each summand is a product of a permutation in which

different faults resulted in failures.
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L(p1, d) =
∏x

i=1 1 − (1 − pi)t · ∏N
i=x+1 (1 − pi)t+∏x+1

i=2 1 − (1 − pi)t · ∏N
i=x+2 (1 − pi)t · (1 − p1)t+∏x+2

i=3 1 − (1 − pi)t · ∏N
i=x+3 (1 − pi)t · ∏2

i=1 (1 − p1)t+
. . . ,

(8)

where pi = p1d
i−1.

An efficient method to maximise this function has not been found.

Least Squares. For the Least Squares method an estimate of the failure intensity
is used and the relative error to the estimated failure intensity from the model is
minimised. We use the estimate of the mean number of failures for this because it
is the original part of the model. Therefore, the square function to be minimised
in our case can be written as follows:

S(p1, d) =
m∑

j=1

[ln rj − lnμ(tj ; p1, d)]2, (9)

where m is the number of measurement points, rj is the measured value for the
cumulated failures, and tj is the time at measurement j.

This function is minimised using the simplex variant of Nelder and Mead [10].
We found this method to be usable for our purpose.

3 Evaluation

We describe several criteria that are used to assess the proposed model.

3.1 Criteria

The criteria that we use for the evaluation of the Fischer-Wagner model are
derived from Musa et al. [6]. We assess according to five criteria, four of which
can mainly be applied theoretically, whereas one criterion is based on practical
applications of the models on real data. The first criterion is the capability of the
model. It describes whether the model is able to yield important quantities. The
criterion quality of assumptions is used to assess the plausibility of the assump-
tions behind the model. The cases in which the model can be used are evaluated
with the criterion applicability. Furthermore, simplicity is an important aspect
for the understandability of the model. Finally, the predictive validity is assessed
by applying the model to real failure data and comparing the deviation.

3.2 Capability

The main purpose of a reliability model is to aid managers and engineers in
planning and managing software projects by estimating useful quantities about
the software reliability and the reliability growth. Following [6] such quantities,
in approximate order of importance, are
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1. current reliability,
2. expected date of reaching a specified reliability,
3. human and computer resource and cost requirements related to the achieve-

ment of the objective.

Furthermore, it is a valuable part of a reliability model if it can predict quanti-
ties early in the development based on software metrics and/or historical project
data.

The model yields the current reliability as current failure intensity and mean
number of failures. It is also able to give predictions based on parameters from
historical data. Furthermore, the expected date of reaching a specified reliability
can be calculated. Human and computer resources are not explicitly incorpo-
rated. There is an explicit concept of time but, it is not as sophisticated as, for
example, in the Musa-Okumoto model [7].

3.3 Quality of Assumptions

As far as possible, each assumption should be tested by real data. At least
it should be possible to argue for the plausibility of the assumption based on
theoretical knowledge and experience. Also the clarity and explicitness of the
assumptions are important.

The main assumption in the proposed model is that the failure rates of the
faults follow a geometric sequence. The intuition is that there are many faults
with low failure rates and only a small number of faults with high failure rates.
This is in accordance with software engineering experience and supported by [1].
Moreover, the geometric sequence as relationship between different faults has
been documented in a NASA study [9, 8].

Furthermore, an assumption is that the occurrence of a failure is geometrically
distributed. The geometric distribution fits because it can describe independent
events. We do not consider continuous time but discrete incidents.

Finally, the infinite number of faults makes sense when considering imperfect
debugging, i.e., fault removal can introduce new faults or the old faults are not
completely removed.

3.4 Applicability

It is important for a general reliability model to be applicable to software prod-
ucts in different domains and of different size. Also varying project environments
or life cycle phases should be feasible. There are four special situations identified
in [6] that should be possible to handle.

1. Software evolution
2. Classification of severity of failures into different categories
3. Ability to handle incomplete failure data with measurement uncertainties
4. Operation of the same program on computers of different performance
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All real applications of the proposed model have been in the telecommunica-
tions area. However, it was used for software of various sizes and complexities.
Moreover, during the evaluation of the predictive validity we applied it also to
other domains (see Sec. 3.6). In principle, the model can be used before and
during the field trial. Software evolution is hence not explicitly incorporated. A
classification of failures is possible but has not been used so far. Moreover, the
performance of computers is not a strong issue in this domain.

3.5 Simplicity

A model should be simple enough to be usable in real project environments: it
has to be simple to collect the necessary data, easy to understand the concepts
and assumptions, and the model should be implementable in a tool.

While the concepts themselves are not difficult to understand, the model in
total is rather complicated because it not only involves failures but also faults.
Furthermore, for all these faults the failure is geometrically distributed but each
with a different probability.

A main criticism is also that the assumed infinite number of faults make
the model difficult to handle. In practical applications of the model and when
building a tool, an upper bound of the number of faults must be introduced to be
able to calculate model values. This actually introduces a third model parameter
in some sense.

The two parameters, however, can be interpreted as direct measures of the
software. The parameter p1 is the failure probability of the most probable fault
and d can be seen as a measure of system complexity.

3.6 Predictive Validity

The most important and “hardest” criterion for the evaluation of a reliability
model is its predictive validity. A model has to be a faithful abstraction of the
real failure process of the software and give valid estimations and predictions
of the reliability. For this we follow again [6] and use the number of failures
approach.

Approach. We assume that there have been q failures observed at the end
of test time (or field trial time) tq. We use the failure data up to te(≤ tq) to
estimate the parameters of the mean number of failures μ(t). The substitution
of the estimates of the parameters yields the estimate of the number of failures
μ̂(tq). The estimate is compared with the actual number at q. This procedure is
repeated with several tes.

For a comparison we can plot the relative error (μ̂(tq)− q)/q against the nor-
malised test time te/tq. The error will approach 0 as te approaches tq. If the
points are positive, the model tends to overestimate and accordingly underes-
timate if the points are negative. Numbers closer to 0 imply a more accurate
prediction and, hence, a better model.



A Software Reliability Model Based on a Geometric Sequence 151

Models for Comparison. As comparison models we apply four well-known
models: Musa basic, Musa-Okumoto, Littlewood-Verall, and NHPP. All these
models are implemented in the tool SMERFS [2] that was used to calculate the
necessary predictions. We describe each model in more detail in the following.

Musa Basic. The Musa basic execution time model assumes that all faults are
equally likely to occur, are independent of each other and are actually observed.
The execution times between failures are modelled as piecewise exponentially
distributed. The intensity function is proportional to the number of faults re-
maining in the program and the fault correction rate is proportional to the failure
occurrence rate.

Musa-Okumoto. The Musa-Okumoto model, also called logarithmic Poisson ex-
ecution time model, was first described in [7]. It also assumes that all faults are
equally likely to occur and are independent of each other. The expected number
of faults is a logarithmic function of time in this model, and the failure inten-
sity decreases exponentially with the expected failures experienced. Finally, the
software will experience an infinite number of failures in infinite time.

Littlewood-Verall Bayesian. This model was proposed for the first time in [4].
The assumptions of the Littlewood-Verall Bayesian model are that successive
times between failures are independent random variables each having an expo-
nential distribution. The distribution for the i-th failure has a mean of 1/λ(i).
The λ(i)s form a sequence of independent variables, each having a gamma dis-
tribution with the parameters α and φ(i). φ(i) has either the form: β(0)+β(1) · i
(linear) or β(0) + β(1) · i2 (quadratic). We used the quadratic version of the
model.

NHPP. Various models based on a non-homogeneous Poisson process are de-
scribed in [11]. The particular model used also assumes that all faults are equally
likely to occur and are independent of each other. The cumulative number of
faults detected at any time follows a Poisson distribution with mean m(t). That
mean is such that the expected number of faults in any small time interval
about t is proportional to the number of undetected faults at time t. The mean
is assumed to be a bounded non-decreasing function with m(t) approaching the
expected total number of faults to be detected as the length of testing goes to
infinity. It is possible to use NHPP on time-between-failure data as well as failure
counts. We used the time-between-failure version in our evaluation.

Data Sets. We apply the reliability models to several different sets of data
to compare the predictive validity. The detailed results for all of these projects
can be found in [12]. We describe only the combined results in the following.
The used data sets come (1) from the The Data & Analysis Center for Software
(DACS) of the US-American Department of Defence and (2) from the telecom-
munication department of Siemens. The DACS data has already been used in
several evaluations of software reliability models. Hence, this ensures the com-
parability of our results. In particular, we used the projects 1, 6, and 40 and
their failure data from system tests measured in execution time.
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The Siemens data gives additional insights and analysis of the applicability of
the model to these kind of projects. We mainly analyse two data sets containing
the failure data from the field trial of telecommunication software and a web
application. The Siemens data contains no execution time but calendar time
can be used as approximation because of constant usage during field trial. All
these projects come from different domains with various sizes and requirements
to ensure a representative evaluation.
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Fig. 3. Median relative errors for the different models based on all analysed data sets

Analysis and Interpretation. The usage of the number of failures approach
for each project resulted in different curves for the predictive validity over time.
For a better general comparison we combined the data into one plot which can
be found in Fig. 3. This combination is straight-forward as we only considered
relative time and relative errors. To avoid that strongly positive and strongly neg-
ative values combined give very small errors we use medians instead of average
values. The plot shows that with regard to the analysed projects the Littlewood-
Verall model gives very accurate predictions, also the NHPP and the proposed
model are strong from early on.

However, for an accurate interpretation we have to note that the data of the
Littlewood-Verall model for one of the Siemens projects was not incorporated
into this comparison because its predictions were far off with a relative error
of about 6. Therefore, the model has an extremely good predictive validity if it
gives reasonable results but unacceptable predictions for some projects. A similar
argument can be made for the NHPP model which made the weakest predictions
for one of the DACS projects. The proposed model cannot reach the validity of
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these models for particular projects, but has a more constant performance over
all projects. This is important because it is difficult to determine which of the
models gives accurate predictions in the early stages of application since there is
only a small amount of data. Using the Littlewood-Verall or NHPP model could
lead to extremely bad predictions in some cases.

4 Conclusions

We conclude with a summary of our investigations and give some directions for
future work.

Summary. We propose a software reliability model that is based on a geometric
series of the failure rates of faults. This basis is suggested from the theory by
Miller in [5] as well as from practice in Nagel et al. in [9, 8] and Siemens projects.

The model has a state-of-the-art parameter determination approach and a
corresponding prototype implementation of it. Several data sets from DACS and
Siemens are used to evaluate the predictive validity of the model in comparison
to well-established models. We find that the proposed model often has a similar
predictive validity as the comparison models and outperforms most of them.
However, there is always one of the models that performs better than ours.
Nevertheless, we are able to validate the assumption that a geometric sequence
of failure rates of faults is a reasonable model for software reliability.

Future Work. The early estimation of the model parameters is always a prob-
lem in reliability modelling. Therefore, we plan to evaluate the correlation with
other system parameters. For example the parameter d of the model is supposed
to represent the complexity of the system. Therefore, one or more complexity
metrics of the software code could be used for early prediction. This needs ex-
tensive empirical analysis but could improve the estimation in the early phases
significantly.

Furthermore, a time component that also takes uncertainty into account would
be most accurate. The Musa basic and Musa-Okumoto models were given such
components (see [6]). They model the usage as a random process and give esti-
mates about the corresponding calendar time to an execution time.

Further applications with other data sets and comparison with other types
of prediction techniques, such as neural networks, are necessary to evaluate the
general applicability and predictive validity of the proposed model.

Finally, we plan to use the model in an economics models for software quality
[13] and work further on a possibility to estimate the test efficiency using the
proposed model. Some early ideas are presented in [12].
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Abstract. Random testing (RT) is a fundamental and important software testing 
technique. Based on the observation that failure-causing inputs tend to be clus-
tered together in the input domain, the approach of Adaptive Random Testing 
(ART) has been proposed to improve the fault-detection capability of RT. ART 
employs the location information of previously executed test cases to enforce an 
even spread of random test cases over the entire input domain. There have been 
several implementations (algorithms) of ART based on different intuitions and 
principles. Due to the nature of the principles adopted, these implementations 
have their own advantages and disadvantages. The majority of them require in-
tensive computations to ensure the generation of evenly spread test cases, and 
hence incur high overhead. In this paper, we propose the notion of iterative  
partitioning to reduce the amount of the computation while retaining a high 
fault-detection capability. As a result, the cost effectiveness of ART has been 
improved. 

1   Introduction 

There has been an increasing demand for high quality software products. The quality 
of software depends on the quality of the development process, in which testing al-
ways plays a critical role [12]. Among the various testing methods, random testing 
(RT) is a fundamental and straightforward approach [13, 14]. It simply selects test 
cases from the entire input domain randomly and independently. It avoids the over-
head of specification-based or program-based partitioning of the input domain, which 
can be very expensive in many situations. Moreover, when the formal specification or 
the program code is not available, RT can often be a practical solution to generate a 
large number of inputs to cover cases that are possible to occur in real life but may 
often be overlooked by human testers [9, 21].  As a result, RT has been widely used in 
many real-life applications [7, 9, 10, 17-22]. In 1990, for example, Miller developed 
the fuzzy system that generated random data streams to test programs in several ver-
sions of the UNIX system [17]. It has been reported that 24% to 33% of the programs 
tested failed on valid inputs that are randomly generated. Apart from academia, RT 
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techniques have been adopted by large software corporations and implemented in 
their software testing tools (e.g., [1]).  

Recently, the approach of Adaptive Random Testing (ART) has been proposed to 
further improve the performance of RT in terms of using fewer test cases to detect the 
first failure [5, 15]. ART is based on the observation that failure-causing inputs form 
different failure patterns, which can be coarsely classified into three types, namely 
block, strip and point patterns [6]. In the block and strip patterns, failure-causing 
inputs are clustered in one or a few regions. In other words, the failure-causing inputs 
are “denser” in some areas of the input domain. Examples of these failure patterns for 
a program with a 2-dimensional input domain are given in the schematic diagrams in 
Fig. 1, where the outer square represents the input domain and the shaded areas repre-
sent the failure-causing inputs. With respect to the types of fault that yield these types 
of failure patterns, interested reader many consult [3]. Intuitively, when failure-
causing inputs are clustered together, selecting a test case close to previously executed 
test cases that have revealed no failure is less likely to reveal the failure. Hence, ART 
proposes to have test cases evenly spread and far apart from each other. 

 

       Block pattern    Strip pattern     Point pattern 

Fig. 1. Examples of three types of failure patterns 

It has been reported that ART improves the fault-detection capability of RT 
greatly. In [5], 12 programs were studied to investigate the effectiveness of ART. 
These programs are faulty versions of some numerical computation programs pub-
lished in [8] with about 30 to 200 statements each. Typical errors were seeded into the 
programs. It was found that the fault-detection capability of ART (in terms of average 
number of test cases required to reveal the first failure) had generally achieved an 
improvement in the order of 30%, and occasionally up to 50%, over that of RT.  

Several methods (algorithms) have been proposed to implement ART. Most of 
these methods require additional computations to achieve an even spread of test cases. 
To reduce the cost of computations, an ART method, ART through Dynamic Parti-
tioning (DP-ART), has been proposed [3]. It significantly reduces the amount of com-
putation in test case generation, but at the cost that its fault-detection capability is 
lower than that of the other ART methods. 

In this paper we propose a new ART method to reduce the time cost of most ART 
methods (as DP-ART does) while retaining a high fault-detection capability. The 
paper is organized as follows. Section 2 reviews some existing ART methods. Section 
3 introduces our proposed approach and Section 4 reports the results of our experi-
ments. Section 5 will present some discussions and conclude the paper. 



 Adaptive Random Testing Through Iterative Partitioning 157 

2   A Brief Review of Existing ART Method 

For convenience of discussion, this paper adopts the notations in [6]. An input is 
called a failure-causing input, if it causes the program to produce an incorrect output. 
We use d, m and n to denote the domain size, total number of failure-causing inputs 
and number of test cases, respectively. The failure rate, , is defined as m/d. In this 
paper, F-measure (that is, the number of test cases needed to detect the first failure) is 
adopted as a metric to assess the failure-causing capability of different testing strate-
gies. Aimed at achieving an even spread of test cases, ART exploits the location in-
formation of previously executed test cases. Several implementations of ART have 
been recently developed [2, 3, 15].  

2.1   Distance-Based ART  

Distance-based ART (D-ART) [5, 15] is the first implementation of ART. This 
method maintains a set of candidate test cases and a set of executed test cases. Every 
time a test case is required, a fixed number of test case candidates will be randomly 
generated from the whole input domain to form the candidate set, and then the next 
test case is selected according to the criterion of maximizing the minimum Cartesian 
distance between the test case candidate and all the previously executed test cases. 
This procedure is elaborated as follows.  

Let C = {C1, C2, ..., Ck} and E = {E1, E2, ..., El} be the set of candidate test  
cases and the set of executed test cases, respectively. Let us denote the Cartesian 
distance in an n-dimensional input space between a test case candidate 
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}1),(min{ ljECdistMin jii ≤≤= . Then D-ART algorithm will select a candi-

date Cq, where Minq is the largest among Min1, Min2, ..., Mink, to be the next test case 
and discard all the other candidates.  

If the test case Cq does not reveal a failure, then it will be put into the executed set 
E and the above procedure will be repeated until a failure is detected or the testing 
resources are exhausted. 

2.2   Restriction Random Testing 

Restriction Random Testing (RRT) [2] is another implementation of ART. In D-ART, 
the enforcement of even spread of test cases is based on the notion of selecting the 
best, whereas in RRT, the enforcement is based on the notion of selecting the first that 
satisfies a constraint/qualification. RRT specifies exclusion zones around each exe-
cuted test case. Test case candidates are generated from the whole input domain ran-
domly and the first one outside all exclusion zones is selected as the next test case. 
Similar to D-ART, the test case will be put into the set of executed test cases if it does 
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not reveal a failure, and the process will be repeated until a failure is detected or the 
testing resources are exhausted. 

2.3   ART Through Dynamic Partitioning 

Though D-ART and RRT use different principles to ensure an even spread of test 
cases, in both these methods all the elements of the entire input domain have equal 
chances of being selected as the test case candidates. However, after the executions of 
several successful test cases, the input domain becomes uneven in that some regions 
have a higher density of executed test cases than other regions. Hence, in order to 
achieve an even spread of test cases, the next test case should be generated from the 
sparsely populated regions. It seems, therefore, that treating every element of the 
input domain equally as in D-ART and RRT is not efficient because it has not fully 
utilized the location information of executed test cases. 

Based on the observation, another ART method, ART through Dynamic Partition-
ing (DP-ART), has been proposed [3]. Instead of generating test case candidates from 
the entire input domain and then conducting distance computations to decide the most 
appropriate one as the next test case, this method partitions the input domain first and 
then directly generates the next test case (rather than the “candidates”) from the 
sparsely populated regions. This approach applies a partitioning scheme on the input 
domain to differentiate regions of varying densities of executed test cases. 

In DP-ART [3], two dynamic partitioning schemes for the input domain have been 
proposed: (1) ART by Random Partitioning, which partitions the input domain using 
the executed test cases themselves (that is, dividing a region by drawing straight lines 
perpendicular to each other crossing at the most recently executed test case), and then 
chooses the subregion having the largest size to generate the next test case; (2) ART 
by Bisection, which divides the input domain into subdomains of equal size, and then 
randomly chooses a subdomain that does not contain any executed test case as the 
region to generate the next test case. If all subdomains contain executed test cases, 
then each subdomain will be subdivided into halves and the testing process is repeated 
until a failure is detected or the testing resources are exhausted.  

Because DP-ART does not involve the generation of extra candidates and the se-
lection of test cases amongst the candidates, its time cost is very low compared with 
that of D-ART and RRT. On the other hand, however, the experiment results [3] 
showed that the fault-detection capability (in terms of F-measure) of this method is 
not as good as that of D-ART and RRT. A major reason for this is that in this method 
there are chances that the new test case is still close to some previously executed 
ones, as illustrated in Fig. 2 and Fig. 3, where the outer square represents the input 
domain, the black points represent the test cases and the highlighted rectangle 
 

 

Fig. 2. An unfavorable scenario of ART by random partitioning 
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Fig. 3. An unfavorable scenario of ART by bisection 

represents the region where the next test case is to be generated from. As also shown 
in the two figures, the follow-up partitioning scheme is always to further subdivide 
the previous one. 

3   Adaptive Random Testing Through Iterative Partitioning  
(IP-ART) 

To overcome the shortcomings of the previous ART methods while retaining their 
advantages, we have developed a new ART method, namely ART through Iterative 
Partitioning (IP-ART). Similar to DP-ART, IP-ART does not require the generation 
of extra candidates or the identification of the next test case among candidates. Hence, 
it retains the advantage of low overhead. Furthermore, by categorizing the subdo-
mains into three different types, we can identify partitions that are close to existing 
test cases, and therefore avoid selecting test cases from those regions. As a result, it 
achieves a fault-detection capability comparable to that of D-ART and RRT but at a 
much lower time cost. 

3.1   Overview 

To illustrate the basic idea of IP-ART, let us consider Fig. 4. Fig. 4(a) shows a square 
input domain. Suppose we have already run three test cases, represented by the black 
points, but no failure has been revealed so far. According to the principle of ART, 
now we want to generate a new test case far apart from all the existing ones. The 
input domain can be partitioned, for example, using a 5×5 grid as shown in Fig. 4(b). 
We call the cells that contain the executed test cases occupied cells. Obviously, the 
next test case should not be generated from these cells. Furthermore, we call the cells 
that are surrounding neighbours of the occupied cells adjacent cells. These cells them-
selves do not contain any executed test case but share at least a common side or a 
common vertex with an occupied cell, as shaded in Fig. 4(b). If the next test case is 
generated from an adjacent cell, then it still has a chance of being close to previous 
test cases. Hence, adjacent cells are also not desirable for test case generation. IP-
ART therefore requires that the next test case be generated from the regions that are 
neither occupied nor adjacent cells, known as candidate cells. The blank areas in Fig. 
4(b) represent the 5 candidate cells. Obviously, a test case generated from a candidate 
cell has a higher chance of being far apart from all existing test cases. 

After a new test case is generated, the lists of occupied, adjacent and candidate 
cells need to be updated and, sooner or later, all candidate cells will be used up. Then 
IP-ART will discard the current partitioning scheme (the n×n grid) and generate a 
finer (n+1) × (n+1) grid to partition the input domain all over again.  
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Fig. 4. Partitioning the input domain and identifying candidate cells 

3.2   The Grid Coordinates Used in IP-ART 

The concept of grid is widely used in many areas. For example, to make a map more 
manageable, it can be partitioned by a set of vertical and horizontal lines into regu-
larly sized grid cells. The size of the cells is set according to the resolution required 
by the user. 

In IP-ART, the whole input domain is divided into equally sized grid cells under a 
certain resolution, and any grid cell can be referred to using coordinates. Suppose we 
have a program q(a, b) in a 2-dimentional input domain, where a and b are real num-
bers and 0 ≤ a, b < M, and suppose the input domain is partitioned by a p×p grid, 
where p is a positive integer. Let C be the side length of each grid cell, then C=M/p. 
Each grid cell is labeled with a pair of integers. The grid cell (i, j) refers to the cell 
whose lower left vertex has coordinates (i×C, j×C). To conform to rounding conven-
tions, a point on a vertical border belongs to the cell on its right, and a point on a 
horizontal border belongs to the cell above it. It is straightforward to map any point in 
the input domain to a grid cell. For any valid test case (x, y), it is mapped into grid cell 
( x/C  , y/C  ). If the input domain is partitioned by a 10×10 grid, and M is set to 
100, as an example, the test case (28.8, 12.6) is mapped into grid cell (2, 1). 

3.3   Categorization of Grid Cells 

We categorize grid cells into 3 types: occupied cells that contain executed test cases; 
adjacent cells that do not contain any test case but are surrounding neighbours of 
some occupied cells; all the other remaining cells are candidate cells. In an n-
dimensional input space, let (o1, o2, ..., on) and (a1, a2, ..., an) be the coordinates of an 
occupied cell and one of its adjacent cells, respectively, where 1≤n, then | ai - oi | ≤ 1, 
for i = 1, 2, ..., n. 

3.4   The Algorithm  

To perform IP-ART, we need to first decide the resolution of the grid for partitioning 
the input domain. If it is at the early stage of testing, then the number of executed test 
cases is small and, hence, a coarse grid is appropriate. This is because, if the grid is 
too fine at the beginning, then many candidate cells will not be sufficiently far away 
from the occupied cells. Hence, the algorithm starts with a coarse grid. If no failure is 
revealed and no candidate cell is available, then the current n×n partitioning scheme 
will be discarded and a finer partitioning scheme using an (n+1)×(n+1) grid will be 
applied to partition the input domain all over again.  
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The algorithm to be elaborated below is for a 2-dimensional square input domain 
with a size of M×M. Extension to input domains of higher dimensions is straightfor-
ward. A Boolean matrix GridCells is used to represent the partitioning grid. Each 
entry of the matrix corresponds to a grid cell. If a matrix entry corresponds to an oc-
cupied or adjacent cell, then it will be assigned a value of F; otherwise it corresponds 
to a candidate cell and will be assigned a value of T. In the algorithm, p indicates the 
resolution of the grid. For example, p = 2 indicates a 2×2 partitioning grid. 

IP-ART Algorithm 
(It is assumed that the program under test is program(parameter1, parameter2), where 
parameter1 and parameter2 are real numbers and 0 ≤ parameter1, parameter2 < M.) 

1. Initialize the grid by setting p =1. Set the executed set, E, to be empty. 
2. Construct a p×p Boolean matrix, GridCells, and assign T to all its entries. Use 

CntCandidateCell to count the number of candidate cells, and set CntCandidate-
Cell = p×p.   

3. Map each executed test case e (parameter1 = s, parameter2 = t) in E into a grid 
cell by assigning F to the corresponding occupied cell GridCells ( s×p/M  , 
t×p/M  ). Update CntCandidateCell. 

4. For each occupied cell GridCells(x, y), assign F to all its adjacent cells, namely 
GridCells(x-1, y-1), GridCells(x-1, y), GridCells(x-1, y+1), GridCells(x, y-1), 
GridCells(x, y+1), GridCells(x+1, y-1), GridCells(x+1, y), GridCells(x+1, y+1), 
as necessary. Update CntCandidateCell. 

5. If CntCandidateCell > 0 then generate a random integer r, where 0 < r ≤ 
CntCandidateCell, and search GridCells row by row until the rth candidate cell, 
R, is encountered. Otherwise go to step 8. 

6. Randomly generate a test case tc within R.  
7. If tc is a failure-causing input, report the failure and terminate. Otherwise add tc 

to E, assign F to R and its adjacent cells, update CntCandidateCell. Go to step 5. 
8. Discard (release) the Boolean matrix GridCells. Set p=p+1. Go to step 2. 

 

Fig. 5. An example that illustrates the IP-ART algorithm 

An example that illustrates the above algorithm has been given in Fig. 5. Initially, 
no test case has been generated. The only candidate cell is the whole input domain. A 
test case is randomly generated and the cell becomes occupied. Suppose this is not 
a failure-causing input. Then, since there is no candidate cell, the input domain is 
partitioned by a 2×2 grid. The executed test case is mapped into the new partition  
and cell (1, 1) is identified as the occupied cell, and cells (0, 0), (0, 1) and (1, 0) are 
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adjacent cells. Hence, this partitioning scheme cannot provide us with any candidate 
cell. As a result, this partitioning scheme is discarded as shown in Fig. 5(c). Then the 
input domain is partitioned again using a 3×3 grid as shown in Fig. 5(d), and the oc-
cupied and adjacent cells are accordingly identified. Now cells (0, 2), (0, 1), (0, 0), (1, 
0) and (2, 0) are candidate cells and one of them, say, (0, 1), is randomly selected as 
the region for generating the next test case. A test case is randomly generated 
within this region.  Then the adjacent cells surrounding  are marked as shown in 
Fig. 5(e). Fig. 5(e) also shows that the cell (2, 0) is now the only remaining candidate 
cell and, therefore, the third test case will be generated from this region. This process 
will be repeated until a failure is detected or the testing resources are exhausted.  

4   The Experiments 

To compare the fault-detection capability of IP-ART with that of existing methods, a 
series of simulations have been conducted. For each test run, a failure-causing region 
with a specified failure rate  and a specified failure pattern was randomly placed 
within the input domain. For the block failure pattern, it was a square; for the strip 
failure pattern, two points on the adjacent borders of the input domain were randomly 
chosen and connected to form a strip with a certain width; for the point failure pattern, 
10 circular regions were randomly placed in the input domain without overlapping so 
that their total area yields the specified failure rate. For each combination of failure 
pattern and failure rate, 5000 test runs were executed. For random testing with re-
placement, it is easy to prove that the expected number of trials before first failure 
(Expected FRT) is 1/ , no matter what the failure patterns is. For ART methods, Mean 
FART records the average F-measure of 5000 test runs on each combination of failure 
pattern and failure rate. In order to illustrate the improvement of ART over RT, FART / 
FRT records the ratio of FART and FRT .  

Table 1 presents the results of the simulations conducted in a 2-dimensional input 
domain with failure rates  varied from 0.01 to 0.001 with respect to three types of 
failure patterns. For the block pattern, the F-measure of IP-ART is about 37~40% 
lower than that of random testing. For the strip pattern, the F-measure of IP-ART is 
about 22~23% lower than that of random testing. For the point pattern, the improve-
ment is not significant. Table 2 compares the performance among various ART 
 

Table 1. F-measure of IP-ART under 3 failure patterns on a 2-dimensional input domain (on 
average of 5000 trials) 

Block Pattern Strip Pattern Point Pattern Failure 
Rate  

Expected 
FRT (1/ ) Mean 

FART 
FART / 

FRT

Mean 
FART

FART / 
FRT 

Mean 
FART 

FART / 
FRT 

0.01 100 63 63% 78 78% 96 96% 
0.005 200 122 61% 156 78% 188 94% 
0.002 500 301 60% 387 77% 476 95% 
0.001 1000 605 61% 781 78% 925 93% 
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Table 2. A comparison of the performance of different ART methods (on average of 5000 
trials, with  = 0.001 and a block failure pattern) 

Dimensions ART methods FART / FRT 
 D-ART 

 
RRT 

 
ART by 
random 

partition 

ART by 
bisection 

 

IP-ART 
 

2 66% 62% 77% 72% 61% 
3 74% 71% 85% 79% 74% 

Table 3. Recorded CPU time of different ART methods (with block failure pattern, =0.001, 
for a run of 5000 trials each method) 

ART 
Method 

D-ART RRT ART by 
random 

partition 

ART by 
bisection 

IP-ART 

CPU time 
(in seconds) 

3645.8 1562.1 1141.1 6.4 12.0 

methods with respect to 2 and 3 dimensional input domains and with  being set to 
0.001. We can see that the F-measure of IP-ART is comparable to that of D-ART and 
RRT, but obviously smaller than that of ART by random partitioning and ART by 
bisection. 

We also investigated the overhead of each ART method by recording and 
comparing the CPU time they consumed. Simulations for all ART methods were 
conducted in the same hardware and software environment: an HP Compaq PC with 
2.6 GHz Intel Pentium IV processor equipped with 256M RAM, running Microsoft 
Windows XP SP1. Table 3 lists the CPU time we recorded for running 5000 trials of 
each method. It shows that the time cost of IP-ART is negligible compared to D-ART, 
RRT and ART by random partition, and less than twice that of ART by bisection. The 
table shows that the overhead of ART by random partition is also quite high. This is 
because, although it avoids distance computations, ART by random partition has to 
search in the entire input domain for the subregion with the largest size to be the test 
case generation region, and hence incurs the overhead.  

5   Discussions 

Random Testing (RT) is simple in concept and easy to implement. RT has been the 
underlying technique of many software testing tools, such as those developed by IBM 
[1] and Bell Laboratories [11]. As pointed out in [11], Random Testing "can be re-
markably effective at finding software bugs".  

Adaptive Random Testing (ART) improves the fault-detection capability of RT in 
real-life situations where the failure-causing inputs are often clustered in one or a few 
regions. Compared with other black- or white-box testing strategies, ART retains the 
advantages of RT in that (1) both ART and RT do not require the knowledge of the 
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source code of the program under test; (2) both ART and RT only need to know the 
input space without any further information from the specification; in contrast, all the 
other specification-based testing methods require intensive analysis of the specifica-
tion by the human tester (such as the identification of classifications and associated 
classes in the well-known Classification-Tree method).  

This paper has proposed a new implementation of ART, namely ART through It-
erative Partitioning (IP-ART). By applying a partitioning scheme on the input do-
main, the favorable regions for test case generation can be easily identified. If such a 
favorable region cannot be identified, then the current partitioning scheme will be 
discarded and a refined one will be applied again. We start to partition the input do-
main by a coarse grid, and then iteratively refine the partitioning scheme. 

To compare with DP-ART [3], IP-ART obviously achieves a higher failure-
causing capability. The major extra computation is only the identification of adjacent 
cells. It should be noted that DP-ART also identifies a potential test case generation 
region by means of partitioning. However, its new partitioning scheme is always to 
subdivide the preceding partitioning scheme. It can be viewed as imposing the new 
partitioning scheme on the previous one, and hence is a multilevel partitioning proc-
ess. In IP-ART, on the other hands, any new partitioning scheme is not based on the 
previous ones (which are in fact discarded). It is therefore an iterative partitioning 
process. 

Compared with D-ART and RRT, IP-ART has a comparable fault-detection capa-
bility, but at a negligible computation cost. In D-ART and RRT, all elements in the 
input domain have an equal chance of being selected as test case candidates. To find 
the most suitable test case from the candidates, the computation involves the location 
data of all executed test cases. In IP-ART, on the other hand, the most favorable re-
gion is always located prior to test case generation. The expensive distance computa-
tions as well as the generation of multiple candidates are therefore avoided. In addi-
tion, in RRT, every time a new test case is generated, the exclusion zone needs to be 
adjusted; but this is not the case for IP-ART although it also repartitions the input 
domain at a certain stage.  

Some methods have recently been developed to combine DP-ART with D-ART 
and RRT by using the concept of localization [4, 16]. These methods improved the 
fault-detection capability of DP-ART by applying D-ART or RRT in a selected test 
case generation region (rather than the entire input domain) with respect to only the 
test cases around that region. The classification of grid cells in our method is also 
based on the concept of localization.  

Finally, we would like to point out some potential advantages of IP-ART that have 
not yet been employed:  

1. Instead of coarsely classifying the cells into 3 different types, different grid cells 
can actually be assigned different weights according to their locations relative to 
the occupied cells. 

2. Instead of initializing the input domain as a 1×1 grid, a finer grid can be used to 
partition the input domain at the very beginning if the program is anticipated to 
have a low failure rate. 

3. Instead of refining the grid by 1 in each iteration, a greater increment may be used 
to accelerate the test case generation process. 
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It should be noted that the F-measure of our method was investigated by means of 
simulations. It is worthwhile to conduct more experiments using real programs. 
Moreover, we shall also study how to apply our method to test programs with input 
parameters involving advanced programming constructs such as arrays and objects. 
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Abstract. Any existing detection method or tool for Ada 95 programs cannot 
detect all types of tasking deadlocks in an Ada program with the Ada 95’s  
annex of real-time systems. This paper investigates synchronization waiting re-
lations in Ada 95 programs with the annex of real-time systems, extends the 
representation of Task-Wait-For Graph to deal with synchronization waiting  
relations defined in the annex of real-time systems, shows the necessary and 
sufficient conditions for tasking deadlock occurrences, and present a run-time 
tasking deadlock detector we implemented for real-time systems with the Ada 
95’s annex of real-time systems.   

1   Introduction 

A tasking deadlock in a concurrent Ada program is a situation where some tasks form 
a circular waiting relation at some synchronization points that cannot be resolved by 
the program itself (including the behavior of other tasks), and hence these tasks can 
never proceed with their computation by themselves [2, 4, 5, 6, 7].  Tasking deadlock 
is one of the most serious and complex problems concerning the reliability of concur-
rent systems with Ada 95.  However, any existing detection method or tool for Ada 95 
programs cannot detect all types of tasking deadlocks in an Ada program with the 
Ada 95’s annex of real-time systems, because they take only the core Ada 95 but not 
the Ada 95’s annex of real-time systems into account [3, 14].  Ada 95’s annex of real-
time systems defined a synchronization waiting relation concerning suspension  
objects [1, 13].  By combinations of the suspension waiting relation and those syn-
chronization waiting relations in the core Ada 95, there may be a lot of different types 
of tasking deadlocks which may occur in programs with the Ada 95’s annex of real-
time systems [4, 18].  All tasking deadlocks concerning the suspension waiting cannot 
be detected by any existing detection method or tool for Ada 95 programs.   

This paper investigates synchronization waiting relations in Ada 95 programs with 
the annex of real-time systems, extends the representation of Task-Wait-For Graph to 
deal with suspension waiting relations, shows the necessary and sufficient conditions 
for tasking deadlock occurrences, and present a run-time tasking deadlock detector we 
implemented for real-time systems with the Ada 95’s annex of real-time systems.   
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2   Basic Notions and Terminology 

First of all, we define the terminology about tasking deadlocks and livelocks in Ada 
programs for discussing our subject clearly and unambiguously.  In this paper, we use 
the term ‘task’ to represent an execution of a task unit, and use the term ‘task type’ 
and/or ‘single task’ to represent the source code of a task unit.   

A task in an Ada program is said to be blocked in an execution state of the program 
if it is waiting at a synchronization point in its thread of control for synchronization 
with one or more other tasks or even itself and this waiting state will be kept until 
either the synchronization has occurred or the task is aborted.   

A tasking deadlock in an Ada program is an execution state of the program where 
some synchronization waiting relations among some tasks blocked at some synchro-
nization points form a cycle that cannot be resolved by the program itself (including 
the behavior of other tasks), and hence these blocked tasks can never proceed with 
their computation by themselves.  Any of the blocked tasks involved in the cycle is 
said to be deadlocked.  A task calling its own entry can be regarded as a special case 
of tasking deadlock.   

A blocked task in an execution state is said to be deadlock-blocked if it is waiting 
for synchronization with a deadlocked task but not involved in the cycle the dead-
locked task is involved in.  Note that a task waiting for synchronization with several 
tasks may be deadlocked in a tasking deadlock and at the same time be blocked by 
another tasking deadlock.   

Obviously, from the viewpoint of deadlock resolution, to break the waiting of a 
task blocked by a tasking deadlock cannot change the deadlock state of any dead-
locked task in the tasking deadlock, and hence has no effect on resolution of that 
tasking deadlock.  Therefore, if a tasking deadlock detection method does not explic-
itly distinguish deadlocked tasks from deadlock-blocked tasks, then the detection 
method cannot work well for tasking deadlock resolution.   

A tasking livelock in an Ada program is an infinite series of execution states of the 
program where each member of a group of tasks keeps forever rendezvousing with 
only tasks in the group and hence can never respond to a synchronization request 
from any task outside the group.  Any of the tasks involved in the group is said to be 
livelocked.  A task executing an infinite loop can never respond to any synchroniza-
tion request from other tasks can be regarded as a special case of tasking livelock.   

A blocked task in an execution state is said to be livelock-blocked if it is waiting 
for synchronization with a livelocked task.  Note that a task waiting for synchroniza-
tion with several tasks may be blocked by a tasking deadlock and at the same time be 
blocked by a tasking livelock.   

The purpose of this paper is to investigate tasking deadlocks and their detection.  
We must introduce livelock since both livelock and deadlock may occur in the same 
Ada program.  In this case, the detection of the tasking deadlock may depend upon the 
ability to detect the tasking livelock.  At present, how to detect a livelock in a concur-
rent program is a completely open problem.  The topic how to detect tasking dead-
locks when tasking livelocks occur simultaneously is too large to be considered in this 
paper, we will deal with the issue as a subject of future work.   

On the other hand, from the viewpoint of deadlock resolution, if a local tasking 
deadlock and a local tasking livelock exist simultaneously during an execution of an 
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Ada program, to break the waiting of a livelock-blocked task cannot change the dead-
lock state of any deadlocked task in the tasking deadlock, and hence has no effect on 
resolution of that tasking deadlock.  Therefore, if a tasking deadlock detection method 
does not explicitly distinguish deadlocked tasks from livelock-blocked tasks, then the 
detection method cannot work well for deadlock resolution.   

Besides deadlocks and livelocks, a task may be blocked forever when it is waiting 
for accepting an entry call from some unspecified task or tasks even if such tasks are 
never existent.  In an execution state of an Ada program, a blocked task waiting for 
accepting an entry call from other tasks is said to be acceptance-starved if it is nether 
deadlocked, nor deadlock-blocked, nor livelock-blocked, and there does not exist an 
entry call to one of its entries from any other task.   

Similarly, in an execution state of an Ada program, a blocked task waiting for sus-
pension until the value of the suspension object is true is said to be suspension-
starved if it is neither deadlocked, nor deadlock-blocked, nor livelock-blocked, and no 
task has a statement to set the value of the suspension object true.   

The terminology defined above can also be used for other concurrent programming 
languages if we replace ‘task’ by ‘process’ or ‘thread.’   For concurrent programs 
where deadlocks and livelocks may occur simultaneously, to explicitly distinguish 
and identify deadlocked processes, deadlock-blocked processes, livelock-blocked 
processes, and starved processes is the key to design and develop an effective method 
for deadlock discrimination and detection.  Unfortunately, almost all works on dead-
lock discrimination and detection did not pay careful attentions on this issue [7].   

3   Synchronization Waiting Relations and Task-Wait-For Graph 

In order for tasks to synchronize and communicate with each other, Ada 95 defines 
various types of synchronization waiting relations between tasks [1, 13].  The follow-
ing synchronization waiting relations concern tasking deadlocks: 

Activation waiting: A task that created some new tasks and initiated their activations 
in its own body, or in the body of a block statement executed by it, or in a subpro-
gram, which may be unprotected or protected called by it, is blocked until all of the 
activations complete.  The execution of an entry body that created some new tasks 
and initiated their activations is also blocked until all of the activations complete.   

Finalization waiting: A master is the execution of a task body, a block statement, a 
subprogram body, an entry body, or an accept statement.  Each task depends on one 
or more masters.  The first step of finalizing a master is to wait for the termination of 
any tasks dependent on the master.  A completed construct, i.e., a completed task, a 
completed block statement, a completed subprogram, or a completed entry body, 
executing a master is blocked until the finalization of the master has been performed.   

Completion waiting: A task depends on some master and is blocked at a selective 
accept statement with an open terminate alternative;  it must wait for completion to-
gether with other dependents of the master considered that are not yet completed.   
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Acceptance waiting: A task executing an accept statement or a selective accept 
statement with some open accept alternative but no open delay alternatives and no 
else part is blocked until a caller of the corresponding entry is selected.   

Entry-calling waiting: A task calling an entry by a simple entry call is blocked until 
the corresponding rendezvous has finished or the call is cancelled by a requeue with 
abort.  Similarly, if a task is calling an entry by a timed entry call, a conditional entry 
call, or a simple entry call as the triggering statement of an asynchronous select and 
the corresponding rendezvous has started, then it is blocked until the corresponding 
rendezvous has finished or the call is cancelled by a requeue with abort.   

Protection waiting: A task calling a protected procedure or a protected entry of a 
protected object is blocked until a new protected action can be started on the protected 
object, i.e., no another protected action on the same protected object is underway.   

Protected-entry-calling waiting: A task calling a protected entry and the correspond-
ing protected action has started is blocked until the execution of the corresponding 
entry body has finished.  Similarly, if a task is calling a protected entry by a condi-
tional or timed entry call, the corresponding protected action has started, and the  
execution of the corresponding entry body has started, then it is blocked until the 
execution of the corresponding entry body has finished.   

Suspension waiting: A task calling the procedure Suspend_Unit_True of a suspen-
sion object is blocked until the state of the suspension object becomes true.   

In the above synchronization waiting relations, the activation waiting, finalization 
waiting, completion waiting, acceptance waiting, entry-calling waiting, protection 
waiting, and protected-entry-call waiting relations were defined in the core Ada 95, 
while the suspension waiting relation is defined in the Ada 95’s annex of real-time 
systems.  From our investigation, we have not found other synchronization waiting 
relations defined in the full Ada 95’s annexes.   

Note that in the above synchronization waiting relations we do not consider those 
selective accept statements with open delay alternatives or else part and those timed 
entry calls, conditional entry calls, or simple entry calls as the triggering statements of 
asynchronous selects which have not yet been accepted because a task reaching any 
such selective accept or entry call can change its own waiting state.  As a result, all of 
the above waiting relations have a common property, i.e., the waiting task in any 
waiting relation cannot change its own waiting state if there is not an event, including 
the execution of an abort statement, in the execution of its partner or partners.  There-
fore, a circular waiting relation formed among some tasks implies that a tasking dead-
lock might have occurred there.   

By combinations of the suspension waiting relation and those synchronization 
waiting relations in the core Ada 95, there may be a lot of different types of tasking 
deadlocks which may occur in programs with Ada 95’s annex of real-time systems.  
No tool that does not take Ada 95’s annex of real-time systems into account can de-
tect a tasking deadlock concerning the suspension waiting relation.  We are not aware 
of any tool which takes this annex into account.   

The following example program shows a simple Ada 95 program involved all 
types of synchronization waiting relations.  More examples can be found in [18].   
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Example: An Ada 95 program involved all types of synchronization waiting relations 
 

 with Ada.Synchronous_Task_Control;             task T6;  
 use Ada.Synchronous_Task_Control;            task T7; 
 procedure Main is                task body T6 is 
   type ITEM is new Integer;               begin T5.E5; end T6; 
   task T1 is entry E1; end T1;               task body T7 is 
   task T2 is entry E2; end T2;                 Y: ITEM; 
   task T3;                  begin V.W(Y); end T7; 
   S : Suspension_Object;            begin null; end B; 
   function GET return ITEM is          T1.E1; 
   begin            end T4; 
     T2.E2;            task body T5 is 
     return 0;              task T8; 
   end GET;              task body T8 is 
   protected V is             begin 
     Procedure W(X: in ITEM);             Set_False(S); 
     entry R(X: out ITEM);             Suspended_Until_True(S); 
   private Var:              end T8; 
   end V;             begin accept E5; end T5; 
   protected body V is        begin accept E1; end T1; 
     procedure W(X: in ITEM) is     task body T2 is 
     begin Var := X; end W;       begin 
     entry R(X: out ITEM) when TRUE is       select 
     begin X := GET;            when FALSE => accept E2; 
     end R;            or 
   end V;              terminate; 
   task body T1 is           end select; 
     task T4;            Set_True(S); 
     task T5 is entry E5; end T5;       end T2; 
     task body T4 is         task body T3 is 
     begin            Z: ITEM; 
       B:           begin V.R(Z); T1.E1; end T3; 
         declare       begin null; end Main; 

To formally investigate tasking deadlocks and their detection, we need a represen-
tation of the tasking waiting state in an execution of an Ada program.  Arc-classified 
digraph is a good representation tool for our purpose because we can use different 
types of arcs to represent different types of task synchronization waiting relations.  
We have defined a kind of arc-classified digraph, named the Task-Wait-For Graph 
(TWFG for short), which explicitly represents various types of task synchronization 
waiting relations in an execution of a program with the core Ada 95 [5, 6].  It has 
been used as a formal model for run-time detection of tasking deadlocks in core Ada 
95 programs.  We now extend it to deal with synchronization waiting relations de-
fined in the full Ada 95.   

A tasking object in an execution state of an Ada program is any one of the follow-
ing: a task whose activation has been initiated and whose state is not terminated; a 
block statement that is being executed by a task; a subprogram that is being called by 
a task; a protected subprogram that is being called by a task; a protected object on 
which a protected action is underway.   

A Task-Wait-For Graph at time t (this time may be a physical time in an inter-
leaved implementation of Ada 95 or a virtual time in a distributed implementation of 
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Ada 95) in an execution of an Ada program P, denoted by TWFG (P, t), is a tuple 
(V(P, t), E(P), SO(P), Act, Fin, Com, Acc, EC, Pro, PEC, Sus) as defined below:  
(V(P, t), Act, Fin, Com, Acc, EC, Pro, PEC, Sus) is an arc-classified digraph where 
V(P, t)=T(P, t)∪BS(P, t)∪P(P, t)∪PS(P, t) represents the set of all tasking objects of 
P at t, T(P, t) is the set of tasks, BS(P, t) is the set of blocks and subprograms, P(P, t) 
is the set of protected objects, PS(P, t) is the set of protected subprograms;  E(P) 
represents the set of unprotected and protected entries of P;  SO(P) represents the set 
of suspension objects of P;  Act ⊆ V(P, t) × T(P, t), Fin ⊆ V(P, t) × V(P, t), Com 
⊆ T(P, t) × T(P, t), Acc ⊆V(P, t) × T(P, t) × E(P), EC ⊆ V(P, t) × T(P, t) × E(P), Pro 
⊆ V(P, t) × P(P, t), PEC ⊆ V(P, t) × P(P, t) × E(P), Sus ⊆ V(P, t) × T(P, t) × SO(P), 
and an element of Act, Fin, Com, Acc, EC, Pro, PEC, and Sus, called an activation 
waiting arc, finalization waiting arc, completion waiting arc, acceptance waiting 
arc, entry-calling waiting arc, protection waiting arc, protected entry-calling wait-
ing arc, and suspension waiting arc, respectively, corresponds to an activation wait-
ing relation, finalization waiting relation, completion waiting relation, acceptance 
waiting relation, entry-calling waiting relation, protection waiting relation, protected-
entry-calling waiting relation, and suspension waiting relation between two elements 
of V(P, t), respectively.   

As an example, Fig. 1 shows the TWFG of the example program where some task-
ing deadlocks have occurred.   

 

Fig. 1. The Task-Wait-For-Graph of the example program when tasking deadlocks occurred 
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4   Run-Time Detection of Tasking Deadlocks 

Based on the above definitions, we now discuss how to detect all types of tasking 
deadlocks at run-time.  First of all, we have the following propositions as the direct 
results of the above definitions and the full Ada 95 definition [13].   

Proposition 1. In an execution state of an Ada program, if a task is blocked, then it 
must keep one and only one of the following five states: deadlocked, deadlock-
blocked, livelock-blocked, acceptance-starved, or suspension-starved.   

Proposition 2. For any vertex v of a TWFG (P, t), all outgoing arcs of v are type 
exclusive, i.e., if out-degree(v)>0 then all outgoing arcs of v must be a subset of any 
one of Act, Fin, Com, Acc, EC, Pro, PEC, and Sus of the TWFG (P, t).   

For any TWFG (P, t), a vertex v is called an AND-activation vertex if all its outgo-
ing arcs are activation-waiting arcs, and any path from an AND-activation vertex is 
called an AND-activation path.   

For any TWFG (P, t), a vertex v is called an OR-acceptance vertex if all its outgo-
ing arcs are acceptance-waiting arcs, and any path from an OR-acceptance vertex is 
called an OR-acceptance path. For any TWFG (P, t), a vertex v is called an OR-
suspension vertex if all its outgoing arcs are suspension-waiting arcs, and any path 
from an OR-suspension vertex is called an OR-suspension path. An OR-waiting 
vertex is either an OR-acceptance vertex or an OR-suspension vertex.  An OR-
waiting path is either an OR-acceptance path or an OR-suspension path.   

The potential synchronization task set of an entry or a suspension object in an Ada 
program, denoted by PST(e), is a set of task types and/or single tasks such that: (1) if 
e is an entry, then every member of the set has at least one call to e in its body or in 
the body of a subprogram it can call directly or indirectly; or (2) if e is a suspension 
object, then every member of the set has at least one call to the procedure Set_True of 
e in its body or in the body of a subprogram it can call directly or indirectly.  For any 
entry or suspension object e in an Ada program, PST(e) can be obtained by a static 
analysis of the program.  Note that PST(e) just represents a static property of an Ada 
program.  Not all member of PST(e) must have a corresponding task at every time 
point in an execution of the program.  Moreover, a task corresponding to a member of 
PST(e) just maybe call e or the procedure Set_True of e but not necessarily really 
does that in an execution of the program.   

For any TWFG (P, t), an OR-waiting path from vi is said to be stable if any task 
corresponding to a member of PST(e), where e is the entry or suspension object in-
volved in the acceptance waiting or suspension waiting of vi,  is blocked, and the path 
satisfies any of the following conditions: (1) excluding vi, it includes no OR-waiting 
vertex, and (2) excluding vi, it includes some other OR-waiting vertices while every 
OR-acceptance path starting from any of the OR-waiting vertices is stable.  Note that 
in fact the condition “any task corresponding to a member of PST(e) is blocked” is a 
sufficient but not necessary one to the discrimination and detection of tasking dead-
locks.  That is, it is too strong to the discrimination and detection of some tasking 
deadlocks.   

Based on the above discussions, we have the following Proposition 3 that  
shows the necessary condition for occurrences of all types of tasking deadlocks, and  
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Proposition 4 that shows the sufficient condition for occurrences of all types of task-
ing deadlocks.   

Proposition 3. For any Ada program P, if a tasking deadlock occurs at time t in an 
execution of P, then there exists a cycle in TWFG (P, t) such that each arc of the cycle 
corresponds to a synchronization waiting relation involved in the tasking deadlock.   

Proposition 4. For any TWFG (P, t), if (1) there exists a cycle, and (2) for every OR-
waiting path starting from every OR-waiting vertex in the cycle, either it is a part of a 
cycle or it is stable, then a tasking deadlock occurs in the execution of P at time t.   

Note that the existence of a cycle is the sufficient condition for occurrences of 
some types of tasking deadlocks, i.e., those tasking deadlocks involving nether accep-
tance waiting relation nor suspension waiting relation, but not the sufficient condition 
for occurrences of all types of tasking deadlocks.   

Thus, having TWFGs as a formal representation for the tasking waiting state in an 
execution of a program with the Ada 95’s annex of real-time systems, in order to 
detect all types of tasking deadlocks, we just need to monitor the tasking behavior of 
the program, construct and update a TWFG for the program at run-time, detecting 
cycles in the TWFG, checking the necessary and sufficient conditions for occurrences 
of all types of tasking deadlocks, and reporting detected tasking deadlocks.   

From the viewpoint of practice, an ideal method or tool for detecting Ada tasking 
deadlocks should satisfy the following three basic requirements: 

Completeness: The method must be able to detect any tasking deadlock in any arbi-
trary Ada program.   

Soundness: The method must not report any nonexistent tasking deadlock in any 
arbitrary Ada program.   

Efficiency: The method must be able to be implemented such that it can detect task-
ing deadlocks in any arbitrary Ada program of an application system using a reason-
able time allowed by the system.   

However, the three basic requirements are difficult to satisfy.  For target programs 
with the Ada 95’s annex of real-time systems, unfortunately, as we have pointed out 
in Section 1, none of those tasking deadlock detection methods and tools proposed 
until now can deal with all tasking deadlocks, and therefore, they are far from com-
plete.  For target programs with the core Ada 95, from the viewpoints of completeness 
and soundness, the current best result is the run-time detection method and tool we 
developed that can certainly detect all types of tasking deadlocks (Note that here we 
just say “all types of tasking deadlocks” but not “all tasking deadlocks”), without 
reporting any nonexistent tasking deadlock, in programs with the core Ada 95 that are 
livelock-free [11, 14].  Finally, form the viewpoint of efficiency, there is no experi-
mental result reported until now.   

5   A Run-Time Tasking Deadlock Detector  

To detect tasking deadlocks in a target Ada program at run-time, it is indispensable to 
monitor the tasking behavior of the program.  There are three approaches to monitor 
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the tasking behavior of Ada programs, i.e., the source program transformation ap-
proach, the run-time environment support approach, and the self-measurement ap-
proach.  In the source program transformation approach, a target Ada program P is 
transformed by a preprocessor into another Ada program P’, called the subject pro-
gram of P, such that P’ preserves the tasking behavior of P and during its execution P’ 
will communicate with a run-time monitor when each tasking event of P occurs in P’ 
and pass information about the tasking event to the run-time monitor [9, 10, 14].  In 
the run-time environment support approach, the run-time monitoring function is im-
plemented in the run-time support environment of Ada language and information 
concerning tasking events in a target Ada program is provided by the run-time support 
environment.  In the self-measurement approach, a run-time monitor is implemented 
as a permanent component of the target program itself and information concerning 
tasking events in the target program is provided by the run-time monitor [8, 15].   

We have implemented a run-time tasking deadlock detector for Ada 95 programs 
with the Ada 95’s annex of real-time systems by extending the detector we developed 
for programs with the core Ada 95 [9, 14].  We implemented our tasking deadlock 
detector in the source program transformation approach.  Our detector has two sepa-
rate components, i.e., a preprocessor and a run-time monitor.  The preprocessor trans-
forms a target Ada program P into its subject program P’ such that some Ada codes 
are inserted at each point where a tasking event occurs for passing information about 
the tasking event to the run-time monitor.  To monitor tasking behavior of P, P’ is 
compiled, linked with the separately compiled run-time monitor, and then executed.  
During its execution, P’ communicates with the run-time monitor when a tasking 
event of P occurs in P’ and pass information about the tasking event to the run-time 
monitor.  The run-time monitor records the collected information, constructs and 
updates the TWFG of P, detects cycles in the TWFG when it is updated, and checks 
and reports detected tasking deadlocks, if any, that have occurred in P. 

In the implementation of the preprocessor of our detector, we use the Source Code 
Analysis Tool Construction (SCATC) Domain-Specific Kit (DSK) [12], which con-
tains modified versions of the AFLEX lexical analyzer generator, AYACC parser 
generator and a specification file for the Ada 95 syntax [16, 17].   

To correctly create and update a TWFG for a target Ada program, the run-time 
monitor must be able to identify any task of the program uniquely during its lifetime.  
Ada 95 provides a package Task_Identification in the System Programming Annex 
which can be used to obtain the identity of any task [1, 13].  This makes possible for a 
task to get its own unique identity, called task ID.  Our detector can obtain a unique 
identifier of any instance task of the same task type, while our Ada 83 tasking dead-
lock detector cannot do.   

The run-time monitor is provided as a package that contains a task and a protected 
objects, some data objects, and some other functions and procedures.  The task is 
called Tasking Information Collector (TIC for short).  When the subject program 
reports a tasking event, it calls an entry of the TIC.  The protected object is called 
Task-Wait-For Graph Manager (TWFGM for short).  This object manages a TWFG 
of the target program and some other information of the target program as protected 
data.  Different from the TIC, this object is not visible for the subject program.  The 
subprograms and the entries of the TWFGM are only called from the TIC.   
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We have tested our run-time tasking deadlock detector by the following examples.  

(1) The example program given in this paper:  This program has all 8 types of syn-
chronization waiting relations during its execution.  Our detector successfully de-
tected all three tasking deadlocks in the program.   

(2) An example program that has a tasking deadlock concerning only suspension 
waiting relation: A tasking deadlock formed by some suspension waiting relations 
occurs in this program and it was successfully detected by our detector.   

(3) An example program that has cycles of synchronization waiting relations tem-
porarily: This program has some cycles formed by some synchronization waiting 
relations but the cycles are resolved by a task that is not in the cycles.  Our detector 
successfully detected the cycles in the program but did not report any tasking dead-
lock.   

(4) An example program that is a slight modification of example program (3) but 
where a tasking deadlock occurs certainly.  This program is just like example program 
(3) but the order of two statements is exchanged such that a tasking deadlock occurs 
certainly.  Our detector successfully detected the tasking deadlock in the program.   

(5) An example program that has both a tasking deadlock and a tasking livelock: 
This program occurs a tasking deadlock and a tasking livelock simultaneously during 
its execution.  In the example program, a task issued a call on suspension statement 
for a suspension object is involved a cycle of synchronization waiting relations.  
However, other tasks not involved in the cycle are livelocked.  This type of tasking 
deadlock cannot be detected only by checking cycles in a TWFG, because the 
TWFGs do not handle tasking livelocks.  Our detector did not report any tasking 
deadlock in this program.   

Our analysis and implementations have shown that our run-time tasking deadlock 
detector can detect all types of tasking deadlocks (again, note that here we just say 
“all types of tasking deadlocks” but not “all tasking deadlocks”), without reporting 
any nonexistent tasking deadlock, in programs with the Ada 95’s annex of real-time 
systems that are livelock-free.   

6   Concluding Remarks 

Although the work and results presented in this paper are an extension of our previous 
work, we have made some important improvements on basic notions, terminology, 
formal definitions on our previous ones in order to provide a standard reference on 
Ada 95 tasking deadlocks for designers and developers of real-time systems with the 
Ada 95’s annex of real-time systems.   

We are developing a tasking behavior monitor with general-purpose as an Ada 95 
generic package such that its instances can be used as permanent components in vari-
ous target systems which need to monitor tasking behavior at run-time by themselves 
based on the self-measurement principle.   

Future work should be focused on designing and developing complete, sound, and 
efficient detection methods and tools for run-time detection of all tasking deadlocks.  
In particular, some works should be done on the open problem how to detect tasking 
deadlocks when tasking livelocks occur simultaneously.   
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Abstract. Ada 2005 Abstract Interface Types provide a limited and
practical form of multiple inheritance of specifications. In this paper we
cover the following aspects of their implementation in the GNAT com-
piler: interface type conversions, the layout of variable sized tagged ob-
jects with interface progenitors, and the use of the GNAT compiler for
interfacing with C++ classes with compatible inheritance trees.

Keywords: Ada 2005, Abstract Interface Types, Tagged Types, Dis-
criminants, GNAT.

1 Introduction

In recent years, a number of language designs [1, 2] have adopted a compromise
between full multiple inheritance and strict single inheritance, which is to allow
multiple inheritance of specifications, but only single inheritance of implemen-
tations. Typically this is obtained by means of “interface” types. An interface
consists solely of a set of operation specifications: it has no data components and
no operation implementations. A type may implement multiple interfaces, but
can inherit code from only one parent type [4, 7]. This model has much of the
power of full-blown multiple inheritance, without most of the implementation
and semantic difficulties that are manifest in the object model of C++ [3].

At compile time, an interface type is conceptually a special kind of abstract
tagged type and hence its handling does not add special complexity to the com-
piler front-end (in fact, most of the current compiler support for abstract tagged
types has been reused in GNAT). At run-time we have chosen to give support to
dynamic dispatching through abstract interfaces by means of secondary dispatch
tables. This model was chosen for its time efficiency (constant-time dispatching
through interfaces), and its compatibility with the run-time structures used by
G++ (this is the traditional nickname of GNU C++).

L.M. Pinho and M. González Harbour (Eds.): Ada-Europe 2006, LNCS 4006, pp. 179–190, 2006.
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This is the third paper in a series describing the implementation in the GNAT
compiler of Ada 2005 features related to interfaces (the previous papers are
[13] and [14]). We discuss the interesting implementation challenges presented
by interface type conversions, and the layout of variable sized tagged objects
with progenitors, which is the Ada 2005 term that designates the interfaces
implemented by a tagged type [4, Section 3.9.4 (9/2)]. Finally, we show how
our implementation makes it possible to write multi-language object-oriented
programs with interface inheritance. We present a small mixed-language example
that imports into Ada a C++ class hierarchy with multiple inheritance, when
all but one of the base classes have only pure virtual functions [3, Chapter 9].

This paper is structured as follows: In Section 2 we give a brief overview
of Ada 2005 abstract interfaces. In Section 3 we summarize the data layout
adopted by GNAT (for more details read [13] and [14]). In Section 4 we describe
the implementation of interface conversions. In Section 5 we discuss possible
approaches to the layout of tagged objects with components constrained by dis-
criminants, and their impact on conversion. In Section 6 we present an example
of mixed-language object-oriented programming; this example extends in Ada
2005 a C++ class whose base classes have only pure virtual functions [3, Chapter
9]. We close with some conclusions and the bibliography.

2 Abstract Interfaces in Ada 2005

The characteristics of an Ada 2005 interface type are introduced by means of
an interface type declaration and a set of subprogram declarations [4, Section
3.9.4]. The interface type has no data components, and its primitive operations
are either abstract or null. A type that implements an interface must provide non-
abstract versions of all the abstract operations of its progenitor(s). For example:

package Interfaces_Example is
type I1 is interface; -- 1
function P (X : I1) return Natural is abstract;

type I2 is interface and I1; -- 2
procedure Q (X : I1) is null;
procedure R (X : I2) is abstract;

type Root is tagged record ... -- 3
...
type DT1 is new Root and I2 with ... -- 4
-- DT1 must provide implementations for P and R
...
type DT2 is new DT1 with ... -- 5
-- Inherits all the primitives and interfaces of the ancestor

end Interfaces_Example;

The interface I1 defined at –1– has one subprogram. The interface I2 has
the same operations as I1 plus two subprograms: the null subprogram Q and
the abstract subprogram R. (Null procedures are described in AI-348 [10]; they
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behave as if their body consists solely of a null statement.) At –3– we define the
root of a derivation class. At –4– DT1 extends the root type, with the added
commitment of implementing (all the abstract subprograms of) interface I2.
Finally, at –5– type DT2 extends DT1, inheriting all the primitive operations
and interfaces of its ancestor.

The power of multiple inheritance is realized by the ability to dispatch calls
through interface subprograms, using a controlling argument of a class-wide
interface type. In addition, languages that provide interfaces [1, 2] provide a run-
time mechanism to determine whether a given object implements a particular
interface. Accordingly Ada 2005 extends the membership operation to interfaces,
and allows the programmer to write the predicate O in I’Class. Let us look at
an example that uses the types declared in the previous fragment, and displays
both of these features:

procedure Dispatch_Call (Obj : I1’Class) is
begin

if Obj in I2’Class then -- 1: membership test
R (I2’Class (Obj)); -- 2: interface conversion plus dispatch call

else
... := P (Obj); -- 3: dispatch call

end if;

I1’Write (Stream, Obj); -- 4: dispatch call to predefined op.
end Dispatch_Call;

The type of the formal Obj covers all the types that implement the interface I1.
At –1– we use the membership test to check if the actual object also implements
I2. At –2– we perform a conversion of the actual to the class-wide type of I2 to
dispatch the call through I2’Class. (If the object does not implement the target
interface and we do not protect the interface conversion with the membership
test then Constraint Error is raised at run-time.) At –3– the subprogram safely
dispatches the call to the P primitive of I1. Finally, at –4– we see that, in addition
to user-defined primitives, we can also dispatch calls to predefined operations
(that is, ’Size, ’Alignment, ’Read, ’Write, ’Input, ’Output, Adjust, Finalize, and
the equality operator).

Ada 2005 extends abstract interfaces for their use in concurrency: an interface
can be declared to be a non-limited interface, a limited interface, a synchronized
interface, a protected interface, or a task interface [9, 11]. Each one of these
imposes constraints on the types that can implement such an interface: a task
interface can be implemented only by a task type or a single task; a protected
interface can only be implemented by a protected type or a single protected
object; a synchronized interface can be implemented by either task types, single
tasks, protected types or single protected objects, and a limited interface can
be implemented by tasks types, single tasks, protected types, single protected
objects, and limited tagged types.

The combination of the interface mechanism with concurrency means that it
is possible, for example, to build a system with distinct server tasks that provide



182 J. Miranda and E. Schonberg

similar services through different implementations, and to create heterogeneous
pools of such tasks. Using synchronized interfaces one can build a system where
some coordination actions are implemented by means of active threads (tasks)
while others are implemented by means of passive monitors (protected types).
For details on the GNAT implementation of synchronized interfaces read [14].

3 Abstract Interfaces in GNAT

Our first design decision was to adopt as much as possible a dispatching model
compatible with the one used by G++, in the hope that mixed-language pro-
gramming would intermix types, classes, and operations defined in both lan-
guages. A compatible design decision was to ensure that dispatching calls through
either classwide types or interface types should take constant time.

As a result of these choices, the GNAT implementation of abstract interfaces
is compatible with the C++ Application Binary Interface (ABI) described in [6].
That is, the compiler generates a secondary dispatch table for each progenitor of
a given tagged type. Thus, dispatching a call through an interface has the same
cost as any other dispatching call. The model incurs storage costs, in the form
of additional pointers to dispatch tables in each object.

Figure 1 presents an example of this layout. The dispatch table has a header
containing the offset to the top and the Run-Time Type Information Pointer
(RTTI). For a primary dispatch table, the first field is always set to 0 and
the RTTI pointer points to the GNAT Type Specific Data (the contents of this
record are described in the GNAT sources, file a-tags.adb). The tag of the object
points to the first element of the table of pointers to primitive operations. At the
bottom of the same figure we have the layout of a derived type that implements
two interfaces I1 and I2. When a type implements several interfaces, its run-time
data structure contains one primary dispatch table and one secondary dispatch
table per interface. In the layout of the object (left side of the figure), we see
that the derived object contains all the components of its parent type plus 1) the
tag of all the implemented interfaces, and 2) its own user-defined components.
Concerning the contents of the dispatch tables, the primary dispatch table is
an extension of the primary dispatch table of its immediate ancestor, and thus
contains direct pointers to all the primitive subprograms of the derived type.
The offset to top component of the secondary tables holds the displacement to
the top of the object from the object component containing the interface tag.
(This offset provides a way to find the top of the object from any derived object
that contains secondary virtual tables and is necessary in abstract interface type
conversion; this will be described in Section 4.)

In the example shown in Figure 1, the offset-to-top values of interfaces I1 and
I2 are m and n respectively. In addition, rather than containing direct pointers to
the primitive operations associated with the interfaces, the secondary dispatch
tables contain pointers to small fragments of code called thunks. These thunks
are generated by the compiler, and used to adjust the pointer to the base of the
object (see description below).
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package Example is

   type I1 is interface;
   function P (X : I1) return Natural is abstract;
 
    type I2 is interface;
    procedure Q  (X : I2) is null;
    procedure R (X : I2) is abstract;

A’Address
B’Address

Primary Dispatch Table

Offset_To_Top = 0
      TSD Pointer

T’Tag

T Object

T Components

   type Root is tagged record with
       -- T components
      . . .
   end record;

   procedure A (Obj : T) is . . .
   function   B  (Obj : T) return Integer is . . .    

   type DT is new Root and I1 and I2 with
      --  DT Components
     . . . 
   end record;

   function   P  (Obj : T) return Natural is . . .
   procedure Q (Obj : T) is . . .
   procedure R (Obj : T) is . . .

end Example;

A’Address
B’Address
P’Address
Q’Address
R’Address

Primary Dispatch Table

P’Address

Secondary Table of I1

Q’Address
R’Address

Secondary Table of I2

Offset_To_Top = 0
      TSD Pointer

Offset_To_Top = -m
       OSD Pointer

Offset_To_Top = -n
      OSD Pointer

DT’Tag

DT Object

T Components

I1’Tag
I2’Tag

DT Components

n

m

Thunk of I1.P

Thunk of I2.Q

Thunk of I2.R

Fig. 1. Layout compatibility with C++

4 Abstract Interface Type Conversions

In order to support interface conversions and the membership test, the GNAT
run-time has a table of interfaces associated with each tagged type containing the
tag of all the implemented interfaces plus its corresponding offset-to-top value in
the object layout. Figure 2 completes the run-time data structure described in
the previous section with the Type Specific Data record which stores this table
of interfaces.

In order to understand the actions required to perform interface conversions,
let us recall briefly the use of this run-time structure for interface calls. At the
point of call to a subprogram whose controlling argument is a class-wide inter-
face, the compiler generates code that displaces the pointer to the object by m
bytes, in order to reference the tag of the secondary dispatch table correspond-
ing to the controlling interface. This adjusted address is passed as the pointer
to the actual object in the call. Within the body of the called subprogram, the
dispatching call to P is handled as if it were a normal dispatching call. For ex-
ample, because P is the first primitive operation of the interface I1, the compiler
generates code that issues a call to the subprogram identified by the first entry
of the primary dispatch table associated with the actual parameter. Because the
actual parameter is a displaced pointer that points to the I1’Tag component
of the object, we are really issuing a call through the secondary dispatch table
of the object associated with the interface I1. In addition, rather than a direct
pointer to subprogram Q, the compiler also generates code that fills this entry
of the secondary dispatch table with the address of a thunk that 1) subtracts the
m bytes displacement corresponding to I1 in order to adjust the address so that
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A’Address
B’Address
P’Address
Q’Address
R’Address

Primary Dispatch Table

P’Address

Secondary Table of I1

Q’Address
R’Address

Secondary Table of I2

Offset_To_Top = 0
      TSD Pointer

Offset_To_Top = -m
       OSD Pointer

Offset_To_Top = -n
      OSD Pointer

DT’Tag

DT Object

T Components

I1’Tag
I2’Tag

DT Components

n

m

Thunk of I1.P

Thunk of I2.Q

Thunk of I2.R

I1’Tag        m
I2’Tag        n

Type Specific Data

Idepth
Expanded_Name
                :
                :

  Table
     of
Interfaces

(1)

(2)

(3)

(4)

(5)

Fig. 2. Object Layout

it refers to the real base of the object, and 2) does a direct jump to the body of
subprogram Q.

Now let us see the work performed by the GNAT run-time to support in-
terface conversion. Let us assume that we are again executing the body of the
subprogram with the class-wide formal, and hence that the actual parameter is
a displaced pointer that points to the I1’Tag component of the object. In order
to get access to the table of interfaces the first step is to read the value of the
offset-to-top field available in the header of the dispatch table (see 1 in the fig-
ure). This value is used to displace upwards the actual parameter by m bytes to
designate the base of the object (see 2). From here we can get access to the table
of interfaces and retrieve the tag of the target interface (see 3). If found we per-
form a second displacement of the actual by using the offset value stored in the
table of interfaces (in our example n bytes) to displace the pointer downwards
from the root of the object to the component that has the I2’Tag of the object
(see 4). If the tag of the target interface is not found in the table of interfaces the
run-time raises Constraint Error. As a result, an interface conversion incurs a
run-time cost proportional to the number of interfaces implemented by the type.
An extensive examination of the Java libraries indicates that in the great major-
ity of cases there are no more than 4 progenitors for any given class. Thus this
overhead is certainly acceptable. More sophisticated structures could be used to
speed up the search for the desired interface, but we defer such optimizations
until actual performance results indicate that they are needed.

5 Discriminant Complications

The use of abstract interface types in variable sized tagged objects requires
some special treatment. Complications arise when a tagged type has a parent
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that includes some component whose size is determined by a discriminant. For
example:

type Root (D : Positive) is tagged record
Name : String (1 .. D);

end record;

type DT is new Root and I1 and I2 with ...
Obj : DT (N); -- N is not necessarily static

In this example it is clear that the final position of the components contain-
ing the tags associated with the secondary dispatch tables of the progenitors
depends on the actual value of the discriminant at the point the object Obj is
elaborated. Therefore the offset-to-top values can not be placed in the header of
the secondary dispatch tables, nor in the table of interfaces itself. However as
we described in the previous section the offset-to-top values are required for in-
terface conversions. The C++ ABI does not address this problem for the simple
reason that C++ classes do not have non-static components.

At this point it is clear that we must provide a way to 1) displace the pointer
up to the base of the object, and 2) displace the pointer down to reference the
tag component associated with the target interface. Two main alternatives were
considered to solve this problem (obviously the naive approach of generating
a separate dispatch table for each object was declared unacceptable at once).
Whatever alternative was chosen, it should not affect the data layout when dis-
criminants are not present, so as to maintain C++ compatibility for the normal
case. The two plausible alternatives are:

1. To place the interface tag components at negative (and static) offsets from
the object pointer (cf. Figure 3). Although this solution solves the problem,
it was rejected because the value of the Address attribute for variable size
tagged objects would not be conformant with the Ada Reference Manual,
which explicitly states that “X’Address denotes the address of the first of the
storage elements allocated for X” [5, Annex K]. In addition, programmers
generally assume that the allocation of an object can be accurately described
using ’Address and ’Size and therefore they generally expect to be able to
place the object at the start of a particular region of memory by using an
offset of zero from that starting address.

2. The second option is to store the offset-to-top values immediately follow-
ing each of the interface tags of the object (that is, adjacent to each of the
object’s secondary dispatch table pointers). In this way, this offset can be
retrieved when we need to adjust a pointer to the base of the object. There
are two basic cases where this value needs to be obtained: 1) The thunks
associated with a secondary dispatch table for such a type must fetch this
offset value and adjust the pointer to the object appropriately before dis-
patching a call; 2) Class-wide interface type conversions need to adjust the
value of the pointer to reference the secondary dispatch table associated with
the target type. In this second case this field allows us to solve the first part
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A’Address
B’Address
P’Address
Q’Address
R’Address

Primary Dispatch Table

Offset_To_Top = 0
      TSD Pointer

DT’Tag

DT Object

T Components

I2’Tag
I1’Tag

DT Components

n

I1’Tag        m
I2’Tag        n

Type Specific Data

Idepth
Expanded_Name
                :
                :

  Table
     of
Interfaces

m

Q’Address
R’Address

Secondary Table of I2

Offset_To_Top = -n
      OSD Pointer Thunk of I2.Q

Thunk of I2.R

P’Address

Secondary Table of I1
Offset_To_Top = -m
       OSD Pointer

Thunk of I1.P

Fig. 3. Approach I: Interface tags located at negative offsets

A’Address
B’Address
P’Address
Q’Address
R’Address

Primary Dispatch Table

P’Address

Secondary Table of I1

Q’Address
R’Address

Secondary Table of I2

Offset_To_Top = 0
      TSD Pointer

Offset_To_Top = -1
       OSD Pointer

Offset_To_Top = -1
      OSD Pointer

DT’Tag

DT Object

T Components

           I1’Tag
Offset_To_Top = -m
            I2’Tag
Offset_To_Top = -n

DT Components

n
m

Thunk of I1.P

Thunk of I2.Q

Thunk of I2.R

I1’Tag     
I2’Tag     

Type Specific Data

Idepth
Expanded_Name
                :
                :

  Table
     of
Interfaces

Offset_To_Top_Func

Offset_To_Top_Func

Fig. 4. Approach II: Offset value adjacent to pointer to secondary DT

of the problem, but we still need this value in the table of interfaces to be
able to displace down the pointer to reference the field associated with the
target interface. For this purpose the compiler must generate object specific
functions which read the value of the offset-to-top hidden field. Pointers to
these functions are themselves stored in the table of interfaces.

The latter approach has been selected for the GNAT compiler. Figure 4 shows
the data layout of our example following this approach. Note: The value -1 in
the Offset To Top of the secondary dispatch tables indicates that this field does
not have a valid offset-to-top value.
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6 Collaborating with C++

The C++ equivalent of an Ada 2005 abstract interface is a class with pure
virtual functions and no data members. For example, the following declarations
are conceptually equivalent:

class I1 { type I1 is interface;
public: virtual void p () = 0; procedure P (X : I1) is abstract;
}

class I2 { type I2 is interface;
public: virtual void q () = 0; procedure Q (X : I2) is abstract;

virtual int r () = 0; function R (X : I2) return Integer
} is abstract;

Let us see the correspondence between classes derived from these declarations
in the two languages:

class Root { type Root is tagged record with
public: R_Value : Integer;
int r_value; end record;
virtual void Root_Op (); procedure Root_Op (X : Root);

};

class A : Root, I1, I2 { type A is new Root and I1 and I2 with
public A_Value: Float;
float a_value; end record;

virtual void p (); procedure P (X : A);
virtual void q (); procedure Q (X : A);
virtual int r (); function R (X : A) return Integer;
virtual float s (); function S (X : A) return Float;

};

Because of the chosen compatibility between GNAT run-time structures and
the C++ ABI, interfacing with these C++ classes is easy. The only require-
ment is that all the primitives and components must be declared exactly in the
same order in the two languages. The code makes use of several GNAT-specific
pragmas, introduced early in our Ada 95 implementation for the more modest
goal of using single inheritance hierarchies across languages. These pragmas are
CPP Class, CPP Virtual, CPP Import, and CPP Constructor.

First we must indicate to the GNAT compiler. by means of the pragma CPP -
Class, that some tagged types have been defined in the C++ side; this is required
because the dispatch table associated with these tagged types will be built on
the C++ side and therefore it will not have the Ada predefined primitives. (The
GNAT compiler then generates the elaboration code for the portion of the table
that holds the predefined primitives: Size, Alignment, stream operations, etc).
Next, for each user-defined primitive operation we must indicate by means of
pragma CPP Virtual that their body is on the C++ side, and by means of
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pragma CPP Import their corresponding C++ external name. The complete
code for the previous example is as follows:

package My_Cpp_Interface is
type I1 is interface;
procedure P (X : I1) is abstract;

type I2 is interface;
procedure Q (X : I1) is abstract;
function R (X : I2) return Integer is abstract;

type Root is tagged record with
R_Value : Integer;

end record;
pragma CPP_Class (Root);

procedure Root_Op (Obj : Root);
pragma CPP_Virtual (Root_Op);
pragma Import (CPP, Root_Op, "_ZN4Root7Root_OpEv");

type A is new Root and I1 and I2 with record
A_Value : Float;

end record;
pragma CPP_Class (A);

procedure P (Obj : A);
pragma CPP_Virtual (P);
pragma Import (CPP, P, "_ZN1A4PEv");

procedure Q (Obj : A);
pragma CPP_Virtual (Q);
pragma Import (CPP, Q, "_ZN1A4QEv");

function R (Obj : A) return Integer;
pragma CPP_Virtual (R);
pragma Import (CPP, R, "_ZN1A4REv");

function S (Obj : A) return Float;
pragma CPP_Virtual (S);
pragma Import (CPP, S, "_ZN1A7SEi");

function Constructor return A’Class;
pragma CPP_Constructor (Constructor);
pragma Import (CPP, Constructor, "_ZN1AC2Ev");

end My_Cpp_Interface;

With the above package we can now declare objects of type A and dispatch
calls to the corresponding subprograms in the C++ side. We can also extend
A with further fields and primitives, and override on the Ada side some of the
C++ primitives of A.
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It is important to note that we do not need to add any further information to
indicate either the object layout, or the dispatch table entry associated with each
dispatching operation. For completeness we have also indicated to the compiler
that the default constructor of the object is also defined in the C++ side.

In order to further simplify interfacing with C++ we are currently working
on a utility for GNAT that automatically generates the proper mangled name
for the operations, as generated by the G++ compiler. This would make the
pragma Import redundant.

7 Conclusion

We have described part of the work done by the GNAT Development Team to
implement Ada 2005 interface types in a way that is fully compatible with the
C++ Application Binary Interface (ABI). We have explained our implementa-
tion of abstract interface type conversions, including the special support required
for variable sized tagged objects. We have also given an example that shows the
power of the combined use of the GNAT and G++ compilers for mixed-language
object-oriented programming.

The implementation described above is available to users of GNAT PRO,
under a switch that controls the acceptability of language extensions (note that
these extensions are not part of the current definition of the language, and can
not be used by programs that intend to be strictly Ada95-conformant). This
implementation is also available in the GNAT compiler that is distributed under
the GNAT Academic Program (GAP) [15].

We hope that the early availability of the Ada 2005 features to the academic
community will stimulate experimentation with the new language, and spread
the use of Ada as a teaching and research vehicle. We encourage users to report
their experiences with this early implementation of the new language, in advance
of its much-anticipated official standard.
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Abstract. We have developed two mathematical techniques which, used
together, can increase the speed of Ada compiled code, in two ways. We
can eliminate most subprogram call overhead, involving stack pointer
adjustment when a subprogram is called and when it returns. We can
also eliminate most static scoping overhead, requiring the use of multiple
base registers when procedures are nested. In particular, all this overhead
can be eliminated in the absence of recursion. One of our techniques
is based on an analogy with a variant of the well-known critical path
method. The other is based on a new result in directed graph theory,
which has many potential applications in addition to the one presented
here.

1 Introduction

The problem being addressed here is that of how to reduce, as much as possible,
two kinds of overhead in Ada compiled code. One of these is associated with
pushing an allocation record on the public stack when a subprogram is called, and
popping it when the subprogram returns. The other is associated with finding
local variables of a procedure in which the current procedure is nested, at one
or more levels. All this overhead can be eliminated in the non-recursive case,
as indicated in section 3 below. However, an improved Ada compiler would be
unacceptable if it eliminated overhead only in this case, despite the fact that
Ada is used in practice mostly for safety-critical systems using coding rules that
normally forbid recursion.

We have developed two mathematical techniques which, used together, can
eliminate most of this overhead. One of our techniques is based on an analogy
with a variant of the well-known critical path method. The other is based on a
new result in directed graph theory, which has many potential applications in
addition to the one presented here.

We shall assume familiarity with offsets of variables in allocation records and
with the usual rules for pushing and popping these records on the public stack;
and also with the static chain method and the display method for gaining ac-
cess to variables when procedures are nested. These are described in several
programming language texts, such as [1].

L.M. Pinho and M. González Harbour (Eds.): Ada-Europe 2006, LNCS 4006, pp. 191–202, 2006.
c© Springer-Verlag Berlin Heidelberg 2006
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2 The Critical Path Method

In section 3 below, we will show how to eliminate all subprogram call overhead,
and all base register swapping, in the absence of recursion. This will be done by
an analogy with the AOV (activity on vertex) version of the critical path method
(CPM), which was originally developed for managing large industrial projects.

An industrial project is made up of tasks, sometimes known as activities. Each
task takes a certain amount of time, represented by an integer. Several tasks may
take place simultaneously. Certain tasks must be finished before other tasks can
be started. CPM is used in determining when each task can start; how long the
entire project will take; and what to do in case some tasks take more time than
they were supposed to.

In using CPM, we form a directed graph; in the AOV version, each task is
a node of the graph. (In the other version, AOE or Activity On Edge, tasks
correspond to edges, rather than nodes, of the graph.) An edge P1 → P2 in the
graph denotes the fact that task P1 must be complete before P2 can start. For
every path in the graph, P1 → P2 → . . . → Pn, it therefore follows that P1 must
be complete before Pn can start.

It should be clear that such a graph must be acyclic; it would make no sense
for P1 to be required to finish before P1 itself can start. It is well known that
the graph therefore has a topological sort (see, for example, [2], pages 549-551),
meaning that its nodes can be ordered as P1, P2, . . . , Pn, in such a way that, for
every edge Pi → Pj , we have i < j. In what follows, we assume that such an
order has been imposed.

We associate a length, length(P ), with each task P , which is the amount of
time P will take, considered in discrete increments. (In CPM this is an estimated
length, to be revised later; but we ignore this detail, since it will not be needed
in our analogy.) It is then necessary to find start(P ) and finish(P ) for each
P , where start(P ) + 1 is the time at which P should start, and finish(P ) is
the time at which P will then finish. These calculations are made by considering
all nodes in the order P1, P2, . . . , Pn of the topological sort. For every initial
node Pj of the graph (including P1), we have start(Pj) = 0; for every other
node Pj , start(Pj) is the maximum value of all finish(Pi) over all nodes Pi for
which there are edges from Pi to Pj , since Pj cannot start until all these Pi have
finished. In either case, we have finish(Pj) = length(Pj) + start(Pj).

It is customary to add an artificial node T at the end of the project, with an
edge to it from every terminal node. This allows us to calculate start(T ), which
is the total time taken by the project. CPM now continues by determining a
critical path in the project, in order to guide managers if certain tasks actually
take longer than their estimated times. As before, we ignore this detail here,
since it will not affect our analogy.

An example of all this is given in Figure 1. Here length(Pi) is given initially for
each Pi, and we now proceed to calculate start(Pi) and finish(Pi), as follows:

start(P1) = 0 (since P1 is an initial node)
finish(P1) = length(P1) = 10
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Fig. 1. A sample CPM project graph, showing length, start, and finish values

start(P2) = finish(P1) = 10
finish(P2) = length(P2) + start(P2) = 8 + 10 = 18
start(P3) = finish(P1) = 10
finish(P3) = length(P3) + start(P3) = 6 + 10 = 16
start(P4) is the maximum of finish(P2) and finish(P3), i. e., max(18, 16) =

18
finish(P4) = length(P4) + start(P4) = 12 + 18 = 30
start(P5) = finish(P3) = 16
finish(P5) = length(P5) + start(P5) = 4 + 16 = 20
start(T ) is the maximum of finish(P4) and finish(P5), i. e., max(30, 20) =

30

3 The Call Graph

We proceed now with our analogy. This time the Pi are subprograms in a com-
puting project, and there is an edge from Pi to Pj in the graph if Pi calls Pj .
Such a graph is known as a call graph, and these have been studied by Ryder
[3]. Unlike a project graph, a call graph G may contain cycles, and such a cycle
always represents recursion. Ordinary recursion is represented by a self-loop in
G, from some Pi to itself, where Pi calls Pi; mutual recursion is represented by
a more general cycle, Q1 → Q2 → . . . → Qk = Q1, where Q1 calls Q2, which
calls Q3, and so on back to Q1 again.

We start by assuming no recursion, so that the call graph is acyclic; therefore,
we may apply the method of the preceding section. This time, length(Pi) is the
number of bytes in the allocation record of Pi, while start(Pi) is the offset of the
first of these bytes. The offsets of the other bytes range from start(Pi) through
start(Pi)+ length(Pi)−1. The total allocation size needed for the entire project
is start(T ); and this number of bytes is reserved when execution starts.
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Our overall aim, here, is to associate with every temporary variable V in every
subprogram a single offset. Since this offset never changes, it may be used for
every reference to V , throughout the lifetime of the project. There is one and
only one base register, whose value never changes during execution.

Some of the allocation records share space, since they will never be needed at
the same time. However, as we show at the end of section 4 below, this will never
be true of the bytes that can be referenced by a nested subprogram. Specifically,
suppose that Q2 is nested in Q1; Q3 is nested in Q2; and so on up to Qk. Then
the local variables of Q1, Q2, and so on up through Qk can always be referenced
simultaneously; none of them will ever overlap.

4 A Call Graph Example

Call graphs are illustrated in Figure 2, which describes the following project
(omitting most of the statements):

procedure P1 is
S: Short Integer; −− 2 bytes
F: Float; −− 4 bytes

begin
. . . P2;
. . . P3; . . .

end P1;
procedure P2 is

I: Integer; −− 4 bytes
begin

. . . P4; . . .
end P2;
procedure P3 is

C1: Character; −− 1 byte
C2: Character; −− 1 byte

begin
. . . P4;
. . . P5; . . .

end P3;
procedure P4 is

D: Long Float; −− 8 bytes
begin

. . .
end P4;
procedure P5 is

. . .
begin

. . .
end P5;
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Fig. 2. Actual byte numbers for this project, with local byte numbers and offsets

The call graph of this project is the same as Figure 1. Thus P1 calls P2 and
P3, and therefore there are edges from P1 to P2 and P3; both P2 and P3 call
P4, so there are edges from both of these to P4; and so on. The length of P1
is 10, as in Figure 1, since there are 10 bytes needed in the allocation record
of P1 — four, as always, for the return address; two for S: Short Integer;
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which takes up two bytes; and four for F: Float; which takes up four bytes.
The length of P2 is 8, since there is, again, a four-byte return address, and also
a four-byte I: Integer; and so on.

Note that the given offsets (at the right of the figure) are those for a grow-down
stack; each offset for a stack growing upward is one less than the corresponding
actual byte number (since these start at 1, while offsets start at zero). Also, in our
figure, we omit, without loss of generality, parts of the allocation records other
than the return address and the local temporary variables, such as subprogram
parameters and registers to be saved.

In CPM, an edge from Q1 to Q2 means that Q1 must finish before Q2 can
start. In our compiling method, the allocation record of Q1 (call it A1) must
metaphorically finish before that of Q2 (call it A2) can start; meaning that the
offsets of bytes in A1 are all less than (and thus metaphorically “earlier” than)
all the offsets of bytes in A2, so that A1 and A2 become disjoint, on the stack.
This is because the values of the temporary variables of Q1 must be preserved
when Q1 calls Q2, and must be available for use when Q2 returns to Q1. On
the other hand, in the CPM example of Figure 1, P2 and P3 are done at the
same time, since there is no edge connecting them. In our compiling method, the
allocation records of P2 and P3 share the same space. For example, P3 cannot
start until P2 returns to P1, at which point the values of the variables of P2,
being temporary, are not retained and thus may be overwritten by those of P3.

Suppose now that some of these subprograms are nested; for example, P5
could be nested in P3, which is nested in P1. In that case P5 can reference
the local variables of P3 and P1 in addition to its own local variables. This is
possible because the allocation records of P1, of P3, and of P5 are mutually
disjoint. Informally we can see that, for example, P3, which shares space with
P2, cannot be nested in P2, because then P1 could not call P3. Formally, this
kind of condition always holds because the static chain is always a subchain of
the dynamic chain (see, for example, [4], Lemma 3.7).

5 Loop Trees

All this, as we have said, works only in the absence of recursion. When there
is recursion, it is necessary, as we see in section 6 below, to use loop trees,
as introduced by this author in [4]. These have important applications to flow
graphs, as well as to call graphs; and their terminology follows from flow graph
applications. Here an edge in a flow graph, from statement U to statement V ,
means that V is, or can be, the next statement to be executed after U (see, for
example, [5]). We summarize the general theory in this section, and then go on
to its specific application to Ada.

Semantically, outer loops in a flow graph correspond to nontrivial strongly
connected components of it (this is not always true syntactically). Here such a
component is trivial if it has no edges, and therefore exactly one node. An outer
loop L contains at least one entry point, that is, a vertex with an edge to it from
outside L, if and only if it does not contain the start vertex of the graph. By
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choosing a head H for L, either one of its entry points or the start vertex, and
then eliminating from L all edges (called loopbacks) which lead to H , we obtain
the body B of L. A first-level inner loop is then a nontrivial strongly connected
component of B.

This process may be iterated as many times as necessary, to obtain loops at
all levels. The process works for any directed graph, including call graphs. The
loops (in this sense) of such a graph G may be arranged in a loop tree, with
G as the root and the loops as nodes, where descendants of L in the loop tree
correspond to loops contained in L. A graph may have more than one loop tree,
since a loop may have more than one entry point. A structured graph is one
which has a unique loop tree; and it may be proved (see the end of [4]) that
the structured graphs are exactly the reducible graphs in the sense of Allen and
Cocke (see [5]).

The skeleton of a graph G is G after removing all loopbacks, as defined above,
at all levels. The skeleton of G is acyclic, and therefore, as we have seen, has a
topological sort. By putting the loopbacks in again, we arrive at the fundamental
theorem of loop trees: any directed graph can always be ordered in such a way
that the only reverse edges, relative to the ordering, are the loopbacks.

Loop trees can, without too much difficulty, be found automatically; the only
slight difficulty is in the determination of strongly connected components. The
easiest way to do this is by doing two depth-first searches, one on the original
graph and one on its transpose. The order of starting points in the second search
is the reverse of the order of finish times in the first search (see [2], pages 552-
557). Another method of finding these components, which avoids the necessity
of precomputing the transpose, has been found by Gabow [6].

There is a stronger version of the fundamental theorem in which every loop,
at every level, is required to be a contiguous subsequence of the given ordering
(see [4], Theorem 1.2). If a graph G has n vertices, represented by the integers
0 through n − 1, this allows an entire loop tree of G to be represented by two
arrays, each indexed from 0 through n − 1. The first of these, called order, is
such that order(k) is the kth vertex in the ordering. The second, called loops,
is such that loops(k) = j + 1 where order(j) is the last vertex in the loop with
head equal to order(k). If order(k) is not the head of a loop, then loops(k) = k.

6 Insert and Remove Operations

The use of loop trees to treat recursion is an extension of a method that is more
easily understood in the case of a simple cycle Q1 → Q2 → . . . → Qk = Q1 in
the call graph G. Suppose that the removal of the single edge Qk−1 → Qk from
G leaves an acyclic graph. We now topologically sort that graph, and apply to
it the method of the preceding section. This will work so long as Qk−1 does not
actually call Qk = Q1.

Suppose now that start(Q1) = U and finish(Qk−1) = V . In other words, the
first byte of the allocation record for Q1 is at SP + U , and the last byte of the
allocation record for Qk−1 is at SP +V −1. When Qk−1 calls Qk = Q1, then, we
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want the first byte of the allocation record for Q1, at recursion level 2, to be at
SP +V . Any reference to this byte with base-displacement addressing, however,
will have U in its displacement field. It will work, then, only if V −U is added to
SP , producing a new value SP ′ such that SP ′+U = SP +(V −U)+U = SP +V .

The treatment of this single cycle proceeds from three observations about
adding V − U to SP . First, this also works for any other byte in the allocation
record of Q1. Supposing that there are K bytes in this record, they will be at
SP + U through SP + U + K − 1 at recursion level 1. At recursion level 2, there
is room for them at SP + V through SP + V + K − 1. Therefore, byte J of this
record will be at SP + U + J − 1, and the displacement for it is U + J − 1. After
adding V − U to SP , and using this same displacement, the effective address is
SP ′ +U + J − 1 = SP +(V −U)+ U + J − 1 = SP + V +J − 1. This is exactly
where we expect it to be, at recursion level 2.

Second, and more important, this also works for any byte in the allocation
record of any Qi, for 2 ≤ i ≤ k − 1. If start(Qi) = Xi, then, at recursion level 1,
byte J in the allocation record for Qi will be at SP +Xi+J , and its displacement
in base-displacement addressing will be Xi + J . Rewriting SP + Xi + J as
SP +U +(Xi −U +J), we see that it is byte Xi −U +J among the V −U bytes
making up the allocation records of all Qi for 2 ≤ i ≤ k−1. At recursion level 2,
we lay out space for all these allocation records (we do not necessarily use them
all, of course), starting at SP + V . Byte Xi − U + J among these will therefore
be at SP + V + (Xi − U + J) = SP ′ + Xi + J , where SP ′ = SP + V − U as
before. Thus the displacement Xi + J still works properly.

Finally, all of this also works at recursion levels 3 and higher. At recursion
level 2, the last byte of the allocation record for Qk−1 is at SP ′ + V − 1. When
Qk−1 calls Qk = Q1, then we want the first byte of the allocation record for
Q1, at recursion level 3, to be at SP ′ + V . A reference to this byte, with base-
displacement addressing, will work if V −U is added once more to SP ′, producing
SP ′′, and SP ′′ + U = SP ′ + (V − U) + U = SP ′ + V . The same arguments as
above may then be used iteratively.

We refer to the adding of V − U to SP as an insert operation. It must be
undone when Qk = Q1 returns to Qk−1; this is a remove operation. These opera-
tions are stack pointer adjustments, like those which we are making unnecessary.
This is why we say that we can eliminate most (not all) subprogram call over-
head, as mentioned in section 1 above.

Whenever there is an operation that must take place when F calls G, there
is a question as to whether F should do the operation just before calling G,
or whether G should start by doing the operation itself. In this case, there is
a definite answer. An insert must be done when Qk−1 calls Q1, but not when
Q1 is called from outside the cycle; therefore Q1 cannot do the insert, which
must be done by Qk−1. In general, when a subprogram P makes a call which is
a loopback in the call graph, then P performs the insert operation; then makes
the call; and then performs the corresponding remove operation.
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7 Structured Graphs

We now show how insert and remove operations may be used in a call graph
which is more general than just a simple cycle. We restrict ourselves first to
graphs in which each loop has one and only one entry point, or structured graphs
(see section 5 above). Let P be called by P ′, and suppose that this call represents
a loopback in the call graph. Suppose that, as above, an insert operation takes
place within P ′ just before it calls P , and a remove operation takes place within
P ′ just after P returns. Then it is not hard to see that this call to P must
introduce a new recursion level for P .

We can see this as follows. Suppose that, as above, an insert operation takes
place when P ′ calls P and when this call is a loopback. By the definition of a
loopback (in section 5 above), P must be an entry point of some loop L in the
loop tree, where P ′ is also contained in L. If P is the start vertex of G, then it is
already on the dynamic chain. Otherwise, P is an entry point of L, and therefore
the only entry point of L, since G is structured. In that case L must have been
entered at P , and P is again already on the dynamic chain. In either case, P is
now at the next higher recursion level.

Consider now the cycle consisting of the path on the dynamic chain from P to
P ′, followed by the edge from P ′ to P . Since L is a loop, it is strongly connected;
since P is in L, this cycle C is completely contained in L. All the subprograms
on C are on the dynamic chain when P ′ calls P , and so space has already been
set up on the stack for their allocation records. When P ′ calls P , and the insert
operation is done, space is effectively again set up for all these subprograms.
Any such subprogram which is actually called will have its allocation record in
the proper place.

8 General Graphs and Pseudo-recursive Calls

We now consider general graphs which are not structured; that is to say, a loop
might have more than one entry point. Here we have a new problem, because a
loopback N → N ′ is defined with respect to a particular choice of head N ′ for
the loop. All we can do is to choose one head H for each loop; perform insert and
remove operations in loopbacks relative to H ; and then handle alternate entry
points in a different way. We shall now see how this can be done.

As a simple example, let us look again at the cycle of section 6 above. We
assumed there that Q1 was the only entry point to this cycle. Suppose, however,
that Q3 is also an entry point; and suppose that we continue to use the method
described in that section. That is, just before Qk−1 calls Qk = Q1, an insert
operation is done; and, just after Q1 returns, a remove operation is done. Does
this still work? The answer is that it does, although not for an obvious reason.

When the cycle is entered at Q1, the call from Qk−1 to Q1 is a recursive call;
it starts what it calls (in this case Q1) at a new recursion level. Whenever that
happens, adjusting the stack pointer is clearly necessary, since only in that way
are proper references made to local temporary variables at the new recursion
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level. When the cycle is entered at Q3, however, the call from Qk−1 to Q1 is not
recursive; Q1 is at recursion level 1 when it is called.

It is, therefore, unnecessary to adjust the stack pointer when Q1 is called, in
this case. However, it does no harm, other than using some unnecessary space
which was reserved on the stack for the allocation records of Q1 and Q2. That
space was never used, and the new space reserved for these records, at recursion
level 2, is actually being used at level 1; but the speed, and the correctness, of
the code are unaffected.

We refer to the call from Qk−1 to Q1, in this case, as a pseudo-recursive call.
It is not a real recursive call, but it is compiled as if it were. It can, as here, be
followed by a real recursive call; in this case, the call from Q2 to Q3. No insert
operation takes place here, and none is needed, because the insert was already
done when Qk−1 called Q1. Further details of this are given in [4].

9 Base Registers

It remains to be seen how many base registers are needed in the general case. In
the worst case, a simple example, involving k subprograms, for any k > 1, shows
that k base registers are required. Let the subprograms be Q1, Q2, and so on
up to Qk, where Qi is nested in Qi−1 for 2 ≤ i ≤ k; and let each Qi−1 possibly
(but not always) call itself before it calls Qi. If Qk uses the temporary variables
of all the Qi, for 1 ≤ i ≤ k, then k base registers are required, one for each Qi.
This is because Qk has no way of knowing, for each Qi, whether it called itself
or not; all these decisions (did Qi call itself? yes or no?) are independent of each
other; and each decision determines where the temporary variables of Qi are.

For this reason, we cannot, as mentioned in section 1 above, eliminate all sta-
tic scoping overhead. We can, however, eliminate most of it, because the example
above is contrived. Indeed, there are many cases in which only one base register
is needed, even in the presence of arbitrary nesting depth. Suppose that, in the
example above, none of the Qi makes a call to itself; and that the call to Q1 from
Qk−1 is the only loopback in the project. Then it is not hard to see that, as before,
we can get by with one base register. At recursion level 1, allocation records are on
the public stack for Q1 through Qk−1. When Qk−1 calls Q1, an insert operation
takes place, providing space on the public stack for allocation records at level 2 for
all these subprograms. The result is that, when Qj is called, for any j, 2 ≤ j ≤ k,
the allocation records for all Qi, for 1 ≤ i ≤ j, are available for the use of Qj at
recursion level 2. The same techniques then work at higher levels.

We now solve the problem posed at the start of this section.

Theorem 1. Let G have the loop tree Z, and let U and V be nodes in G, such
that V is nested in U . Suppose that every loop in Z which contains V also
contains U . Then U and V can share a base register.

The proof of this theorem is given in [4] (Theorem 3.1).
In the second example of this section, there is only one loop L in the loop

tree, and L consists of the subprograms Q1 through Qk−1. Here Qi is nested in
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Qi−1, for 2 ≤ i ≤ k − 1. All these subprograms are in L, and so the hypotheses
of the theorem are satisfied; hence all of these can share a base register, and only
one base register is needed for the project. In the first example of this section,
however, each Qi calls itself, for 1 ≤ i ≤ k − 1, and therefore there is an edge
in the call graph from each Qi to itself. Each Qi, therefore, together with this
edge, is a separate loop in the loop tree. As we saw, Qi is nested in Qi−1, for
2 ≤ i ≤ k − 1; but, this time, each Qi is in a loop which does not contain Qi−1,
and the hypotheses of the theorem are not satisfied. Indeed, as we saw, none of
the Qi, in general, can share a base register with any other.

10 Conclusions and Suggestions for Further Work

Using mathematics, we have developed methods for saving time in the execution
of Ada code. The reason that these methods work is easy to understand as long as
the compiled code contains no recursion. It is considerably harder to understand,
but relatively easy to apply, when recursion is present.

Our methods result in greater savings when the target processor has a small
number of registers. On a machine with 32 general-purpose registers, several of
these can be dedicated to use as base registers. On a register-sparse machine, on
the other hand, if there are several base registers, their values may well have to
be kept in memory and loaded into actual registers when necessary. Reducing
the number of base registers results in greater savings in this case.

Further work needs to be done on the actual implementation of the methods
presented here, and an empirical determination of efficiency improvement for real
examples including both small and large Ada programs. Comparison should then
be made between the efficiency problems suggested here and other such problems,
including those concerned with complex floating point operations, internal bus
limitations, and limitations of graphic hardware. It should be understood that
the author of this paper is a mathematician, who is not, at the time of writing,
associated with any actual Ada compilation project. This is the only reason for
the fact that we have no data on how much savings actually accrue in practice
with our methods.
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Abstract. The CORBA standard adopted by OMG supports reliability using 
two orthogonal mechanisms: Replication (by means of FT-CORBA standard) 
and Transaction (with the aid of OTS standard). Replication represents a roll-
forward approach in which a failed request is re-directed into another replica 
that is alive. On the other hand, transaction represents a roll-back approach in 
which a system reverts into its last committed state upon any failure. Current 
researches show that integrating these two approaches is essential in 3-tier sys-
tems, wherein the replication protects system processes from failures in the 
middle tier, and the transaction concept ensures the data consistency in the data 
tier. All proposed methods for reconciling these two concepts are unanimous 
that the transaction approach suffers from poor performance due to the use of 
two-phase commit protocol. In this paper we introduce a new replication-aware 
transaction model based on replicated objects. This kind of transaction can 
jump over the failures that the replicas come across without rolling the whole 
transaction back (we call it roll-over). Instead, the failed objects would be  
removed from the replica list and re-created somewhere else if needed.  
Implementation results of our model show better transaction throughput in 
comparison with known approaches.  

1   Introduction 

There are two different attributes of fault tolerance for enterprise systems: protection 
of data against corruption and protection of processes against failures. Data 
protection means using techniques that guarantee no loss or inconsistencies exist in 
data. On the other hand, process protection represents methods that ensure that at least 
one processing unit will be available every time to reply client requests.  

To protect data against loss or inconsistency, systems are usually equipped with 
transaction processing capability. This feature ensures that no partial execution of an 
operation is allowed. This means that transactions execute completely or not at all [5]. 
To protect the processes of a system against failures, these processes are usually rep-
licated [6], so that a failed process is replaced with a fresh one.  

Object Management Group (OMG) has released two specifications related to fault 
tolerance, namely, Fault Tolerant CORBA (FT-CORBA) [1] and Object Transaction 
Service (OTS) [2]. FT-CORBA provides reliability for enterprise applications by 
replicating CORBA objects so that, if one of the replicas fails, another one can  
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provide continuous service to the clients. On the other hand, the OTS provides reli-
ability by introducing commit and abort concepts to provide consistency even in the 
presence of faults. In other words, FT-CORBA yields liveness by replicating the 
CORBA objects, but OTS fulfills the consistency or safety attribute of a system.  

In this paper, we present a replication-aware flat transaction model with a new ter-
mination style, called roll-over. This termination means that although there had been 
errors during the execution of a flat transaction on a group of replicated objects, the 
transaction can be committed safely. By means of this method, the replica objects that 
had failed will be removed from the list of object replicas. 

The remainder of this paper is organized as follows. Sect. 2 provides a summarized 
background on FT-CORBA and OTS required in our discussions. Sect. 3 describes 
some notable related works. Sect. 4 presents an important limitation of the existing 
methods. Sect. 5 presents our proposed approach. Sect. 6 illustrates some experimen-
tal results of our approach, and finally Sect. 7 concludes the paper. 

2   Background 

In the rest of this section, we describe the current CORBA standards that provide 
reliability for the constructed systems. These services include: FT-CORBA and OTS.  

2.1   FT-CORBA 

Support for availability is provided by the standard that has recently been adopted by 
OMG, namely, FT-CORBA [1]. This standard implements system availability by 
replicating objects. In the case of a replica failure, a new replica can take over the 
failed one, generally without the client's awareness. 

In this standard, the concept of IOGR (Interoperable Object Group Reference) is in-
troduced. An IOGR specifies an object reference that contains multiple IORs, each of 
which represents a replica object reference. The client ORB can easily iterate through 
the replica references and try to make calls to other replicas in the case of failures.  

In FT-CORBA a unit called Replication Manager (RM) manipulates the creation, 
replication and deletion of replicated objects. RM replicates objects and distributes 
the replicas across the system. It is also responsible for constructing IOGRs that  
clients use to contact the replicated objects.  

Replica faults are detected by a unit inside each host, namely, Fault Detector (FD). 
Detected faults are reported to Fault Notifier (FN), which filters them and distributes 
fault event notifications to RM. Based on these notifications, RM initiates appropriate 
actions to enable the system to recover from faults. 

FT-CORBA defines three different replication styles: (1) active, (2) warm-passive 
and (3) cold-passive. In active replication, all members of an object group receive and 
simultaneously process the same sequence of client requests in an independent way. 
Consistency is guaranteed by assuming that, when provided with the same input in the 
same order, replicas will produce the same output. In warm-passive replication, the 
basic principle is that clients send their requests to a primary, which executes  
the requests and sends update messages to the backups. The backups do not execute 
the invocation, but apply the changes produced by the invocation execution at the 
primary. In a cold-passive replication strategy, clients send their requests to a unique 
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primary member of the group which is the only one who executes the requests. After 
the operation has completed, the state of this primary gets recorded in a message log. 
When faults occur, the recovery is done using the state information and messages 
recorded in the message log. In this case, the state gets transferred to a new primary 
member object. 

2.2   OTS 

CORBA provides support for safety using the Object Transaction Service (OTS) 
standard [2]. OTS supports interfaces for synchronizing a transaction across the ob-
jects of a distributed and object-based application. A transaction is initiated by a  
client, and can involve multiple objects. The scope of a transaction is defined by a 
transaction context, which is shared by all the objects that take part in that transaction. 
The context is associated with the client thread that initiated the transaction. This 
context is implicitly bound to subsequent invocations that the client makes, until the 
client decides to terminate the transaction. If no fault occurs during the execution of a 
transaction, the changes produced as a consequence of the client’s requests are com-
mitted. In the case that a fault occurs, any changes to object states that had occurred 
within the scope of the current transaction are rolled back and discarded.  

Each object that intends to take part in a transaction is required to register a special 
kind of object in the transaction called resource object. At the end of a transaction, 
OTS performs the two-phase commit protocol by issuing requests to the resources 
registered for the transaction.  

3   Related Works 

Researches that have so far focused on integrating replication and transaction can be 
categorized into two different groups. The first group includes those methods in 
which the integration of legacy concepts of transaction and replication are considered. 
Old transaction concepts have focused on concurrency and locking methods in data-
base management systems. Legacy concepts of replication are also known as process 
groups in which more than one process is responsible for performing the same task. 
On the other hand, the second group includes those techniques that try to integrate the 
new concepts of transaction and replication. These approaches have mainly focused 
on integrating transaction and replication on distributed systems, especially the ones 
that have been constructed by means of CORBA. So, the previous attempts at recon-
ciling replication and transaction are discussed under two headings with the focus on: 
(1) traditional concepts and (2) new concepts.  

3.1   Traditional Concepts 

In this section we will highlight research efforts that have attempted to solve specific 
aspects of integrating transactional and group communication protocols.  

Some old researches believe that these two models are also rivals. Some of them 
[7] claim that transactional processing systems are better suited to group communica-
tion-enabled ones. Those researches that are group communication supporters [8] 
have the opposite idea. 



206 M. Sharifi and H. Salimi 

A more complete approach is presented in [9]. In this work, the role of group 
communication in building transaction processing systems is explored. The viewpoint 
of this paper is that group communication primitives are mechanisms that provide 
transactional semantics.  

The idea of Group Transactions was first defined in [10]. This approach tries to in-
tegrate the two concepts using a new transactional model. This work also proposes 
that the transactional servers can also be a group of processes which either work indi-
vidually or cover each other when a failure occurs.  

[11] presents another transaction model, namely, e-Transaction. This model is pro-
posed on behalf of enterprise systems in which the middle tier only contains repli-
cated stateless application servers. This model also guarantees to be executed exactly 
once when errors occur.  

3.2   New Concepts 

Integrating OTS and FT-CORBA capabilities in order to bring end-to-end reliability 
to CORBA applications is still an open issue [4]. Some researches [13] believe that 
integration of these two services requires more facilities to make them interoperable. 
On the other hand, other works [3] claim that unification of these two standards is 
possible by applying some changes to the protocols that these services are based on.  

A comparison between transactional systems and the ones that use group commu-
nication is presented in [12]. This work assumes that future distributed applications 
will increasingly rely on middleware services. This research shows that transactions 
can be used to support replication without the need for process groups. It is shown 
that if the underlying infrastructure supports process groups, these groups can be 
exploited effectively for binding service replication, for providing faster switching to 
backups and for supporting active replication. 

A CORBA-based infrastructure for unification of OTS and FT-CORBA in 3-tier 
systems is introduced in [14]. This infrastructure tries to bring reliability to systems 
by means of replicating application servers and transaction coordinators. This makes 
it possible to use OTS and FT-CORBA together to achieve higher availability and 
reliability.  

Felber and Narasimhan [3] have proposed a protocol to use transactional mecha-
nisms in the implementation of replicated objects. This protocol can also address the 
problem of determinism in nested interactions between replicated objects. Using this 
technique, 3-tier systems would be able to use replication-based availability in their 
middle tier and at the same time use transaction-based safety in their back-end  
systems, which are typically database management systems.  

4   Limitation of Current Researches 

Almost all available implementations of FT-CORBA standard (like Eternal [16], 
Electra [17] and FRIENDS [18]) rely on total-order multicast protocols [15] to keep 
object replicas consistent. These protocols ensure that all messages sent to a set of 
objects (processes) are delivered to all of these objects (processes) in the same total 
order. The underlying totally ordered multicast mechanisms guarantee that all of the repli-
cas of an object receive the same messages in the same order; therefore, they perform the 
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operations in the same order. This ensures that the states of the replicas are consistent at 
the end of each operation.  

Failure of replica objects during the execution of an update operation is still another 
concern. FT-CORBA standard assumes that no source of non-determinism exists in the 
system, so all the replicas will reach the same final state after an update execution. Some 
other FT-CORBA implementations consider non-deterministic behavior for replica consis-
tency. For example, Eternal supposes that if a replica object fails, while performing an 
operation, the remaining replicas in its object group continue to perform the operation and 
return the result. In this case, the failed replica is simply removed from the group by object 
group membership mechanisms while the operation continues to be performed. The failure 
is thus transparent to other object groups involved in the operation. This replica consis-
tency scheme substantially quickens recovery from faults. 

Although the so-called multicast protocols that are frequently used in constructing 
fault tolerant systems are beneficial, there are cases in which using only these tech-
niques cannot guarantee system safety. Fig. 1 depicts a case in which the object O1 
intends to do an atomic operation on a set of replicated objects (G) and a non-
replicated object (O2). First, O1 makes a successful call to the group of replicated 
objects. Next, O1 performs another call to a non-replicated object, O2. The problem is 
that if O2 fails because of encountering an error, the state changes on replicated  
objects cannot be discarded. 

Fig. 1. A case in which the total-order multicast protocol cannot guarantee system safety 

According to the above scenario, it can be concluded that the total-order multicast 
protocols are especially beneficial to guarantee the message delivery to the members 
of some object groups. They also guarantee to deliver the messages in the same total 
order. Although the use of these protocols can prevent the objects from going to un-
safe states, other sources of inconsistency exist that cannot be resolved using these 
protocols. As an example, we showed how an object crashing during an atomic opera-
tion can lead to an unwanted state. 

It seems that the use of transaction technique can solve the mentioned problem. But 
the transaction model that OTS supports is based on two-phase commit protocol and 
is flawed with rolling the whole transaction back when encountering any error. In the 
next section, we propose a new transaction model which works on behalf of replicated 
objects. As Sect. 6 shows, this model is preferable for dealing with replicated objects, 
compared to the traditional model that OTS supports. 
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5   The Proposed Approach 

As discussed in Sect. 4, there are cases in which using only multicast protocols cannot 
guarantee the safety of a system. As an example, we showed how the crash of an 
object in an atomic operation can lead to system inconsistency. On the other hand, 
equipping the system with transaction processing capabilities may lead to roll many 
changes back due to any replica failure. 

From another point of view, any failure in the scope of a transaction that is execut-
ing on a group of replicated objects can be easily discarded. If the replicated objects 
are stateless, any failure on a replica can be recovered just by selecting another replica 
to provide the expected service. Due to this mechanism (called roll-forward), the 
failure can easily be compensated. In the case of statefull objects, forwarding the 
request to another replica cannot be helpful when a failure occurs, because the states 
of other replica objects need to remain consistent. In this case, removing the failed 
object from the group inhibits the roll back of the whole transaction. We call this 
action roll-over, which means that the transaction can be rolled over a failure.  

Fig. 2 depicts three different transaction models. In Fig. 2.a, an object crash in the 
scope of a transaction that is executing on a set of unreplicated objects has lead to  
roll the whole transaction back. In this case, in step 0, the transaction is issued and in 
steps 1 and 2, the first object is updated. In step 3 the request for updating the second 
object is failed because of the crash of this object. So, the transaction will be rolled 
back, without any state change.  

Fig. 2. Three different transaction models: (a) roll-back (b) roll-forward (c) roll-over 

Fig. 2.b presents a transaction on a group of stateless replicated objects. The trans-
action has committed successfully by redirecting the failed request to a live replica. 
As depicted, although the request in step 1 has failed, but this failure has recovered 
just by redirecting it to another replica (step 2). Finally, Fig. 2.c shows a case that a 
transaction is executed across a group of statefull and replicated objects. In this case, 
although there is a failure during the transaction in step 3, the transaction has commit-
ted successfully by removing the failed replica from the relevant object group. 
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5.1   Implementation of Roll-Over Mechanism 

To implement the proposed roll-over approach, we have extended the OTS service in 
such a way that it can ignore the failures that statefull replica objects come across. In 
this case, all recoverable objects, including statefull replica objects, register their 
resource objects in OTS. The difference in registering the resource by replica objects 
is that they register their resources with a name that can be easily identified by OTS. 
Using this technique, the OTS Resource Manger is able to distinguish ordinary re-
source objects from the ones that are registered by replica objects. 

When the OTS Resource Manager performs the two-phase commit protocol on 
registered resources, those resources that belong to replicated objects can be easily 
detected by their registered name. The Resource Manger can easily ignore the failure 
occurred in a replica. To clarify the approach, parts of the code for the registerRe-
source and prepare methods in the OTS Resource Manager is given below: 
 

void  
ResourceManager::registerResource(CosTransactions::Resource_ptr r, 
const char* name) 
{ 
   ResourceRecord  record; 
 
   Record.name = name;   // and other initializations for record 
 
   if (strstr(name , "~$Replicated$~"))  
 record.setReplicated(true) 
   else  record.setReplicated(false); 
 
   resources_.push_back(record); 
} 

 
CosTransactions::Vote ResourceManager::prepare(Heuristic& h) 
{ 
   ResourceList::iterator iter = resources_.begin(); 
 
   while (iter != resources_.end()) 
   { 
         CosTransactions::Resource res = apply(*iter).resource; 
         CosTransactions::Vote v = res -> prepare(); 
 
         switch(v)         { 
         case CosTransactions::VoteRollback: 
            if (res -> isReplicated()) 
               resources_.Remove(res);  
            else return v; 
 
         //other cases come here 
         } 
   } 
} 

In the code related to prepare method, when the Resource Manager receives a 
VoteRollback vote from a resource, if the registered resource belongs to a replicated 
object, the resource is easily said to forget about the transaction and is removed from 
the resource list. So this resource will not take part in the next step of the two-phase 
commit protocol.  
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5.2   Removing the Failed Replica from Its Group 

The elimination of a replica that has failed during a transaction is performed by its 
registered resource. Using this mechanism, each resource object issues a crash mes-
sage to its owner object whenever a failure occurs. The replica object (resource 
owner) then marks its state as NotAlive. This state causes the replica object to be de-
tected as a failed object by the local fault detector. The local fault detector informs the 
Replication Manager of the failure. Now, the Replication Manager is responsible for 
recreating the failed replica somewhere else. It is also possible for the resource object 
to encounter a fault. In this case, the fault will be explicitly detected by its local fault 
detector the next time it pings the local servant.  

5.3   Support for Group Failure Detection 

Failure of all the objects belonging to an object group is still another concern. This 
case may occur when all the replica objects are running on the same host. The crash 
of this host will cause all the replicas to shut down. Disconnection of hosts, the ones 
that a group of replica objects are running on, from the network may be another rea-
son for group failure. Group failure can also occur if at a given time there exists only 
one replica in the system and that replica comes across a failure.  

The approach that we have proposed up to here is not able to tolerate this kind of 
fault; in the case of a group failure, the transaction server will commit the transaction 
even if the entire replica objects fail. In other words, our extended transaction service 
will roll over all the failures regardless of considering a group failure.  

To tolerate this special kind of failure, the information about whether all the mem-
bers of an object group have failed or not should be specified in the revised OTS. To 
achieve this, the names in which resource objects have registered themselves in the 
transaction service must be changed in such a way that replicas’ group can be deter-
mined. As depicted in Fig. 3, this name is composed of two parts. The first part is a 
constant string as used in the program code above. The second part is the identifier of 
the group that the replica object belongs to. This identifier can easily be retrieved 
from the replica's IOGR. By means of this name, OTS is able to roll the transaction 
back if all group members fail during the transaction.  

 
 
 
 
 

Fig. 3. The structure of a resource name registered by a replica object 

6   Performance Measurement 

We have developed a prototype environment (adopted from [14]) to evaluate our 
proposed approach. It is based on an open source ORB, namely, ORBacus [20] and 
our extended version of ORBacus OTS implementation [19] from Object-Oriented 
Concepts, Inc. We have also implemented a light-weight Replication Manager Ser-
vice to manage replica manipulation. Our experiments were carried out on a number 

~$Replicated$~ Replica Object Group Identifier 

Constant Variable 
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of Pentium III PCs over a 100 Mbit/Sec LAN. Each PC was equipped with 256 
Mbytes of RAM and ran Microsoft Windows XP© with SP1. 

The experimental application architecture is shown in Fig. 4. A client invokes the 
replicated server objects to do a simple bank balance transfer operation. An intercep-
tor is registered at the client side and dispatches the client requests to all target replica 
objects, which are distributed across the network, using active replication style. The 
account objects then update their states which are stored in the MS SQL Server 
DBMS. 

Each balance transfer request is carried out in the scope of a transaction which is 
initiated by the client. All replica objects are updated during the execution of this 
transaction. If any account object fails during this period, the transaction server will 
not roll the transaction back; instead, it commits the transaction with the remaining 
objects. In the prepare and commit phase, OTS ignores any partial failures caused by 
a replicated object. The failed replica objects are detected by means of local fault 
detectors. The recovery from fault is performed by reporting the fault to Replication 
Manager and creating the failed replica again. 

 
Fig. 4. An architectural view of the implemented environment 

We ran the described application on the chosen hardware platform with different 
configurations. The following parameters were changed in each run: the number of 
each account replica objects (N), the probability of a replica failure (P) and the pre-
ferred transaction model supported by OTS. In each configuration, we measured the 
overall transaction throughput (T) in terms of the number of committed transactions 
per second. The results are summarized in Fig. 5. 

As depicted in Fig. 5, the transaction throughput (T) increases when the roll-over 
approach is used, especially in faulty environments. When there is no fault in the 
system (P=0), both approaches lead to the same value of T. In a fully faulty environ-
ment (P=1), the two approaches lead to the same value of T (T=0) again. As the num-
ber of replica objects increases, the roll-over approach shows better performance 
compared to roll-back approach. The reason is that when a transaction  is  issued  on  a  
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crowded object group, the probability of roll-back increases and hence more transac-
tions fail to commit. 

An interesting point about the roll-over approach, in contrast to roll-back approach, 
is that when P varies between 0 to 0.5 (or 0.7 for more crowded groups) the value of 
T increases. The rate of this increase also deteriorates as N decreases. The reason is 
that as the failure probability increases, more replica objects are prone to crash. So, 
fewer objects are able to do a successful commit operation. In this case, the roll-over 
approach commits the transaction with a fewer number of objects and hence the 
whole transaction duration decreases and more transactions can commit in a defined 
interval. The failed objects need to be recreated in the system again, but because the 
cost of recreation of an object is much less than writing the value of the object into a 
database table, the roll-over approach shows better performance. We expect decrease 
in performance in case of heavy objects. 
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Fig. 5. The measured transaction throughput (T) in different transaction models. The dashed 
curves show T for roll-over approach, and the solid curves show T for roll-back approach.  
(a) N=2, (b) N=3, (c) N=4 and (d) N=5.  

Although our experimental results show better performance for roll-over approach, 
there are cases in which this mechanism may not be helpful. As an example, consider 
the organization of objects shown in Fig. 1. In this case, the transactions that use the 
roll-over model will pass the replicated objects by rolling over the failures that may 
occur in this group, but may crash due to O2 failure. So, roll-over approach brings 
some extra object commits that will be rolled back finally. This extra commits will be 
the cause of poor performance in this scenario.  
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Table 1. A feature-wise transaction model comparison 

Object 
Type 

Object 
State 

Recovery 
Mechanism 

OTS 
Change 

Transaction 
Type 

Replication 
Style 

Ordinary 
Objects 

Stateless or 
Statefull 

Roll-Back No 
Flat or 
Nested 

N/A 

Stateless Roll-Forward No Nested Active 
Replicated 

Objects 
Statefull Roll-Over Yes Flat 

Warm-Passive 
or Active 

A feature-wised comparison for different transaction models with respect to replicated 
objects is presented in Table 1. 

7   Conclusion and Further Work 

In this paper we showed that current replica consistency techniques that are based on 
total order multicast protocols cannot guarantee system safety. To solve this problem, 
we presented a new transaction model that can be applied to object replicas. This 
model is based on the fact that a failure in the scope of a transaction that is running on 
a group of replicated objects can be easily ignored. To achieve a good performance, 
we extended the OTS in support of our model. We also implemented a prototype to 
evaluate this extension. The experimental results showed that this model is particu-
larly beneficial to crowded object groups within faulty environments. In the case of 
replica groups that contain fewer objects, this approach is not recommended due to 
high probability of a group failure.  

The current research will be complemented in future by modeling the proposed ap-
proach with Stochastic Petri Nets, and also by extending the model to support the 
active with voting replication style.  
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Abstract. A new token-passing algorithm called AR-TP for avoiding the non-
determinism of some networking technologies is presented. This protocol—based
on RT-EP, a research protocol also based on transmission control techniques—
allows the schedulability analysis of the network, enabling the use of standard
Ethernet hardware for Hard Real-Time behavior while adding congestion man-
agement. It is specially designed for High-Integrity Distributed Hard Real-Time
Systems, being fully written in Ada and taking advantage of some of the new
Ada 2005 features, like the Ravenscar Profile.

1 Introduction

A Distributed Hard Real-Time System must not respond later than expected to its in-
puts. Therefore the timing behavior of all of its actions shall be bounded, including the
access to the network. However, some network technologies do not have a deterministic
media access control —usually due to collisions in the shared medium—, being thus not
directly usable by applications with real-time constraints. A possible solution is to add
a transmission control layer [1] to the communication stack to avoid this unpredictable
behavior, and thus making the access to the network predictable.

This paper describes the Arbitrated Real-Time Protocol (AR-TP), a communication
protocol designed for safety-critical embedded hard-real time systems that employs to-
ken passing for avoiding collisions. These high-integrity systems exhibit a set of strict
requirements not found in other application fields, heavily derived from the entailed cer-
tification process. The certification of an application can be difficult or even impossible
if no constraints are imposed to the development process.

Ada has always provided a good foundation for the development of real-time em-
bedded applications, as well as for those with the more demanding safety-critical re-
quirements. Because the unrestricted usage of some high level constructions of some
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programming languages can lead to unpredictable code behavior, the protocol has been
designed to be compliant with the Ada Ravenscar Profile [2], a subset that restricts the
Ada tasking features in such a way that defines a computational model that allows cur-
rent response time analysis techniques [3] [4]. The current implementation of AR-TP
as well as the network interface card driver are fully programmed in the Ada Raven-
scar profile, also taking advantage of some other features added by Ada 2005 [5] like
execution time clocks, task termination procedures or the partition elaboration policy.

Although most communication protocols could be coded using the Ravenscar Pro-
file, its timing analysis can be difficult to obtain or too pessimistic (and thus useless).
AR-TP has been specifically designed to be easily implemented under those restric-
tions, as well as predictable enough for modeling its temporal behavior. Now that the
Ravenscar profile has been standardized by ISO as part of the Ada 2005 language revi-
sion, it is time to look forward and, together with deterministic protocols like AR-TP, to
develop a Distributed Ravenscar Profile that paves the way for certifying High-Integrity
Distributed Hard Real-Time systems.

This paper is organized as follows. Section 2 discusses some networking technolo-
gies used in embedded and real-time systems. Section 3 gives a detailed description
of the protocol, whereas section 4 explains the implementation. Section 5 evaluates
the properties of the Arbitrated Real-Time Protocol. Finally, section 6 presents the
conclusions of this work.

2 Networking Technologies for Real-Time Systems

Fieldbuses like CAN Bus [6] were the communication networks traditionally used in
automation systems because they fulfilled the requirements of distributed hard real-
time systems, including predictability (deterministic behavior), low cost and reliability
[7]. But nowadays these networks cannot provide the required bandwidth for the more
demanding distributed real-time systems [8]. For example, CAN Bus cannot improve
its bandwidth because it is limited by the propagation time. Therefore developers are
looking for cost-effective alternatives, including network technologies that were not
designed for systems with real-time requirements.

Two widely-used Local Area Network (LAN) technologies that do not have a de-
terministic behavior are IEEE 802.3 [9] (commonly known as Ethernet), and the IEEE
802.11 family of standards [10] (also known as Wi-Fi). These technologies are by far
the most used communication networks in office environments, and through the years
they have increased their bandwidth and decreased their cost, becoming de facto net-
working standards. This ensures that they will continue to be maintained and improved
in the future.

These advantages over other communication networks make both technologies ap-
pealing options for the development of distributed systems. Industrial versions of Ether-
net and Wi-Fi have been developed to support more aggressive conditions, like those
faced in automation and other industrial environments, hardening network interfaces
and wires. But their non-deterministic arbitration mechanism, designed for a shared
physical medium, prevents their direct use as a communication network with real time
constraints.
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The arbitration mechanism of Ethernet (CSMA/CD) monitors the physical medium
until no signal is detected, sending the message when the Interframe Gap (IFG) time
has expired (96-bit times, i.e. 9.6 μs at 10 Mbit/s). If a collision is detected during the
transmission of the frame, the node stops transmitting the message, sends a jam signal
to ensure that other stations detect the collision too, and waits for a random time before
trying to send the message again. This random wait in the arbitration mechanism is the
main cause of the non predictability of Ethernet (Wi-Fi has an analogous behavior).

The use of transmission control techniques to avoid non-determinism is an effective
method that can be implemented by a portable software layer above full-conforming
standard hardware, and without modifying the device drivers. This method can work
with any network topology, including Wi-Fi, half-duplex Ethernet, full-duplex Ether-
net, or a heterogeneous network made of any combination of hubs, switches, bridges,
repeaters or other network devices. However, some of them do not support the use of
switches or bridges for full performance.

3 Description of the Protocol

3.1 Overview

The Arbitrated Real-Time Protocol (AR-TP) is a research real-time communication
protocol for local area networks with a non-deterministic shared media like half-duplex
Ethernet, Wi-Fi, or other wireless networks. It is based on RT-EP (Real-Time Ethernet
Protocol) [11], a research multipoint local area network protocol designed to achieve
full predictability over half-duplex Ethernet thanks to the addition of a transmission
control layer for avoiding collisions. In RT-EP a station is not allowed to put any frame
on the network until it receives a special frame, called token, which gives it the right
to transmit. Stations are organized into a logical ring where, as the network is a shared
medium, every station receives all the frames.

In RT-EP the token is first circulated through all stations to write onto this special
frame the priority of their messages. When the token arrives to the last node, the right to
transmit is finally granted to the station with the highest priority message. When the data
message has been transferred, the token is circulated again to start another negotiation
cycle. The protocol is fully distributed, and is prepared to detect and solve some types
of faults, like the loss of a token or a failing station.

Under RT-EP the maximum blocking time for a message can be computed because
the random wait introduced by the Media Access Control of Ethernet is completely
eliminated. Moreover, as fixed priorities are assigned to messages, there are mature
schedulability techniques for analyzing the timing behavior of the network, thus being
adequate for distributed systems with hard-real time requirements. Other advantages of
the protocol are its fault-tolerance mechanisms (e.g. there is no single point of failure)
and especially that it works with unmodified Ethernet hardware.

However, the performance of RT-EP is lower than other protocols because a high
number of arbitration packages are needed for every transferred message. This means
that the network bandwidth is decreased, and that the nodes must circulate the token
even when there are no messages to transmit (a delay is introduced before sending
every token in order to reduce the CPU overhead). Other issues of RT-EP are that it is
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Ethernet specific, and that it reduces the Maximum Transfer Unit (MTU) of the net-
work due to the addition of a new header to data messages. AR-TP was developed in
order to eliminate some drawbacks of RT-EP —specially the performance and CPU
overhead— while maintaining its advantages —predictability and fault-tolerance— as
well as adding other features derived from the requirements. The main differences
of AR-TP with respect to RT-EP are that more than one message could be sent in
the transmission phase, and the addition of a framework for handling network
overloads.

The bandwidth is increased in AR-TP because up to n messages could be sent in
each transmission phase, as well as other improvements like decreasing the number
of packets needed in the arbitration. Therefore the ratio between info data and control
data is higher, the overhead of the protocol is lower and thus the throughput is increased.
Moreover, less control messages are used in AR-TP than in RT-EP. However, the higher
the cycle time, the worse the maximum blocking time —a vital concern of hard-real
time systems—, so the optimum value of n is constrained by the characteristics of the
system. It depends on the number of stations, the maximum size of data messages, and
the worst admissible blocking time. In addition, AR-TP exploits the control messages
for including an additional service: the token contains the global number of messages
currently waiting to be sent. By monitoring this new parameter the stations are capable
to prevent and handle network congestions.

3.2 Detailed Description

Consider a distributed system composed by M stations interconnected by a communi-
cations network, where each station can be a producer or/and a consumer, i.e. sends data
messages or receives data messages (or both). All the producer nodes of the network
are organized into a logical ring where each station has been assigned a unique network
identifier (ID). Each node must be informed about the configuration of the ring to know
the ID of its successor and predecessor.

In AR-TP the access to the (shared) medium is controlled by the use of a token. The
possession of this special message gives the station the right to transmit. It also contains
information about the number of messages waiting to be transmitted, and the ID of the
stations with the highest priority messages. After the initialization of the system, when
the logical ring has been established, the first communication cycle starts when the node
with the lowest ID creates a new token. This token is initialized by setting to zero the
number of enqueued frames (messages waiting to be sent) and the sequence number.
Each communication cycle has two phases: the arbitration phase and the transmission
phase.

At the arbitration phase the token circulates through all the stations to determine
the nodes with the n highest priority messages. While holding the arbitration token,
each station checks the n priority slots of the token, where empty slots have priority
0. If one or more slots have recorded a lesser priority than any of the messages of the
current station, it overwrites those slots with the priority of its messages and its ID.
But if the station has no messages or the preceding nodes have filled all the slots with
higher priorities, it does not modify these fields of the token. If the number of enqueued
messages of this station has changed with respect to the previous cycle, it modifies the
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token field with the global number of enqueued messages, and then transmits the token
to its successor.

When the arbitration token arrives to the last node, it will have recorded the ID of
the stations with the highest priority messages. Then this last station, just after deter-
mining whether any of its messages has higher priority than the other nodes, modifies
the message type to the “transmission token” value, starting the transmission phase. At
this phase the token is circulated among the “winning” stations to allow them to send
their messages. The token is updated with the new global number of enqueued mes-
sages. When all the messages have been sent, the transmission phase ends, starting a
new communication cycle.

The last node that has transmitted a data message puts the new token in the next
arbitration phase. This new token is circulated immediately unless no frames were sent
at the transmission phase of the previous cycle. In that case, if the priority of zero
messages were recorded in the token at the end of the arbitration phase, a delay W is
introduced before starting the next cycle to reduce the transmission of control packets
when there are no messages to send. It should be noted that the new initiator of the
arbitration phase is probably different in every cycle.

Due to the fault-tolerance mechanisms, the behavior of the protocol requires some
time-outs to detect the token loss, as well as a failing station. Refer to the paper about
RT-EP [11] for more information.

3.3 Temporal Behavior

As stated above, temporal predictability is of paramount importance when certifying a
hard real-time system. The response time of the protocol is defined as the time elapsed
since the message is passed to the AR-TP layer at the sender node, until its arrival at the
destination node. All operations are bounded, and schedulability analysis can be done.
The cycle time of AR-TP can be modeled as shown below. The k-th cycle time Cyclek,
of a system with M producer nodes can be obtained from the following equation:

Cyclek =

arbitration phase︷ ︸︸ ︷
(tdelay + ttoken) · M +

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

W nk = 0

transmission phase︷ ︸︸ ︷
nk∑
i=1

(tdelay + Msgi,k) nk > 0

(1)

where ttoken is the token transmission time, tdelay is the delay between messages, nk

is the number of messages sent in the k-th arbitration phase, Msgi,k is the transmission
time of the i-th message of the cycle k, and W is the wait time.

The delay between messages (tdelay) is imposed by the hardware, e.g. in Ethernet
is equal to the IFG (0.96 μs at 100 Mbit/s). This delay could also be “incremented” by
software for other purposes like to leave enough execution time to process the token
for some slow nodes (e.g. microcontrollers). Note that in RT-EP this delay between
messages is used to reduce the CPU overhead of the stations (mainly when there are no
messages to send), whereas in AR-TP the wait time W is used for this purpose, and only
this wait is introduced when there are no enqueued messages. Of course W ≥ tdelay .



220 S. Urueña et al.

Under AR-TP, the response time of any message is bounded. The best response time
of the protocol is when the last node of the arbitration phase wants to send a minimum-
size message with a higher priority than any of the other stations just before writing
the final token, i.e. the minimum-size message is produced just before the start of the
transmission phase, being the first to be sent, i.e.

Rbest = ttoken + tdelay + Msgmin, (2)

where Msgmin, is the transmission time of a minimum size message. However, the
best case is not used to analyze the schedulability of a hard real-time system, but the
worst case. The response time in the worst case has to take into account the blocking
time caused by the non-preemptability of the network, potentially causing a priority
inversion. The maximum blocking time B occurs when the initial node produces a
message just after the arbitration token has been transmitted, having to wait the whole
arbitration phase as well as the longest transmission phase. Please, refer to other papers
about this protocol [12] for a more complete timing analysis.

This blocking time depends heavily on the number of messages sent by cycle (n),
the delay time (tdelay) and the size of the maximum message (Msgmax). The system
designer can adjust any of these parameters to obtain an adequate blocking time, while
maximizing the throughput of the network and minimizing the CPU overhead. The
value of n can be as high as the allowed by the maximum admissible blocking time. If
the application needs a very tight response time, n can be reduced to 1, giving the same
blocking time as RT-EP (in fact the response time is slightly better because there are
less arbitration frames in AR-TP than in RT-EP).

The priority of a message is proportional to the temporal constraints of its data,
i.e. the closer the relative deadline the higher its assigned priority. This fixed priority
assigned to a message is obtained by using timing analysis techniques, deduced from
the maximum blocking time. However, although the current implementation uses Fixed
Priority Scheduling, the message priorities do not need to be fixed, and they could be
scheduled using dynamic techniques like Earliest Deadline First, for example.

3.4 Congestion Management

The system is said to be overloaded when it has to process more jobs than it can cope
with, due to the lack of resources. Overloads can happen by an unforeseen event not
taken into account at development time, or during operation due to an implementation
bug. Therefore, although temporal analysis is conducted during system design to ob-
tain a correct behavior, dependable systems must be prepared to handle overloads at
runtime. The protocol has been designed to cope with network overloads (congestions),
i.e. when there are too many messages to be sent by the nodes without violating their
time constraints. Usually, under the nominal mode of operation, the priority of a mes-
sage is proportional to the temporal constraints of its data, as stated above. However,
when the system is overloaded not all messages will be sent before the violation of their
deadlines, therefore the priority of the message should be proportional to the criticality
of the data, and not the urgency.

To achieve this behavior, in AR-TP each message has associated two priorities, one
used when the system is in the nominal operating mode, and the other when the network
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is under an overload. A network congestion is detected when the number of enqueued
messages at the end of the previous cycle exceeds a determined threshold O1. Each
station checks this value reading the last token sent in the previous cycle. In the next
arbitration phase the overload priority will be considered instead of the regular one.
The network congestion is considered to be finished when the number of enqueued
messages decreases to a given constant O2, where O1 ≥ O2. Two thresholds are used
for the mode change instead of one to avoid overload mode bouncing. The value of both
constants depends on the network bandwidth, the number of nodes of the ring, as well
as the maximum size of messages, being thus system specific.

The whole algorithm has been designed to have a constant computational complex-
ity, i.e. O(1) in the big O notation: in the average case, only a constant number of
frames has to be examined before updating the arbitration token (the upper bound is the
maximum number of messages allowed in a transmission phase), even when a mode
change have just occurred. To this end, the current implementation uses two output
queues in every node —one ordered by the regular priority whereas the other is ordered
by the congestion priority— and thus there is no need after a mode change to reorder
the messages.

During a congestion it is highly probable that some messages violate their time
constraints while being enqueued, so, to avoid sending obsolete data, each message has
also assigned an absolute deadline that must be checked before recording its priority in
an arbitration token. Of course, the sender task of that message is informed when this
happens. However, in the worst case, all the messages of a node can have violated their
deadlines before being sent. Therefore, the entire queue would be examined dropping
all messages while searching for the highest priorities, having thus a linear complexity.
A background task is introduced for dropping all enqueued messages that have violated
their deadlines, trying to avoid this situation.

4 Implementation

A preliminary version of the AR-TP protocol has been developed with the GNAT/ORK
[13] cross-compilation system for PC-compatible computers. The target computers are
Advantech PCM-3350 single board computers, which are PC/104 compatible and in-
clude an AMD Geode processor at 300 MHz as well as an Intel i82559 LANCE (Local
Area Network Controller for Ethernet). The i82559 can operate the network at 10 or
100 Mbit/s and it was designed for the PCI bus. It must be noted that the stations are in-
terconnected by a 100 Mbit/s Ethernet hub and not by a switch, which would introduce
a noticeable transmission delay as well as extra traffic.

The intended middleware layers for high integrity distributed applications are shown
in figure 1. The whole system —the low level driver and the AR-TP protocol layer— has
been implemented from the scratch following the Ravenscar profile, which is supported
by the Open Ravenscar Kernel. It is planned to add new low-level drivers for other
network technologies, e.g. wireless local area networks.

The Ravenscar profile provides a foundation adequate indeed for the development
of the low level Ethernet driver, as it retains nearly every element from the Ada lan-
guage needed for low-level development, such as representation clauses, which greatly
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Fig. 1. General architecture

improve code readability. In fact, the Ravenscar profile definition provides much more
than is really needed for this particular piece of software, which was finally written
using full sequential code except for the use of a single protected object to handle the
interrupts generated by the network adapter in the way described in Annex C of the
Ada Reference Manual [5]. There are also no explicit dependencies on ORK, so the
code should be readily usable under any other operating system that provides an Ada
runtime library with the minimum tasking capabilities needed to support the interrupt
handling.

The driver provides two sending procedures, one enables the programmer to send
Ethernet frames from a single memory buffer, with type checking, while the other sends
whatever data is stored in several raw data buffers in sequence, which is useful to avoid
data copying when using a layered network architecture in which each network layer
attaches a header to the packet coming from the upper level. Using this procedure each
header may be contained in a different buffer and there is no need to copy anything.
Both sending procedures are blocking, as the time needed to execute the call is fairly
small and constant for a given package size and it simplifies memory management,
making it unnecessary to keep track of whether a memory buffer has already been read.
Neither of the sending procedures returns any feedback about the success of the sending
operation because the adapter does not provide reliable information on this subject so
all error detection logic is left for the upper software layers.

Two receiving methods are provided in a blocking variant, which returns data if
there was any frame waiting to be read or waits until there is. Since blocking calls cannot
be cancelled under the restrictions of the Ravenscar profile, a non-blocking variant is
also provided, which returns immediately either with valid data or signaling the absence
of such data. Both variants can be used interchangeably during the same program with
no ill effects. No operation requires dynamic memory allocation, whose use can be
freely decided by the implementor of the upper level.

The Ravenscar profile has also been expressive enough for supporting the required
behavior of the AR-TP layer. It has two tasks: the main task and a background task. The
latter continuously traverses through the two output queues discarding the messages
that have violated their deadlines. The main task implements the logic of AR-TP, and
is in charge of checking incoming messages, processing the token, and transmitting the
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adequate frames. This task must be assigned a higher priority than any other task using
the network disrupting the communication. Both tasks make use of CPU time clocks
for measuring their worst-case execution time.

Finally, it must be said that the guide of usage of the Ravenscar profile [14] has been
a great reference for the implementation of the whole system. A preliminary middle-
ware prototype has been built by using the Ravenscar compliant version of PolyORB
[15], which provides a Distributed System Annex (DSA) implementation. However,
this preliminary prototype was built by using the raw Ethernet driver and therefore the
AR-TP layer has still to be integrated. Furthermore, in the future it is planned to design
a new Partition Communication Subsystem interface —taking advantage of the new
Ada 2005 permission to provide an implementation dependent one— to fully exploit
the features of AR-TP within the DSA.

5 Evaluation

Metrics of the best-, average- and worst-case response times have been obtained for a
set of operations of the protocol, using an AR-TP prototype on a cluster of three PC/104
nodes, as described in section 4. The test application was designed to stress the network
at the same instant in every node. Some hooks were added to the protocol source code
for obtaining precise execution time measures of operations. Also, all the frames put
in the network were captured by the host with the help of a packet sniffer, traffic later
analyzed for exact time measurements.

The metrics were taken for different configurations of the protocol. The maximum
size of the data was varied between 75–1500 bytes, while the number of messages per
transmission phase (n) was given the values 1, 3, and 5. (When the value of n equals
to 1, the performance of the protocol is equivalent to RT-EP.) The delay used between
messages at the arbitration phase was 100 μs.

The processing of the token is a relevant metric of AR-TP. The execution time
needed to check and modify the slots of the token at the arbitration phase depends on
the number of slots of the token (n), but not on the maximum size of the messages. As
can be seen in table 1, the token processing time does not increase significantly with the
number of messages per cycle.

Table 1. Measures of the prototype implementation

Frame size Token check time (μs) Arbitration time (μs)
(octets) n Best Average Worst Best Average Worst

1 6.08 6.11 8.78 733 810 1062
75 3 6.97 7.00 10.48 709 973 1065

5 7.01 7.13 11.06 741 836 1169
1 4.79 5.82 9.50 733 821 1162

500 3 6.91 7.00 11.08 737 831 1414
5 5.00 5.07 9.78 741 838 1179
1 6.08 6.12 9.52 733 812 1355

1500 3 5.00 6.08 10.65 734 835 1357
5 5.00 6.92 10.73 717 827 1365



224 S. Urueña et al.

 1800

 1600

 1400

 1200

 1000

 1500 1250 1000 750 500 250 75

B
lo

ck
in

g 
(m

ic
ro

se
co

nd
s)

Maximum frame size (octets)

n = 5
n = 3
n = 1

Fig. 2. Blocking time for 3 stations

 0

 10

 20

 30

 40

 50

 60

 70

 80

 90

 500 400 300 200 100 10

E
ffe

ct
iv

e 
bi

t r
at

e 
(M

bi
t/s

)

Delay between frames (microseconds)

n = 5
n = 3
n = 1

Fig. 3. Effective bit rate for 3 stations sending messages of 1500 octets

Another interesting metric of the protocol is the duration of an arbitration phase.
It can be seen in the table that the arbitration phase barely grows with the number of
messages per cycle. This is derived from the previous result, i.e. if the time needed to
check the token grows slowly with the number of slots the arbitration phase will exhibit
the same behavior. This result demonstrates that the increase in the number of messages
sent at the transmission phase does not introduce a penalty in the arbitration phase.
Therefore the lower the number of arbitration frames per data messages the higher the
network throughput with respect to RT-EP. However, as said in section 3.1, the blocking
time increases with the maximum size of data messages and the number of packets sent
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each transmission phase as can be seen in figure 2. At 100 Mbit/s, the blocking time for
a 3-node system with 5 messages per cycle can have a blocking time as high as 2 ms
(with the maximum MTU).

Finally, the overhead introduced by the protocol must be considered. The effective
bit rate achieved with AR-TP depends on many factors, and is directly proportional to
the average size of data messages and the number of packets sent each transmission
phase, and inversely proportional to the number of stations and the token processing
time. The last one (tdelay) is the main bottleneck of the protocol, being highly sensitive
to the delay between messages, as shown in figure 3. It should be noted that neither the
CPUs are very fast nor the current prototype is optimized, so better token processing
execution times could be achieved. However, it also should be noted that in practice
pure shared Ethernet cannot achieve its 100% capacity due to collisions. Depending on
the traffic pattern, the network can be saturated with a much lower load.

In summary, AR-TP has a better performance than RT-EP, but still its full pre-
dictability has a price. The system designer must make a trade-off between the network
throughput and the blocking time when configuring the protocol parameters.

6 Conclusions

As the complexity of distributed real-time systems grows, their hardware resources must
be increased. The networks traditionally used in this type of systems are becoming not
capable of transmitting the required amount of information, therefore faster network
technologies are being used, and even those without a real-time behavior like Ethernet
or Wi-Fi. This paper has presented AR-TP, a protocol that employs transmission control
techniques to avoid the non-determinism of Ethernet or Wi-Fi, making them usable for
hard real-time systems.

This token-passing protocol can be implemented by a portable software layer above
full-conforming standard hardware, working with any network technology and topol-
ogy, including Wi-Fi, half-duplex Ethernet, full-duplex Ethernet, or a heterogeneous
network made of any combination of hubs, switches, bridges, repeaters or other network
devices. It offers advanced network scheduling policies (including congestion manage-
ment), static temporal analysis techniques, and its distributed architecture guarantees
a fault-tolerant protocol well suited for wireless networks. However, although it has
better performance than other protocols, a trade-off must be done between the network
throughput and the maximum blocking time.

The protocol has been fully implemented in the Ada programming language, taking
advantage of some Ada 2005 features like the Ravenscar Profile, execution time clocks
and task termination procedures. Ada is well suited for the development of hard-real
time applications and high-integrity systems, specially the Ada 2005 revision which in-
cludes several facilities not found in other programming languages —like the Ravenscar
profile—, or not in a portable manner —like execution time clocks, or the scheduling
policies.

Future work is directed towards the integration of the protocol with communication
middlewares like PolyORB, as well as designing a Partition Communication Subsystem
—taking advantage of the new Ada 2005 permission to modify it— to fully exploit all
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the features of AR-TP within the DSA. Also, it is planned to explore the behavior of
AR-TP in implementation for Wireless Local Area Networks.
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Abstract. When a middleware layer is designed for providing semi-transparent 
distribution facilities to real-time applications, a trade-off must be made be-
tween the expressiveness and control capabilities of the real-time parameters 
used, and the simplicity of usage. Middleware specifications such as RT-
CORBA or Ada’s Distributed Systems Annex (DSA) rely on the use of priori-
ties to map the timing requirements of the application, thus restricting the  
possible scheduling policies. This paper presents a generic technique to express 
complex scheduling and timing parameters of distributed transactions, allowing 
real-time middleware implementations to change their scheduling policies for 
both the processing nodes and the networks. The technique has been tested in 
an implementation of Ada’s DSA, providing two interchangeable policies: a 
fixed-priority scheduler, and a complex contract-based flexible scheduler. 

1 Introduction  

As real-time embedded systems grow in complexity and cover an increasing number 
of application areas, the need for real-time distribution grows accordingly. 
Developing software that can be migrated in a semi-transparent way from a single 
node platform to different distributed platforms with different interconnection archi-
tectures requires the use of a distribution middleware that takes care of all the 
communication implied, without explicit intervention of the application. There are 
different distribution middleware technologies, such as CORBA [8], which supports 
the distributed object paradigm, or the Distributed Systems Annex (DSA) in Ada 95 
[12], which is mainly based on remote procedure calls (RPCs) and also supports 
distributed objects. 

The advantages of these distribution middleware technologies are that they provide 
a level of abstraction that allows the application developer to concentrate on the 
problem being solved, independently of the platform used to execute it, and without 
having to program explicit  message passing. Later, at configuration time, the 
particular mapping of software elements to processing nodes and communication 
networks is established, allowing the flexibility of migrating to different platforms, 
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and the ability to explore different configurations. Explicit message passing makes the 
application not well structured and difficult to analyse. 

If distribution middleware is to be used in real-time applications, it is necessary 
that the application developer has some way of mapping the timing requirements of 
the application into system parameters that can be used by the system to guarantee the 
required timing properties. In addition, the services provided and used by the 
middleware, such as dynamic task creation, the scheduling policies, or the networks 
and communication protocols must be designed so that the system is capable of 
guaranteeing predictable response times. For these reasons distribution middleware 
specially adapted to real-time systems has been specified and implemented. One of 
these specifications is real-time CORBA [19]. Another one is the DSA in the Ada 
language [12]; although it is not specifically designed to support real-time 
applications, it is possible to develop implementations that provide hard real-time 
guarantees [10] [11] [5]. 

Both of these middleware technologies, RT-CORBA and Ada’s DSA, are based on 
fixed priority scheduling. The timing requirements of the application must be mapped 
on to priorities assigned to the user tasks and also to the tasks implementing the 
remote procedure handlers or the servers. In addition, if a fixed priority 
communication network is used, the application must also specify the priorities of all 
the messages involved [5]. This requirement somehow limits the “transparency” of 
distribution, but it is well known that in real-time applications a model of all the 
activities being performed must be known, and there must be ways to influence their 
timing behaviour. This applies to both hard and soft real-time applications, despite the 
fact that the timing models are required to be more precise for hard real-time. 

The fixed priority approach is simple in the sense that the application just has to 
specify a number that can be dynamically assigned to tasks and messages, and fixed 
priority scheduling is widely available and simple to implement. However, many 
realtime applications being built today have a mixture of complex timing 
requirements that require the use of advanced scheduling policies capable of flexibly 
managing the available resources [2]. Moving towards more complex scheduling 
policies means that a single number such as a priority or a deadline is not enough to 
express the application requirements. Distribution middleware must be adapted to 
support these complex scheduling parameters that cannot be changed or transmitted 
dynamically. It must also be adapted to support changeable scheduling policies that 
can fit specific application requirements. 

In this paper we present some ideas that allow a distribution middleware to manage 
complex scheduling parameters specified by an application in a way that minimizes 
overhead. We also show how these ideas can be used to adapt an implementation of 
Ada’s DSA. For this particular implementation we show the API that the application 
has to use to set the scheduling parameters, and the way in which a new scheduling 
policy can be added to the system. 

The paper is organized as follows. First, in Section 2 we present the model used to 
describe the event flow of a distributed real-time system, and its influence on the new 
approach for distribution middleware. In Section 3 we discuss the particular aspects of 
the communication layer in an implementation of Ada’s DSA, and in Section 4 we 
show the corresponding API. In Section 5 we show how to introduce a new 
scheduling policy under the new approach. Section 6 contains a simple example that 
illustrates the usage of the API, while Section 7 provides a case study and evaluates 
the ease of usage. Finally, Section 8 contains our conclusions. 
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2   The Transactional Model Applied to Distribution Middleware 

Traditional distributed architectures built with RT-CORBA or Ada’s DSA are based 
on the client-server architecture or the distributed objects model [10]. However, for 
analysing the response time of a real-time distributed application it is common to use 
the event-driven transactional model [7] (not to be confused with the transactional 
model used in database applications), in which events arriving at the system trigger 
the execution of activities, which can be either task jobs in the processors or messages 
in the networks. These activities, in turn, may generate additional events that trigger 
other activities, and this gives way to a chain of events and activities, possibly with 
end-to-end timing requirements, called the transaction (see Fig 1). It is easy to show 
how an application designed with distributed objects or under the client-server 
architecture can be modelled and analysed using the transactional model. 

 

Fig. 1. Model of a transaction 

To allow the highest degree of flexibility and the best timing results, it is useful to 
allow the application developer to assign the scheduling parameters of each activity 
involved in a transaction in an independent way [4]. This contradicts the traditional 
way of assigning scheduling parameters used in common distributed middleware 
specifications and implementations. For instance, in RT-CORBA we can assign a 
priority to a server, or it can inherit the priority of the calling client. None of these 
alternatives is completely satisfactory, because scheduling analysis might show that in 
a particular system configuration the optimum solution is to execute the server at a 
low priority when called from a high priority server, and use a high priority when 
called from particular a low priority client [4].. It is the transaction in which the server 
is being executed that should be used to determine the priority, but not with the 
rigidity that inheriting the client’s priority imposes.  

To allow a flexible use of the transactional model we proposed in [5] a modifica-
tion of the GLADE [11] implementation of Ada’s DSA, called RT-GLADE, in which 
the application developer was able to assign all the priorities involved in an RPC: the 
priority of the client task, the priorities of the query and reply messages, and the prior-
ity of the RPC handler in the server side. As it can be seen in Fig 2, the underlying 
implementation automatically sets the priority of the query message, and encodes into 
it the priorities of the RPC handler and of the reply message. The system then chooses 
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Fig. 2. Handling priorities in RT-GLADE 

a task from the pool of RPC handlers to execute the remote procedure call, and dy-
namically changes its priority to the one specified in the message. Once the call is 
completed, the reply message, if any, is sent at the priority specified by the applica-
tion. The remote call is transparent to the application code with the exception that the 
priorities must be set. 

However this solution is tied to the use of fixed priorities, and does not work if 
more complex scheduling policies are used. Sending the scheduling parameters of the 
RPC handler and the reply message through the network is inefficient if these 
parameters are large in size. Dynamically changing the scheduling parameters of the 
RPC handler may also be inefficient. Both problems appear in the contract-based 
scheduling framework described later in Section 5, where the scheduling parameters 
represent a contract with tens of parameters, and for which dynamically changing a 
contract requires an expensive renegotiation process. 

The solution proposed in this paper consists of explicitly creating the network and 
processor schedulable entities required to establish the communication and execute 
the remote calls, and identifying the created schedulable entities with a short identifier 
that can be easily encoded in the messages transmitted (see Fig. 3):  

•  F or the processing nodes, the schedulable entities in the server side are the RPC 
handlers. Instead of having a pool of RPC handler tasks, we will create these 
tasks explicitly, each with their own appropriate scheduling parameters.  

• For the network, the schedulable entities are communications ports that are used 
to establish the scheduling parameters that will be used for messages sent through 
that particular port. We will identify each of these ports through the two 
endpoints used to send and receive messages at either node. We will assume that 
the scheduling parameters are assigned to the port through its send endpoint. The 
endpoints are created and assigned their scheduling parameters explicitly. 
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Fig. 3. Explicitly created schedulable entities 

For identifying these schedulable entities we will relate to the transactional model and 
use an identifier that represents the event that triggers the activity executed by the 
schedulable entity. We call it an Event_Id. 

To achieve distributed communication in an application developed with the 
proposed approach it is necessary to create the following elements, as shown in Fig. 3: 

• A send endpoint must be created in the client’s node to send the message with the 
RPC query, containing information about the destination node and port. 

• A receive endpoint must be created in the remote node for an RPC handler task to 
wait for the RPC reply message; it must specify the same port used in the caller’s 
send endpoint. 

• An RPC handler task must be created in the remote node to execute the remote 
call; it will directly wait for messages arriving at the corresponding receive 
endpoint in the remote node. 

• A send endpoint must be created at the remote node to send back the RPC reply 
to the client; it must contain information on the destination node (where the 
client’s partition is) and a port. 

• A receive endpoint must be created in the client’s node for the calling task to 
await the reply message; it must use the same port specified in the remote node’s 
send endpoint. 

It is also necessary to establish the corresponding scheduling parameters for each of 
the above elements, both in the processors and in the networks. This is usually done in 
the configuration or initialization part of each of the software components used. This 
configuration could be automatically generated by a tool that would obtain the 
information from the model of the transaction. Once configured, the usage of the new 
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scheme is almost transparent, and the only requirement is that the application sets the 
desired Event_Id. 

With this approach we can also eliminate the restriction in RT-GLADE that a 
distributed transaction with servers making nested calls to other remote servers could 
not fully specify the desired priorities for the nested calls, because only one set of 
priorities is sent in the calling message. With the new approach it is possible to fully 
specify all of the scheduling parameters, even in the presence of nested remote calls. 

The proposed approach makes it possible to use different scheduling policies in 
different partitions, as each RPC handler task and communication endpoint can be 
created with the scheduling parameters that are appropriate for their underlying node 
or network. 

It should be noted that there is no need to create more RPC handler tasks than those 
required by the transaction’s architecture. The same RPC handler task can be used to 
execute many different remote procedures belonging to the same partition, as long as 
they can share the same scheduling parameters and provided they don’t need to be 
executed concurrently among themselves. 

3   The Communication Layer in RT-GLADE 

In this section we will explain the modifications made to the original RT-GLADE 
communication layer in order to implement the proposed approach for inter-
changeable scheduling policies. The main architectural changes are: 

• Removal of the Acceptor_Task: the purpose of these tasks was to receive 
messages directly from the network and process part of their information to then 
dynamically set the priority of the selected RPC handler tasks and awaken them. 
This is not necessary any more, so these tasks are removed in the new 
implementation, making it more efficient. 

• Removal of the pool of RPC handlers: they were in charge of executing the calls 
in the remote node. In the new implementation the RPC handler tasks are created 
explicitly, and they wait for messages from the network directly, using the 
communication endpoints also created explicitly. 

• Removal of the wait mechanism for a remote call reply: now the same user task 
that made the RPC waits directly for the reply because the communication 
endpoint is already created and known. 

In order to identify the schedulable entities we create a special identifier called 
Event_Id. This identifier is specified by the application and used when creating the 
schedulable entities, which are the communication endpoints and the RPC handlers. 
Before an RPC is invoked, the application task must set the Event_Id associated 
with the current transaction, thus identifying the send and receive endpoints at its 
partition. This Event_Id is added to the RPC query message, so that the RPC 
handler task can read it and determine the send endpoint to which the reply should be 
sent in the remote node. 

Internally, there is a mapping established between this Event_Id and the 
corresponding information relative to the communication layer; in particular, the 
identifiers of the required communication endpoints. It is possible to reduce the 
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number of RPC handler tasks by grouping the execution of remote code placed in the 
same remote node through the same RPC handler. 

4   The Application Interface for Ada’s DSA 

The application program interface appears in three packages: Rt_Glade_Types, 
containing basic data types; Rt_Glade_Event_Id_Handling, containing the only 
operations that are required to be invoked from the user code, to set or get the 
Event_Id for a remote call; and Rt_Glade_Scheduling, which contains the 
abstract types used to explicitly create and set the scheduling parameters of the 
communication endpoints and RPC handlers. 

For representing the network elements, we will assume that there could be several 
networks, each identified with a value of the type Network_Id. A node is identified 
with a value of the type Node_Id. Reception queues at the destination node and 
network are identified by a port Id of the type Port_Id. These three types appear in 
package Rt_Glade_Types. 

The Event_Id is stored as a task attribute in order to be easily used inside the RT-
GLADE communication layer, as we did in the original RT-GLADE with the 
priorities involved in each RPC. The call used to set the Event_Id for a remote  
call is: 

   procedure Set_Event_Id (Id : Rt_Glade_Types.Event_Id); 

There is also a function that may be called by an RPC handler task to get the 
Event_Id carried inside the query message that activated the current execution. 

Package Rt_Glade_Scheduling contains two abstract tagged types and their 
corresponding classwide access types. The first of these types, Task_ Scheduling_ 
Parameters, represents the scheduling parameters of an RPC handler task. The 
second type, Message_Scheduling_Parameters, represents the scheduling para-
meters used for the messages sent through a specific endpoint. Both types must be 
extended to represent actual parameters required by the underlying scheduling 
policies. 

   type Task_Scheduling_Parameters is abstract tagged private; 
   type Task_Scheduling_Parameters_Ref is 
      access all Task_Scheduling_Parameters'Class; 
   type Message_Scheduling_Parameters is abstract tagged pri-
vate; 
   type Message_Scheduling_Parameters_Ref is 
      access all Message_Scheduling_Parameters'Class; 

The primitives used to customize the communication layer by creating the RPC 
handler tasks and the communication endpoints are: 

• Procedure Create_Query_Send_Endpoint creates a send endpoint for query 
messages. The arguments are the Event_Id that will be associated with this 
endpoint, the network that will be used to send the messages, the destination node 
and port in that network, and the scheduling parameters used for sending the 
messages. 
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• Procedure Create_RPC_Handler creates a receive endpoint for the query 
message and an RPC handler that waits at that receive endpoint. The arguments 
passed are the network and port from where the receive endpoint must receive the 
messages, the associated Event_Id, and the scheduling parameters used for the 
RPC handler. 

• Procedure Create_Reply_Send_Endpoint creates a send endpoint for sending 
the reply messages to the originating partition. The necessary arguments are the  
Event_Id that will be associated with this endpoint, the network that will be 
used to send the messages, the destination node and port in that network, and the 
scheduling parameters for sending the messages. 

• Procedure Create_Reply_Receive_Endpoint creates a receive endpoint from 
where the application task can read the reply message. Its arguments are the 
associated Event_Id and the network and port from where the receive endpoint 
must receive the messages. 

Corresponding operations are provided to destroy the created endpoints or handlers, 
but their specification is omitted here for saving space. 
    For creating all the elements shown in Fig 3 the application has to take the 
following actions when initializing software components involved in a remote call: 

• Choose an unused Event_Id (My_Event_Id), an unused port in the remote node 
(Remote_Port), and an unused port in the client’s partition node (Calling_ 
Port). 

• In the client’s node, create the send endpoint by invoking Create_Query_ 
Send_Endpoint using the desired scheduling parameters and network, 
specifying the node where the remote partition is located, and using Remote_ 
Port and My_Event_Id. And create the receive endpoint by invoking Create_ 
Reply_Receive_Endpoint using the desired network, and using Calling_ 
Port and My_Event_Id. 

• In the remote node, create the RPC handler and the receive endpoint by invoking 
Create_RPC_Handler using the desired scheduling parameters and network, 
and using Remote_Port and My_Event_Id. And also create the send endpoint 
by invoking Create_Reply_Send_Endpoint using the desired scheduling 
parameters and network, specifying the node where the calling node is located, 
and using Calling_Port and My_Event_Id. 

After this initialization, RPCs can be made and they will be automatically directed 
through the appropriate endpoints and RPC handler by just specifying My_Event_Id, 
with procedure Set_Event_Id described above. 

5 Implementation of Specific Scheduling Policies 

Once a system supports a new scheduling policy, adapting the RT-GLADE 
implementation to use it requires extending the abstract types declared in Rt_Glade_ 
Scheduling. The same applies to a new real-time communication protocol using a 
new scheduling policy for the messages. 

The extension for the task and message scheduling parameters types requires that 
at least the scheduling parameters for the new policy are included among the new 
attributes of both types. In addition, the Rt_Glade_Scheduling specifies in its 
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private part two abstract primitive operations of these types that must be defined. 
Their specification is: 

   procedure Create_Task 
     (Params   : in Task_Scheduling_Parameters; 
      Endpoint : in Rt_Glade_Types.Receive_Endpoint_Id; 
      Tid      : out Ada.Task_Identification.Task_Id); 
   procedure Create_Send_Endpoint 
     (Params   : in Message_Scheduling_Parameters'Class; 
      Node     : in Rt_Glade_Types.Node_Id; 
      Net      : in Rt_Glade_Types.Network_Id; 
      Port     : in Rt_Glade_Types.Port_Id; 
      Endpoint : out Rt_Glade_Types.Send_Endpoint_Id); 

Procedure Create_Task creates an RPC handler task and associates the 
parameters to it in a manner appropriate to the scheduling policy being used. The 
handler waits for messages (from any source) arriving at the specified endpoint. Each 
message carries the Event_Id of the sender. If the call requires a reply, the handler 
sends the reply message through the send endpoint associated with the Event_Id 
carried in the message, unless the Event_Id is changed by the handler code. 

Procedure Create_Send_Endpoint creates a send endpoint for the specified 
node, net and port and associates the parameters to it in a manner appropriate to the 
scheduling policy being used. 

For the purpose of demonstrating the ability to change the scheduling policy, we 
have implemented two extensions of the Rt_Glade_Scheduling package, one for 
the traditional fixed priority scheduling, but under the new approach, and the other 
one for a complex contract-based flexible scheduling policy [3]. 

For the fixed priorities, we have implemented the extension in a child package 
called Rt_Glade_Scheduling.Priorites. The particularization of the two tagged 
types for this case are: 

type Task_Priority is new Task_Scheduling_Parameters with record 
   
RPC_Handler_Priority:System.Garlic.Priorities.Global_Priority; 
end record; 
 
type Message_Priority is new Message_Scheduling_Parameters with 
record 
   Endpoint_Priority : System.Garlic.Priorities.Global_Priority; 
end record; 

The Create_Task operation creates an RPC handler task and sets its priority to 
the value specified in the Task_Scheduling_Parameters object. We do the same 
in Create_Send_Endpoint for the communication endpoints. 

The First Scheduling Framework (FSF) [3] is a framework for a scheduling 
architecture that provides the ability to compose several applications or components 
to build a real-time system, and to flexibly schedule the available resources while 
guaranteeing hard real-time requirements. It is is based on establishing service 
contracts that represent the complex and flexible requirements of the application, and 
which are managed by the underlying system to provide the required level of service. 
FSF is applied both to processor and networks. From the application’s perspective, 
the requirements of an application component are written as a set of contracts, which 
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are negotiated with the underlying implementation. To accept a set of contracts, the 
system has to check if it has enough resources to guarantee all the minimum 
requirements specified, while keeping guarantees on all the previously accepted 
contracts negotiated by other application components. If as a result of this negotiation 
the set of contracts is accepted, the system will reserve enough capacity to guarantee 
the minimum requested resources, i.e., processor capacity and network bandwidth, 
and will adapt any spare capacity available to share it among the different contracts 
that have specified their desire or ability for using additional capacity. 

In summary, the FSF contracts are the scheduling parameters of the tasks and 
messages under this framework, and they are very different in nature from the plain 
fixed priorities.  

To use this scheduling framework, we have created a child package called 
Rt_Glade_Scheduling.Fsf in which we have extended the types to hold an FSF 
contract as a scheduling parameters. In addition, the operations Create_Task and 
Create_Send_Endpoint perform the contract negotiation. It is important to set in 
the contract, at least, the minimum budget, and the maximum period to ensure a 
minimum amount of system resources. 

6   Example Using the Proposed Approach 

In this subsection we will show how to build a simple application using the approach 
presented in this paper. For simplicity, we will use the fixed priorities scheduling 
scheme. In this application, shown in Fig 4, we are going to perform a remote add 
operation. The application is composed of two partitions, each placed in a different 
node. Partition p1 contains the code of the main program, menu, and the initialization 
code for that partition, P1_Init, while partition p2 contains the code implementing 
the calculator, Calculator, and the initialitation code, P2_Init. The Event Ids and 
the network ports are chosen arbitrarily from those still available. 

Partition P1 - Node 1

Comms.
Layer

Receive endpoint

Send endpoint

Partition P2 - Node 2

Comms.
Layer

Send endpoint

Receive endpoint

Remote
code

Main

Handler
task

P2_Init

Calculator

P1_Init

task

Menu

Prio:12

Network “1” (RT-EP)

Prio:17Port 2

Port 2

Prio:14

Event_Id: 8

Event_Id: 8

  

Fig. 4. Example using fixed priorities in the new version of RT-GLADE 
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The menu procedure code is as follows: 

with Calculator, RT_Glade_Event_Id_Handling, P1_Init; 
procedure Menu is 
   A,B,Sum:Integer; 
Begin 
 
   -- Initialize the communications endpoints 
   P1_Init; 
   -- Set the event id for subsequent RPCs 
   Rt_Glade_Event_Id_Handling.Set_Event_Id(8); 
   loop 
      ... 
      Sum := Calculator.Add (A, B); -- remote call 
      ... 
   end loop; 
end Menu; 

The P1_Init procedure is used to initialize all the neccesary elements to establish the 
communications in partition p1: 

with Ada.Real_Time, Rt_Glade_Scheduling; 
with Rt_Glade_Scheduling.Priorities; 
procedure P1_Init is 
   R_Message_Params : 
      Rt_Glade_Scheduling.Message_Scheduling_Parameters_Ref; 
begin 
   -- Create the send endpoint for the query messages 
   R_Message_Params:= new Rt_Glade_Scheduling.Priorities. 
      Message_Priority’ 
        (Rt_Glade_Scheduling.Message_Scheduling_Parameters 
         with Endpoint_Priority=>12); 
   Rt_Glade_Scheduling.Create_Query_Send_Endpoint 
      (Params=>R_Message_Params.all, Node=>2, 
       Net=>1, Port=>2, Event=>8);   
 
   -- Create the receive endpoint for the reply messages 
   Rt_Glade_Scheduling.Create_Reply_Receive_Endpoint 
      (Net=>1, Port=>2, Event=>8); 
end P1_Init; 

The Calculator package is a normal ada implementation with the only difference 
that the package has to be categorized with the pragma Remote_Call_Interface 
which makes all the procedures callable remotely. 

package Calculator is 
   pragma Remote_Call_Interface; 
 
   function Add (A : in Integer; B : in Integer) return Integer; 
end Calculator; 

The P2_Init procedure is a main partition program to initialize all the neccesary 
elements to establish the communications in p2: 

with Rt_Glade_Scheduling, Rt_Glade_Scheduling.Priorities; 
with Ada.Real_Time; 
procedure P2_Init is 
   R_Task_Params : 
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      Rt_Glade_Scheduling.Task_Scheduling_Parameters_Ref; 
   R_Message_Params : 
      Rt_Glade_Scheduling.Message_Scheduling_Parameters_Ref; 
begin 
   -- Create the RPC handler 
   R_Task_Params:=new Rt_Glade_Scheduling.Priorities. 
 
      Task_Priority’ 
         (Rt_Glade_Scheduling.Task_Scheduling_Parameters  
          with RPC_Handler_Priority=>14); 
   Rt_Glade_Scheduling.Create_RPC_Handler 
      (Params=>R_Task_Params.all, Net=>1, Port=>2, Event=>8); 
 
   -- Create the send endpoint for the reply message 
   R_Message_Params:= new Rt_Glade_Scheduling.Priorities. 
      Message_Priority’ 
         (Rt_Glade_Scheduling.Message_Scheduling_Parameters 
          with Endpoint_Priority=>17); 
   Rt_Glade_Scheduling.Create_Reply_Send_Endpoint 
      (Params=>R_Message_Params.all, Node=>1, 
       Net=>1, Port=>2, Event=>8); 
end P2_Init; 

As we can see, once the initialization code for creating the communication endpoints 
and the RPC handler is written, the only change to the application code is the setting 
of the Event Ids. 

7   Case Study and Evaluation of Application Complexity 

We have evaluated the impact of migrating a real application that had been built using 
the fixed-priority version of RT-GLADE to the new proposed approach for 
scheduling, in particular using the FSF contracts mentioned in Section 5. The 
application is a simulated tile inspection plant that uses a real industrial robot arm and 
a video acquisition system, running on a MaRTE OS operating system [1] and using 
the RT-EP real-time communication protocol [6]. To minimize the number of RPC 
handler tasks, we have grouped all the calls for a particular transaction and to a given 
partition into a single RPC handler, calculating its budget as the sum of the worst case 
execution times of all the RPCs involved. With this approach, every transaction in the 
application code has been assigned a single Event_Id that identifies its 
communication endpoints and the associated RPC handler task. 

The number of source code lines that were necessary to make the networks 
contracts for seven distributed transactions was 14*7 = 98 lines to create 14 send 
endpoints, 7*8 = 56 lines to create 7 RPC handlers and associated receive endpoints 
in the remote nodes, and 7 lines to create the 7 receive endpoints in the calling tasks. 
Besides we added 13 “with” lines, and 7 lines to specify the Event_Ids of each 
distributed transaction. So in total we have added just 181 lines of code, to a program 
of more than 13.000 lines. 

In summary, we did not require any changes to the architecture when migrating 
from the original version of RT-GLADE to the new version. Changes were only 
required for the creation of the network contracts, the communication endpoints, and 
the RPC handlers, and for the specification of Event_Ids. The amount of new lines 
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of code is very small, compared to the size of the application. We can conclude that 
having a well-documented architecture and real-time model of the application makes 
it very easy for a designer to use the FSF contracts, or any other special-purpose 
scheduling policy, for a distributed application under the new RT-GLADE 
implementation. 

8   Conclusions 

We have proposed an approach to support generic scheduling parameters and policies 
in real-time distributed middleware. This approach follows the transactional model in 
which the scheduling parameters are determined by the sequence of events that are 
activated inside a real-time transaction, allowing the highest degree of flexibility and 
resource usage. Complex scheduling policies, such as those used to achieve flexible 
scheduling using contracts or reservations can be handled with the proposed 
approach, even if the size of the scheduling parameters is large, or if dynamic changes 
of these parameters are expensive. With the new approach we can define the 
scheduling parameters of whole distributed transactions with complete freedom, even 
in the presence of nested remote procedure calls. 

The approach has been tested in an implementation of Ada’s DSA, by providing 
two interchangeable policies: a fixed-priority scheduler, and a complex contract-based 
flexible scheduler. The new implementation continues to conform to Ada’s DSA and 
is independent of the kind of scheduling parameters used. The architecture of this 
implementation is simpler than before, although it may require more space as the pool 
of RPC handlers is replaced by a possibly larger set of explicitly created handlers. In 
summary the new implementation is more flexible, and has more control on the 
scheduling of the different elements involved in the distributed transactions, at the 
price of requiring more intervention from the application and using more tasks and 
network access points. 
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