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Abstract. First, multilateral security and its potential are introduced.
Then protection goals as well as their synergies and interferences are de-
scribed. After pointing out some basic facts about security technology in
general, a structured overview of technologies for multilateral security is
given. An evaluation of the maturity and effectiveness of these technolo-
gies shows that some should be applied immediately, while others need
quite a bit of further research and development. Finally, a vision for the
future is given.

1 Introduction and Overview

Multilateral Security means providing security for all parties concerned, requiring
each party to only minimally trust in the honesty of others:

— Each party has its particular protection goals.

— Each party can formulate its protection goals.

— Security conflicts are recognized and compromises negotiated.

— Each party can enforce its protection goals within the agreed compromise.

In the same way as enlightenment freed human beings from the suppression
imposed by superstitious mental models and authoritarian political systems,
technology for multilateral security has the potential to free users of IT systems
from a lack of self-determination concerning their (in)security.

To set the tone, I begin with a rather comprehensive ensemble of protection
goals, their synergies and interferences.

Thereafter, I state some basic facts about the constraints on security technol-
ogy in general, and on multilateral security in particular. This helps to identify
which technologies are particularly helpful, or even essential, for the construc-
tion, use, and maintenance of secure IT systems.

Some of these technologies can unilaterally be employed by various parties.
To use others, bilateral cooperation is needed, e.g. the cooperation of both
communication partners. For some, trilateral cooperation is required. An ex-
ample are legally binding digital signatures which need not only cooperation of
the at least two communicants, but additionally at least one somewhat trusted
third party for the certification of public keys. For other technologies, even the
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Table 1. An ordered ensemble of protection goals
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multilateral cooperation of a large number of independent parties is necessary. I
use this distinction to structure a short overview of what is known about tech-
nology for (multilateral) security, providing pointers to the relevant literature.

In conclusion, I give an evaluation of the maturity and effectiveness of the dif-
ferent described technologies for (multilateral) security. This emphasizes which
technologies should be introduced immediately in order to enhance existing IT
systems or as a basis for new ones. Furthermore I give my opinion which tech-
nologies need quite a lot of further research and/or development.

Finally, I give my vision for the future of the field.

2 Protection Goals, Their Synergies and Interferences

Twenty-five years ago, security was nearly equated with confidentiality, e.g. in
the Orange Book [I3]. Twenty years ago, integrity of information and availability
of functionality have been added, e.g. by Voydock and Kent [24] and in the
European Security Evaluation Criteria [16]. Fifteen years ago, accountability has
been added as a fourth protection goal, e.g. in the Canadian Criteria [12].
Outside the mainstream of government dominated security research, anony-
mity and unobservability became a big issue fifteen years ago [7,20], when the
technical advance of storage technology made it possible to store all person-
related information forever nearly for free. In the last decade, attempts of gov-
ernments to control the use of cryptography and the pressure of the music and
film industries to develop digital copy protection technology, gave a big boost
to steganography, i.e. the art of hiding information within other, unsuspicious
data. Mobile networks, which technically allow people to be reached irrespective
of where they are and what they do, gave rise to the protection goal reachability,
i.e. to control who is able to reach whom under what circumstances by which me-
dia. Electronic-commerce caused attention to be given to legal enforceability, i.e.
users have to fulfill their legal responsibilities within a reasonable period of time.
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Fig. 1. Synergies and interferences between protection goals

To impose some order on this ensemble of protection goals in the context of
communication over networks, it proves fruitful to discern between the content
and the circumstances of communication [25], cf. Table [l

Of course, there are quite a few synergies and interferences between these
protection goals, which are explained in detail in [25] and depicted in Fig. [

In addition, it has to be expected that additional protection goals will be
defined and will become important in the future.

3 Basic Facts

If the parties concerned, e.g. users, service providers and network operators, are
unwilling or, perhaps even unable, to express the security properties they expect,
it is unlikely that they will get what they require.

— Users, service providers and network operators must be willing and
able to formulate all the security properties they expect.

The security properties expected by different parties tend to be quite diverse in
respect of applications and even transactions with different partners using the
same application. Moreover, the security properties expected may change dra-
matically over time, e.g. as a result of negative personal experiences, or reports
by the media.

— Security properties have to be dynamically adaptable.

The security of a human user can only be as good as the security of the device
he or she is directly interacting withl] (Whether the device is secure for other
parties concerned, is only of secondary interest.)

! This is certainly true within the IT system. Outside the IT system, there may be
compensation for security breaches. But this can work at best for those security
properties where compensation is possible at all. Compensation is not possible for
confidentiality properties — information which got public cannot be de-publicized —,
but compensation is possible with regard to integrity and availability properties, e.g.
accountability and legal enforceability, cf. [4].
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— Devices which are secure for their user(s) are needed.

If a user device is built to integrate more than one application, its security has
to be adequate for its most demanding application. If a general purpose user
device is built, its security has to be adequate for the most demanding application
perceivable during its lifetime. If this is not achieved, the user device is clearly not
general purpose — which applies to all Windows 98/ME/XP Home based PCs.

— The security target of user devices is set by the most demanding
application the device is intended to be used for.

If the designers are cautious, the security target will even be set by the most
demanding application the device will ever be used for — and this application
may not yet be known at the time the device is being designed.

— User devices have to provide a very, very secure basis to bootstrap
further security properties during their lifetime.

TheerasureofdataeveravailableinagloballynetworkedI'Tsystemisbynoreasonable
means really to assure. In addition, the technical progress makes transfer, storage
and usage of huge amounts of data very cheap. Therefore, wherever possible, the
parties concerned have to be able to hinder even the ability to gather their data.

— Data avoidance techniques for anonymity, unobservability, and un-
linkability are needed. If accountability is required, a suitable form of
pseudonymity should be used 2

4 Overview of Technologies for Security

Security technologies are mentioned and briefly explained in this section. It is
structured according whether security technologies are uni-, bi-, tri-, or even
multilateral.

4.1 Unilateral Technologies

Unilateral technologies can be decided on by each party for itself. Therefore,
neither coordination nor negotiation is needed concerning their usage. Important
unilateral technologies for multilateral security are:

Tools to help even inexperienced users to formulate all their protection goals,
if necessary for each and every application or even each and every single action,
cf. [22,25]. Fig. 2 gives some examples.

(Portable) devices which are secure for their users in order to bootstrap se-
curity. The devices need at least minimal physical protection comprising direct
input/output with their users [21] and, if they are multi-purpose, an operating

2 A structured explanation, definitions of and interrelationships between anonymity,
unobservability, unlinkability, accountability, and pseudonymity can be found in
[2518].
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Fig. 2. User interface screen shots

system providing fine-grained access control and administration of rights for ap-
plications, adhering to the principle of least privilege, cf. Fig.[3l This is essential to
limit the spread of Trojan horses, and can prevent computer viruses completely. For
convenience, these devices might recognize their authorized user by biometrics[
Encryption of local storage media to conceal and /or authenticate its contents[

3 Please note that this is the only place where biometrics is useful for multilateral
security. And last but not least, this is the only place where biometrics does not pose
unsolvable privacy and safety problems, cf. [19]

4 Attempts to control the usage of encryption to conceal the contents of storage would
be quite useless, since criminals might then employ steganography to do so.
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Fig. 3. Portable devices secure for their users

Hiding of secret data in local multimedia contents or in the local file system [2]
using steganographic techniques, not only to conceal the contents of the secret
data, but also its very existenceﬁ

Watermarking or fingerprinting digital data using steganographic techniques
to help prove authorship or copyright infringements.

Using only software whose source code is published and well checked or the
security of which is certified by a trustworthy third partyﬁ having access to the
complete source code and all tools used for code generation. The best technique
is to combine both approaches with regard to as much of the software as possible.
It is only by using at least one of these two approaches that you can be reasonably
certain that the software you use does not contain Trojan horses. More or less
the same applies to hardware where all sources and tools used for design and
production are needed as well to check for the absence of Trojan horsesﬁ

4.2 Bilateral Technologies

Bilateral technologies can only be used if the communication partners cooperate.
This rﬁeans that some coordination and negotiation is needed concerning their
usage

5 Attempts to control the usage of steganography to hide the very existence of secret
data in storage would be quite useless.

5 In this case, other parties are involved than in the here presented uni-, bi-, and
trilateral technologies where only the parties actively involved at the runtime of the
IT system are taken into account. Of course these terms on laterality can be expanded
to handle non-runtime situations as well, e.g. the preparation of communication or
other circumstances like the software developing or testing process.

7 Attempts to control thorough checking would be quite useless, since authorities need
secure IT systems themselves.

8 Note: the term “bilateral” does not necessarily mean that exactly two parties are
involved, but there may be many communication partners, e.g. in a video conference,
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Important bilateral technologies for multilateral security are:

Tools to negotiate bilateral protection goals and security mechanisms, cf. [22]
and Fig. @
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Fig. 4. Tools to negotiate

Cryptographic mechanismd) and steganographic mechanismd™ to secure the
communication content, cf. Figs. Bl and
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Fig. 5. Cryptography to achieve confidentiality and integrity of the communication
contents

who may have differing interests. Nevertheless this is counted here as two sides (i.e.
bilateral technologies): the user’s side and the other side with at least one and perhaps
more communication partners.

9 Attempts to control the usage of encryption to conceal the contents of communication
would be completely useless, since criminals might then employ steganography to do
So.

10 Attempts to control the usage of steganography to hide the very existence of secret
data in communications would be completely useless.



8 A. Pfitzmann

= 7 B8 ]

beddi Extracti
smbedded Em AL i‘l o embedded g

Send Recipient somRl
ender cipien
message atticker message
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4.3 Trilateral Technologies

Trilateral technologies can only be used if a third party is involved to fulfill a spe-
cific task for the other participating parties. This means that more coordination
and negotiation is needed concerning their usage compared to unilateral - and
in most cases as well bilateral - technologies. Important trilateral technologies
for multilateral security are:

Tools to negotiate trilateral security mechanisms, e.g. for accountability

A public-key infrastructure (PKI) to provide users with certified public keys of
other users to test their digital signatures and to give users the ability to revoke
their own public key if the corresponding private key has been compromised.

Security gateways to bridge incompatibilities with regard to security mech-
anisms or their details, cf. Fig. [l Security gateways work well concerning in-
tegrity and accountability mechanisms, but are of questionable value concerning
confidentiality and anonymity mechanisms. Of course, security gateways cannot
bridge incompatibilities concerning protection goals.

4.4 Multilateral Technologies

Multilateral technologies can only be used if a large number of independent
parties cooperate. This means that coordination and negotiation are needed on
a large scale. Important multilateral technologies for multilateral security are:

Tools to negotiate multilateral protection goals and security mechanisms, e.g.
for anonymity, unobservability, unlinkability, and pseudonymity

' The negotiation process itself between the communication partners belongs to bilat-
eral technologies, but as far as the negotiation is extended to include third parties
in order to achieve accountability, it is a trilateral technology.

12 The negotiation process itself between the communication partners belongs to bilat-
eral technologies, but as far as the negotiation is extended to the necessary parties
in order to achieve multilateral security goals, it is a multilateral technology.
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Mechanisms to provide for anonymity, unobservability, and unlinkability with
regard to

— communications) i.e. protect who communicates when to whom from where
to where [0}[7, 20} 11114, 17,23, 15], cf. Fig. 8l

— payments, i.e. protect who pays what amount to whom and when [8[T], and

— value exchange, i.e. protect electronic shopping from observation [5,3], cf.

Fig. @

without compromising integrity, availability, or accountability.
Mechanisms to provide for digital pseudonym, i.e. a suitable combination of
anonymity and accountability [6]. In particular, there are mechanisms to securely

13 Data retention is quite useless, since criminals might employ e.g. public phones,
prepaid mobiles bought by others, unprotected WLANSs, or unprotected-bluetooth
mobiles of others to avoid leaving traces.

1 If we only consider the accountability aspect, digital pseudonyms are a trilateral tech-
nology. But taking into account anonymity as well, digital pseudonyms are clearly a
multilateral technology.
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pseudonymity = digital signatures relative to a digital pseudonym
digital pseudonym = public key to test signatures

pseudonymous digital payment

/ bank \
value exchange between @ o
pseudonymous parties customer ‘

— identification in case of fraud (pseudonyms are certified and certification
authority knows real identities): privacy cannot be checked by the
pseudonymous parties

— use deposition of payment with an active trustee to prevent fraud (real
identities behind pseudonyms are neither known to the other party nor to
any third party): privacy can be checked by the pseudonymous parties

Fig. 9. Pseudonymous digital payment and value exchange between pseudonymous
parties

transfer signatures (expressing authorizations, called credentials) between differ-
ent pseudonyms of the same party [7,[9,[10]. This is called transferring signatures
between pseudonyms.

5 Evaluation of Maturity and Effectiveness

Table [2] gives my evaluation of the maturity and effectiveness of the technologies
for security mentioned in the last sections. Their sequence in the table is mainly
bottom-up, i.e. a technology for security placed in a particular row is required
before a technology listed below can be effective. In some places, examples are
given following a semicolon.

As can be seen, the weakest link of the security chain today is the user device,
in particular its physical protection and operating system. Much has to be done
to improve both.

Obviously, security evaluation of software as well as IT and integration of
security technologies are those challenges for research that have the most impact
on IT security.

6 A Vision

Without multilateral security, e-commerce will be severely hindered and there
will be definitely no e-democracy. Therefore, I expect that portable devices secure
for their users will finally be developed and find their way into the mass market.
The diverse projects to introduce secure and legally binding digital signatures
are important first steps. Building on devices secure for their users, cryptography
will prove as a very powerful enabling technology for all kinds of security services.

Of course, we will experience broad discussions (and at least some attempts
of various secret services to achieve facts without any public discussion at all)
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Table 2. Maturity and effectiveness of security technologies

physical
protection

security
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operating
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and
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digital
pseudonyms

transferring
signatures
between
pseudonyms
tools to help
even inexperi-
enced users to
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integration of
these
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state of
public
research
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publications

acceptable

very good

very good

good

very good

good

very good

very good

good

good
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demonstrators

and
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hard to assess

hard to assess

good

good
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good

acceptable

good

good

acceptable

acceptable
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available
products
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Me-chip

hard to assess

poor;
Windows NT,
2000, XP Pro-
fessional,
Linux,
MacOS X
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PGP 2.6.x

very poor

hard to assess
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TOR, AN.ON
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PGP 2.6.x
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products
fielded on a
large scale

very poor;
chipcards

hard to assess

Very poor;
Windows ME,
CE, Mobile,
XP Home,
MacOS 9,
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PalmOS
acceptable;
PGP 5.x,
PGP 6.x

very poor

hard to assess

poor;
proxies

acceptable;
PGP 5.x,
PGP 6.x

very poor
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what the balance between electronic surveillance and digital privacy should be.
In my opinion, we have to overcome 2001 to avoid 1984.

It is well known and agreed for at least three decades that nearly complete
surveillance is possible by IT systems. I am happy that public research has shown
in the last two decades that strong digital privacy is possible as well. So society
is free to decide how we shall live in cyberspace — and beyond.

I am sure that multilateral security and privacy enhancing technologies are
prerequisites for the long term acceptance of IT systems in general and for
ubiquitous computing in particular in a democratic society as we know it.
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